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Abstract: Multicriterial analysis is a highly developed area since there is a large number of multi-
criteria decision-making (MCDM) methods. The multi-criteria analysis enables a precise problem anal-
ysis and ensures the rationality of decision that is made. However, all problem analysis using different 
methods can give different results (decision), so it is important to recognize which MCDM method is 
appropriate for a particular situation. There are MCDM methods by using which we can model depend-
encies and influences between the criteria in decision-making problem. One of the most used MCDM 
methods that are used in terms of problem analysis is the analytic network process (ANP). Previous 
researches discussed some problems related to using the ANP in decision-making. As a solution to 
those problems using the PageRank centrality can be considered. In this paper, we are presenting several 
possibilities of applying the PageRank centrality for multi-criteria analysis. Presented possibilities are 
compared and discussed. As a result, using the weighted PageRank centrality is proposed as the optimal 
solution for multi-criteria analysis when dependencies (influences) between the criteria are examined. 
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1 INTRODUCTION 
 
There are many methods that can be used in terms of multi-criteria analysis. Each of them 
models the problem differently, but with the main goal – to find an optimal solution to a prob-
lem that has been analysed. In this paper, we are analysing decision methods from the perspec-
tive of modelling the influences (dependencies) between the criteria. Those two concepts have 
the opposite meaning [1]: if the first criterion influences the second criterion, then the second 
criterion depends on the first criterion. 

This paper is motivated with the research in the scope of the project “Development of a 
methodological framework for strategic decision-making in higher education – a case of open 
and distance learning (ODL) implementation.” As a part of the research on the project, different 
MCDM methods were analysed from the position of applicability in the area of higher educa-
tion. It is concluded that the area of higher education is characterized by the existence of influ-
ences between the criteria [2]. However, literature review analysis resulted with the conclusion 
that, in the analysis of MCDM problems in the area of higher education, methods which do not 
support modelling influences (dependencies) between the criteria (such as analytic hierarchy 
process (AHP)) are much more often used instead of methods which support this feature. In 
this project, special attention is given to modelling influences between the criteria and analysis 
of the method analytic network process (ANP). The ANP is the most often used method for 
modelling the influences (dependencies) between the criteria. However, it has many disad-
vantages, and this is the reason for such literature review results.  
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In the second section of this paper, we will shortly present the ANP method and discuss 
some of its characteristics. In the third section, we will present several types of PageRank cen-
trality and its possibility for using in terms of multi-criteria analysis. Finally, we will discuss 
and compare the presented types of PageRank centrality and list the advantages of using Pag-
eRank comparing to the ANP. 
 
2 THE ANALYTIC NETWORK PROCESS (ANP)  
 
We presented the decision-making process using the ANP in our last SOR paper [3], and CJOR 
paper [4] which followed the SOR paper, and our further analysis will be demonstrated on the 
decision-making problem that is discussed in those papers. The problem is related to the eval-
uation of senior researchers (scientists). Senior researchers are active in both the research and 
teaching fields. In this analysis, we will not include alternatives. The decision-making problem 
is presented in Figure 1.  
 

 
 

Figure 1: Network Structure of the problem evaluation of the scientists 
 

The steps in ANP (also adapted from [5], [6]): 
 Problem structuring phase: it is related to the creation of the network structure. It is 

presented in Figure 1. The model consists of five criteria (papers, pa; projects, pr; cita-
tions, ci; courseware, co; grades from students, gr) which are grouped into two clusters 
(Teaching and Science). The model also includes the decision-making goal (node G in 
cluster Goal). The arrows between the elements represent dependencies in the model. 

 Pairwise comparisons procedure and creating the weighted supermatrix (Table 2): 
o Comparing criteria in order to reach unweighted supermatrix (Table 1), 
o Comparing clusters in order to reach clusters’ weights which are needed to ob-

tain the weighted supermatrix. In this example, we decided that all clusters are 
equally important, 

o Combining the unweighted supermatrix with clusters’ weights. (Much more de-
tailed procedure description is available in our previous papers [3], [4].) 

 Creation the limit matrix (Table 3) by multiplying the weighted supermatrix with itself 
until it converges. 

 
Table 1: Unweighted Supermatrix Table 2: Weighted Supermatrix Table 3: Limit matrix 

 G co gr pa ci pr 
G 0 0 0 0 0 0 
co 0.33 0 1 0 0 1 
gr 0.67 1 0 0 0 0 
pa 0.25 1 0 0 0.4 0.6 
ci 0.25 0 0 0 0 0.4 
pr 0.5 0 1 1 0.6 0 

 

 G co gr pa ci pr 
G 0 0 0 0 0 0 
co 0.08 0 0.5 0 0 0.5 
gr 0.17 0.5 0 0 0 0 
pa 0.186 0.5 0 0 0.4 0.3 
ci 0.186 0 0 0 0 0.2 
pr 0.383 0 0.5 1 0.6 0 

 

 G co gr pa ci pr 
G 0.00 0.00 0.00 0.00 0.00 0.00 
co 0.23 0.23 0.23 0.23 0.23 0.23 
gr 0.11 0.11 0.11 0.11 0.11 0.11 
pa 0.24 0.24 0.24 0.24 0.24 0.24 
ci 0.07 0.07 0.07 0.07 0.07 0.07 
pr 0.34 0.34 0.34 0.34 0.34 0.34 

 

pa 

pr 

ci 

co 

gr 

G Cluster ‘Goal’ 

Teaching 

Science 
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The final priorities can be found in any column of the limit matrix.  

The ANP is much deeper analysed in paper [7]. In the paper, a list of weak points of the 
ANP is provided. Those characteristics result from the fact that ANP is much less used than it 
should be used. Most of them influence the complexity of the ANP implementation, misunder-
standing of certain steps of the method, and long duration of the implementation process [1]. 
However, the most exciting three characteristics are [7]: 

 The inseparability of the criteria and alternatives. In some decision-making problems, 
if there is no directed connection between any of two nodes, then it is possible that at 
least some nodes will weight 0.0, or even the whole limit matrix is zero-matrix. This is 
not the case in this decision-making problem.  

 The influence of the goal node on the priorities. The interesting and slightly intriguing 
characteristic of the ANP is the fact that the priorities with respect to the goal (first 
column in unweighted and weighted supermatrix) do not influence the finale priorities 
in the limit matrix. So, if we change the numbers in the first column (respecting that 
the sum of the numbers equals 1), the finale priorities will remain the same. This means 
that the node goal is not necessary for the model and that only the dependencies be-
tween the elements determine the final priorities. Indeed, there is a large number of 
papers which do not include goal as an element of the network structure. However, the 
goal node is theoretically defined as a network element (cluster), and it is a necessary 
element in the AHP, which is a ‘weaker’ variant of the ANP. 

 The stochasticity of the supermatrix in the ANP. The most interesting and the most 
intriguing characteristic of the ANP is related to the stochasticity of the supermatrix in 
the ANP. If we look at the connection between the pa and pr, in both, unweighted and 
weighted supermatrix, we do not know how strong this connection is. The element pr 
can influence the element pa weakly, strongly or very strongly. So, independently of 
the intensity of this influence, the final priorities will remain the same. In the 
DEMATEL method [8], we use scale 0-4 to describe the intensity (level) of the influ-
ence (dependency) between two elements. For all real values between 0 and 4, in this 
case, we will reach the same final priorities. Let us say that there are four elements in 
the model; each influence any other (not itself). All elements influence the first element 
with intensity 4, the second element with intensity 3, the third element with intensity 3, 
and finally the third element with intensity 1. We got the situation that the first element 
depends on mostly by others, and the last element depends at least by others. However, 
in ANP, all elements will have the same priority. The reason for that is ‘forcing’ the 
stochasticity of supermatrix. It relativizes the problem, and the solution (the decision) 
might not be optimal. 

 
3 THE PAGERANK CENTRALITY  
 
The PageRank centrality is a special type of eigenvalue centrality. The eigenvalue centrality 
for undirected and unweighted networks is calculated using Equation 1 [9]. 

𝑪𝑬(𝒊) =
𝟏

𝝀
∑ 𝑪𝑬(𝒋) =

𝟏

𝝀
∑ 𝒂𝒊𝒋𝑪𝑬(𝒋)𝒋∈𝑵𝒋∈𝑴(𝒊)     (1) 

where 𝑴(𝒊) is a set of neighbours of actor 𝒊, 𝝀 is a constant (the maximum eigenvalue) and 𝒂𝒊𝒋 
is an element of a matrix of neighbours 𝑨. PageRank centrality is used for directed networks, 
and there are variants of this measure in terms of weighted and unweighted graphs.  

The PageRank centrality can be calculated using the iterative procedure [10] or using Equa-
tion 2. 
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𝐥𝐢𝐦
𝒌→∞

𝑨𝒌𝒁𝟎 = �̃�      (2) 

where 𝑨 is the matrix of neighbours, 𝒁𝟎 is a one-column matrix which contains elements 𝟏

𝑵
, 

and �̃� is a matrix of priorities. 
In terms of decision-making with the ANP, matrix 𝑨 can correlate with weighted superma-

trix. Additionally, we can create weighted supermatrix avoiding the pairwise procedure on the 
node level as described in the paper [4]:  

 the starting point is the identification of the intensities of influences between the ele-
ments in the network (Table 4), 

 then, that matrix can be stochastically normalized using the normalization by sum (Ta-
ble 6) or transition matrix (function). 

 
Table 4: Matrix of influences intensities between the criteria Table 5: (Un)weighted supermatrix 

 co gr pa ci pr 
co 0 3 0 0 2 
gr 2 0 0 0 0 
pa 2 0 0 2 3 
ci 0 0 0 0 2 
pr 0 3 4 3 0 

 

 co gr pa ci pr 
co 0 0.5 0 0 0.5 
gr 0.5 0 0 0 0 
pa 0.5 0 0 0.4 0.3 
ci 0 0 0 0 0.2 
pr 0 0.5 1 0.6 0 

 

 
The problem that appears with the powering the supermatrix is already mentioned earlier when 
three the most interesting characteristics of the ANP were listed. The solution to that problem, 
the PageRank calculates the new matrix as in Equation 3 [11], [12]. 

𝑮 = 𝜶 ∙ 𝑨 + (𝟏 − 𝜶) ∙ 𝑬     (3) 

In most cases, 𝜶 = 𝟎. 𝟖𝟓 [13]. (Note: If a certain column in 𝑨 contains all 0, then this column 
has to be replaced with ca column whose values equal 𝟏

𝑵
.) 

Adding the 𝑬 in Equation 3 ensures that original matrix 𝑨 converges to the non-zero matrix, 
and now it is no longer possible that we cannot calculate the global priorities. The role of 𝑬 is 
making a matrix (𝑮) whose graph is strongly connected – there is a direct connection between 
any two nodes in 𝑮. Additionally, the influence of 𝑮 on the final priorities is negligible (𝟎. 𝟏𝟓).  
This is the first possible application of PageRank to eliminate at least one of the weak points 
of the ANP (the inseparability of the criteria and alternatives). 

The PageRank centrality can be also interesting in terms of eliminating the issues that are 
the result of the stochasticity of the supermatrix in the ANP [14]. Then, the original PageRank 
centrality algorithm should be changed in a way that we sum powers of the non-stochastic 
supermatrix and then aggregate and normalize the results. The sums of the columns of the non-
stochastic supermatrix should be less than 1 because - in only that case, it is possible to sum 
all the powers (using Equation 4). 

�̃� = ∑ 𝑨𝒌 = 𝑨 ∙ (𝑨 − 𝑰)−𝟏
𝒌→∞     (4) 

Consequently, the original PageRank for directed and weighted graphs (matrices) is trans-
formed as follows: 

1. The starting point is a matrix of influences between the criteria (Table 4) 
2. In the second step, we are dividing each value in Table 4 with the maximum sum of 

columns, which is increased by 1. The maximum sum is in column pr and equals 7, 
which means that all values in Table 4 will be divided by 8. The result is presented in 
Table 6.  

3. Respecting the Equation 3, we have to calculate the matrix 𝑰 − 𝑨. The result is pre-
sented in Table 7.  
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4. Now we calculate the inverse of matrix 𝑰 − 𝑨. (Table 8) 
5. Multiplication of Tables 7 and 8 (Table 9) 
6. Calculation of the sum of rows (ΣR) and columns (ΣC) of Table 9 and their difference,  

𝒅 (see Table 9). The difference should then be normalized. There are several ways to 
do it: using the absolute value of the smallest value (difference), or any other higher 
number. Increasing the normalization value will result in smaller differences between 
the priorities on end. When normalization value, 𝒏, is chosen, it should be added to 
differences, 𝒅 + 𝒏. Now, all values are positive, and it is possible to calculate the criteria 
weights (normalization by sum). 
In this example, we chose the normalization value as differences between the highest 
difference and the lowest difference. 

 
Table 6: Step 2 Table 7: Step 3 Table 8: Step 4 

 co gr pa ci pr 
co 0 0.375 0 0 0.25 
gr 0.25 0 0 0 0 
pa 0.25 0 0 0.25 0.375 
ci 0 0 0 0 0.25 
pr 0 0.375 0.5 0.375 0 

 

 co gr pa ci pr 
co 1 -0.375 0 0 -0.25 
gr -0.25 1 0 0 0 
pa -0.25 0 1 -0.25 -0.375 
ci 0 0 0 1 -0.25 
pr 0 -0.375 -0.5 -0.375 1 

 

 co gr pa ci pr 
co 1.21 0.62 0.22 0.22 0.44 
gr 0.30 1.15 0.05 0.05 0.11 
pa 0.47 0.48 1.40 0.65 0.81 
ci 0.10 0.19 0.20 1.20 0.40 
pr 0.38 0.74 0.80 0.80 1.59 

 

 
Table 9: Steps 5 and 6 

 co gr pa ci pr ΣR  ΣC 𝑑 𝑑 + 𝑛 priorities 
co 0.21 0.62 0.22 0.22 0.44 1.71  1.46 0.24 2.89 0.22 
gr 0.30 0.15 0.05 0.05 0.11 0.68  2.18 -1.50 1.14 0.09 
pa 0.47 0.48 0.40 0.65 0.81 2.82  1.68 1.14 3.78 0.29 
ci 0.10 0.19 0.20 0.20 0.40 1.08  1.93 -0.85 1.80 0.14 
pr 0.38 0.74 0.80 0.80 0.59 3.32  2.35 0.97 3.61 0.27 
ΣC 1.46 2.18 1.68 1.93 2.35  highest 1.14 13.22  
       lowers -1.50   
       norm. value. 𝑛 2.64   

 
If we compare the final priorities with the priorities in Table 3 (from the Limit matrix), we can 
identify some differences. Even though the ranks of the criteria remained the same, there are 
absolute differences between the criteria weights. Now, the problem with stochasticity of the 
supermatrix has been eliminated. 
 
4 CONCLUSIONS 
 
In this paper, we were dealing with the possibilities to use the PageRank centrality to diminish 
some of the weak points of the method ANP. Using the PageRank centrality in the process of 
calculating the limit matrix (from the weighted supermatrix), we can directly influence and 
eliminate the weak point of the ANP related to the converging to zero matrix - inseparability 
the criteria and alternatives. Indeed, there are real-world requests to calculate the criteria 
weights when the alternatives are still not known. In those cases, very often, when there is a 
small number of the connections in the model, some of the criteria, or even all would weight 
0.0. If we found those criteria irrelevant; we will not put them into the model at all – so we 
cannot accept 0.0. as the final criteria weight of certain criteria. PageRank solves this situation. 

The other benefit of the PageRank centrality is related to the dealing with stochasticity in 
supermatrix in ANP. When the matrix is stochastic, it is ensured that it will converge into the 
limit matrix from which we can directly take the criteria weights. However, we should not 
force the stochasticity of the supermatrix just because there is a ‘great’ mathematical property 
of stochastic matrix in terms of its powering. If we want to use the PageRank approach, which 
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is not stochastic, it is important to have the original matrix of the intensities of the influences 
between the criteria – not pairwise comparisons priorities. This is not a problem since the pair-
wise comparisons are also resulting from those intensities between the elements. Additionally, 
in this approach, when we use original intensities of the influences and avoid making the pair-
wise comparisons, we lower some other ANP weak points. 

The only open issue in terms of ANP characteristics is related to the influence of the goal 
on the criteria weights. In ANP, and presented approach, criteria weights are consequences of 
influences between the criteria, not consequences of their importance with respect to the goal, 
too. To solve those issues, we can use possible aggregate the obtained results with the AHP 
results by using ex. arithmetic mean. 
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