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Artificial neural network for predicting values of 
residuary resistance per unit weight of displacement 

Abstract

This paper proposes the usage of an Artificial neural network (ANN) to predict the values of the 
residuary resistance per unit weight of displacement from the variables describing ship’s dimensions. 
For this purpose, a Multilayer perceptron (MLP) regressor ANN is used, with the grid search technique 
being applied to determine the appropriate properties of the model. After the model training, its quality 
is determined using R2 value and a Bland-Altman (BA) graph which shows a majority of values 
predicted falling within the 95% confidence interval. The best model has four hidden layers with ten, 
twenty, twenty and ten nodes respectively, uses a relu activation function with a constant learning 
rate of 0.01 and the regularization parameter L2 value of 0.001. The achieved model shows a high 
regression quality, lacking precision in the higher value range due to the lack of data.

Keywords: artificial intelligence, machine learning, residuary resistance, artificial neural network, 
multilayer perceptron

1. Introduction

Residuary resistance is the sum of the wave-making resistance and eddy resistance 
that opposes the movement of a vessel through the water [1]. It can also be defined as the 
total fluid resistance (drag) without the frictional resistance included [2]. Measurement 
of the residuary resistance per unit weight of displacement is complex. The used data 
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set proposes the determination of that value from measurements of ship’s dimensions, 
which are easier to determine and can be achieved using regression methods [3, 4].  
While there are many regression methods, this paper proposes the use of an ANN, more 
precisely an MLP regressor to model the regression. ANNs are a machine learning 
algorithm [5-7] and such and similar algorithms, like genetic algorithms [8, 9], have 
been used to a great effect in maritime applications [10, 11]. The wide usage of ANNs 
can be observed in many research fields, including various marine systems. ANNs can 
be used in the analysis of marine propulsion systems of any kind [12-16]. Leakage 
through labyrinth seals can be investigated and optimized using ANNs for both marine 
[17] and land-based steam turbines [18]. Operation dynamics and losses during the 
operation can also be tracked by applying ANNs for various components and elements 
[19-22]. Therefore, the usage of ANNs is not limited to only one (or a few) engineering 
fields; they can be used in any engineering aspect or problem. The trained ANN model 
should be capable of determining the value of the residuary resistance per unit weight of 
displacement from six input variables. As the determination of the parameters the ANN 
will use is a complex task, a grid search method will be used to help determine them. 

1.1. State of the art

Lazarevska (2018) [23] shows the use of various techniques, including fuzzy 
logic methods. The author concludes that all methods show satisfying results, with the 
ANN based on the extreme learning machine showing best results. Forrisdal (2018) 
[24] shows the use of ANNs in predicting the residuary resistance in fast catamarans. 
Obreja and Chirosca (2018) [25] show the classical determination of the hydrodynamic 
resistance, and conclude that the level of accuracy isn’t satisfactory. Lee et al. (2018) 
[26] propose the use of genetic programming for the determination of the added 
resistance in ship hulls, by determining a nonlinear mathematical function describing it. 
The authors then compare the results with the experimental data. The authors conclude 
that genetic programming can be used for the prediction of the added hydrodynamic 
resistance. Yan and Chen (2019) [27] show the use of the Lattice Botzmann method 
for the calculation of hydrodynamics coefficients. The numerical simulation work load 
is significantly reduced by the proposed method.

This paper is trying to determine whether the grid search method can be applied 
to determine the parameters of the MLP for regressive prediction of the residuary 
resistance and whether such ANN can be used to successfully predict the value of the 
residuary resistance from the values of variables given in the data set.



11Pomorski zbornik 57 (2019), 9-22

Artificial neural network...Sandi Baressi Šegota, Nikola Anđelić, Jan Kudláček, Robert Čep

2. Methodology and resources

2.1. Data Set

The data set containing training and testing data is obtained from the UCI machine 
learning depository [28]. The data set consists of 308 data points, each consisting of 
seven parameters.  The data were obtained from full-scale experiments performed at 
the Delft Ship Hydromechanics Laboratory, and include 22 different hull forms, derived 
from a parent closely related to the Standfast 43TM designed by Frans Maas [2, 29]. Out 
of the seven parameters six are inputs and one is output. The inputs include:

• Longitudinal position of the center of buoyancy,
• prismatic coefficient, 
• length-displacement ratio,
• beam-draught ratio,
• length-beam ratio and
• Froude number.

While the measured variable, the value of which we are trying to predict, is 
the residuary resistance per unit weight of displacements, all the variables are non-
dimensional. Longitudinal position of the center of buoyancy is the position of the 
center of mass of the immersed ship measured along its length [19], the prismatic 
coefficient is the ratio of the volume of displacement of a ship to that of a prism equal 
in length to the distance between perpendiculars of the ship and in cross section to that 
of the immersed mid-ship section [30, 31], the length-displacement ratio is the ratio 
between the length and the displacement of the vessel [32], the beam-draught ratio is 
the ratio between the lengths of the widest  point at the ship’s nominal waterline and 
the draft of the ship [32, 33], the length-beam ratio is the ratio between the length of the 
vessel and its beam [34], and the Froude number is the ratio of the flow inertia to the 
external field [35, 36]. The residuary resistance per unit weight of displacement allows 
shipbuilders to determine the required propulsive power [37-39]. The distribution of 
values of the output variable in the data set is given in the histogram shown in Figure 1.
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Figure 1 - Histogram showing the distribution of values of the output variable 
contained within the data set 

2.2. MLP Regression

To predict the value of the residuary resistance per unit weight of displacement a 
MLP ANN is used for regression. MLP is a fully connected feedforward ANN consisting 
of an input layer, output layer, and one or more hidden layers [40, 41]. When used 
for regression, the output layer consists of a single node that will provide, after the 
training is performed and data are placed in the input layer, the value of the variable 
being predicted [42]. The input layer has the same amount of nodes as the number of 
input variables - that means six input nodes in the observed case [43]. The number of 
hidden layers and nodes in each of them is determined along with other parameters, 
using the grid search method [44].

The grid search method is a method of finding the adequate parameters of the 
ANN. First, the parameters that will have values adjusted are selected [45]. In this paper 
the parameters selected were the number of hidden layers along with the number of 
nodes in each hidden layer [46], the activation function that is a function that defines 
a node’s output based on its input [47, 48], the learning rate type between the constant 
one (the value remains the same as the initial one), the adaptive one (value changes 
over time) and the invscaling one (value changes as with the adaptive one, but drops 
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where it would grow with the adaptive setting) [46, 49], the initial value of the learning 
rate [50], and the regularization parameter L2 [51]. The learning rate defines how fast 
the ANN learns. When selecting this value the loss of the ANN has to be taken in 
consideration. The loss of ANN can be defined as [46]

  (1)

then the next iteration weight of the connections of the ANN can be calculated as

  (2)

where η represents the learning rate [52]. If the learning rate is too high, the ANN 
will reach the regularization goal quickly, but it will have high variance, making new 
data fit poorly. If the learning rate is too low the goal won’t be reached [53]. The L2 
regularization parameter adds an L2 penalty equal to the square of the magnitude of 
coefficient [46, 53]. This regularization serves to avoid over fitting by penalizing high-
valued input variables, reducing their value and simplifying the model [46]. Possible 
parameter values are provided in Table 1. In addition to mentioned parameters two 
more parameters of the ANN are set – the maximum iteration that defines the maximal 
number of training iterations of the ANN, and the solver that defines the solver used 
by the ANN to calculate any necessary values during the training. These parameters 
are constant throughout the training and are set to 10000 for the number of maximum 
iterations and the solver used is an Adam solver based on the stochastic gradient descent, 
with adaptive moment estimation [54]. 

Table 1 - Parameter values used in grid search for training the ANN

Parameter Possible values
Hidden layer list (4,4,4,4),(4,4),(5,4,4,5),(5,4,5),(10,10,10,10,10), 

(5), (7,7,7,7), (7,7), (10,20,20,10),(6), (12,12,12), 
(100)

Activation function ‘relu’, ‘identity’, ‘logistic’, ‘tanh’
Learning rate type ‘constant’, ‘adaptive’, ‘invscaling’
Initial learning rate 0.1,0.01,0.5, 0.00001

L2 regularization parameter 0.01,0.1,0.001, 0.0001

In the grid search all possible combinations are searched. From the above table, 
the number of possible combinations of the parameters can be calculated - there are 
2304 possible parameter combinations. For each combination of the above parameters 
the model is trained. A new model is trained with the same set of parameters a total 
of 10 times. Training is performed on 75% of the data from the data set (total of 
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231 measurements), the so called training subset. Once the training of the model is 
finished, the model is evaluated using the remaining 25% of the data set (total of 77 
measurements), which is called a testing subset and the model quality is determined 
[55]. If the initial model quality is satisfactory, the model is saved for further testing. To 
determine the model quality coefficient o determination (R2) is used. R2 is defined as the 
proportion of the variance in the dependent variable predictable from the independent 
variables. It gives information about the goodness of the fit of the model - how well 
the regression predictions approximate the real data points [56, 57]. R2 is the element 
of [0,1], with 1.0 being the best possible score [57]. In this paper  only models with an 
R2 value greater than 0.97 are stored for further evaluation.

2.3. Bland-Altman analysis

To further determine the quality of the results a Bland-Altman (BA) analysis is 
performed. The BA analysis is used to compare the results provided by two methods 
measuring the same parameter, or comparing the predicted versus real data in such 
instances as the ANN regression. The BA plot is constructed by taking two sets of data 
X and Y, provided by two methods [58] - in our case the results of real life experiments 
stored in the data set and the regression ANN predictions. Then, for each data point in 
these two sets their mean is calculated as [59]

  (3)

and the difference between each data point is calculated per

  (4)

The data points of for each measurement i are then plotted as a scatter plot. On the same 
plot the bias d, or the mean difference of each measurement is plotted using

  (5)

The lower and upper bounds of the confidence interval are determined as

  (6)

and

  (7)

where sd  is the standard deviation of the di data set. In equations (6) and (7) 1.96 
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corresponds to the confidence interval of 95%. The BA informs how well the data 
obtained from the neural network compare to the real data - giving the number of 
predictions that do not fall within the confidence interval when compared to the real 
data. The BA also provides information on where those data are located, in terms of 
values of data points, giving information in terms of precision dependent on the value 
of the measurement [60].

3. Research results

Out of 20340 models used, 116 models satisfy the condition of R2>0.97. The 
number of each of the variations of parameters present in those models is shown in 
Table 2, as well as presented in Figure 2-5.  All 116 models that have satisfied the 
condition had the initial learning rate of 0.01.Parameter variations that weren’t present 
in the models that satisfied the condition aren’t shown.

Figure 2 - Distribution of hidden layer sizes variations in the 116 models that satisfy 
the condition
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Table 2 – The number of variations for each of the parameters in models with 
R2>0.97.  The first column shows the parameter that varies while performing the 
grid search, and the following columns show the parameter value and the number of 
models out of the 116 satisfying the set condition that use the parameter value in the 
row above it

Hidden 
Layer 
Sizes

(10,10,
10,10,10)

(10,20,
20,20)

(12,12,12) (4,4) (4,4,4,4) (5,4,4,5) (5,4,5) (7,7) (7,7,7,7) Parameter 
value

22 11 5 15 22 16 11 5 9 Number 
of models

Activation 
Function

logistic relu tanh Parameter 
value

2 97 17 Number 
of models

Learning 
rate type

adaptive constant invscaling Parameter 
value

45 46 25 Number 
of models

Initial 
learning 
rate

0.01 Parameter 
value

116 Number 
of models

L2 0.0001 0.001 0.01 0.1 Parameter 
value

17 30 32 37 Number 
of models

Figure 3 - Distribution of activation function variations in the 116 models that 
satisfy the condition
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Figure 4 - Distribution of learning rate types variations in the 116 models that 
satisfy the condition

Figure 5 - Distribution of L2 regularization parameter variations in the 116 models 
that satisfy the condition
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The best achieved R2 value is 0.99329. The Bland-Altman plot for that model 
is shown in Figure 6. A BA analysis shows that only three points fall outside the 
confidence interval when using best model, all in a high value range of predicted values. 
In a lower range of predicted values all points fall within a 0.95 confidence interval.

Figure 6 – A Bland-Altman plot for the best model found

Parameters of the best model are given in Table 3.

Table 3 - Parameter values of the best model achieved

Parameter Value
Hidden layer sizes (10, 20, 20, 10)
Activation function relu
Learning rate type constant
Initial learning rate 0.01

L2 0.001

4. Discussion

Most models tended towards the more complex (10,10,10,10,10) and (10,20,20,10) 
configurations, with simpler, single hidden layer configurations showing in no models 
that satisfied the condition. A vast majority of the used models preferred the relu 
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activation function with the logistic activation function barely being present in the 
top models. When it comes to learning rate types, the constant and adaptive ones are 
evenly matched in the observed models, with the inverse scaling having a lower but still 
significant part in the distribution. Interestingly, the only initial learning rate present in 
the top 116 models is 0.01, with the other two learning rates not being present at all. 
Finally, the regularization parameter values are mostly evenly distributed across the 
models, but there is a slight preference to higher values of L2 parameters.

The best model found shows a very good R2 value, with the Bland-Altman 
plot showing only 3 points out of 77 in the training set - (3.89%) are outside of the 
confidence interval. Those data points are in the higher variable value. The cause of 
this is the lack of values for the higher range of the output variable value in the data 
set, as can be seen in Figures 1 and 7.

5. Conclusion

The paper shows a successful application of an MLP regressor on a yacht 
hydrodynamics data set. It is shown that it is possible to achieve high R2 values on 
the given data set with satisfying BA graph results. Best models out of 23040 trained 
ones have a tendency towards the higher complexity ANNs, with higher regularization 
parameter value, a 0.01 initial learning rate, with the adaptive or constant typing and 
relu activation function. The models show the lack of precision in the higher range of 
the output variable, due to the lower amount of such data in the data set.
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