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The paper presents some aspects of the sensitivity analysis within the multivariate distribution models.
The presented procedures are provided for engineering problems based on the Nataf model. The Nataf
model involves the marginal distributions of the random variables and the correlation between them. Seu-
sitivities are considered through derivatives with respect to the corrclation coefficients. The terms for the
derivatives of the Nataf correlation cocfhcients with respect to the given correlation coefficients are pre-
sented, The dertvatives of the transformations between the random variables are given next. The Cholesky
decomposition and the spectral decomposition are applied. Derivatives of the Cholesky decomposition are
obtained in the form of a recursive scheme. Derivatives of the cigenvalues and eigenvectors are obtained
using perturbations. In addition, a comprehensive method for derivatives of distances and derivatives of
angles between the directions is given. Finally, numerical examples are attached to illustrate the presented
procedures.

1. INTRODUCTION

Application of the finite difference method in sensitivity analysis is uscful but usually numeri-
cally ineflicient. Therefore, analytical methods convenient for numerical solutions using computers,
without recalculation of the mathematical model, are suggested.

The multivariate distribution approach consistent with prescribed marginal distributions and
correlations, based on the Nataf model, 1s applied, [3, 4].

The problem is defined by n random variables X = {zx}, k = 1,2,...,n. Each of the random
variables is defined by its marginal cumulative distribution function (CDF) denoted as Fy, and
by its marginal probability density function (PDF) denoted as f,.. The n by n correlation matrix
R = [p,] Is a function of the correlation coefficients pg,,, k,m = 1,2,...,n or the parameters
associated with them.

Sensitivity analysis with respect to correlation matrix implies constriction of sensttivity matrices
S= [Tﬁ%skm}, where g can in general represent coordinates, distances, angles cte., associated with
random variables, while sg,, arc the appropriate multiplicators. The sensitivity matrices can be
used to assess influence of correlation ou caleulated probabilities as well as accuracy needed for
specifying particular correlation coctlicients.

2. THE NATAF MODEL
Three principal steps when applying the Nataf model are as follows:
(1) The correlation matrix R is transformed to matrix R’ with elements pj,, k,m = 1,2,...,n.

The relation of p" and p is uniquely expressed as i = pg, Fion , see [3] for commmonly used
two-parametric distributions.



76 V. Zani¢ and K. Ziha

(2) Standard normal variables Y = {yz}, k =1,2,...,n, are obtained by using marginal transfor-
mations of X, defined as F(z;) = ®(y;), 1 = 1,2,...,n, where ®(y;) is the standard normal
CDF.

The joint PDF f(X) of the random vector X is expressed on the basis of the marginal PDFs
[z, , as follows:

ﬂm—%YRHh% W

The n-dimensional joint normal PDF of zero mean, unit standard deviation and correlation
matrix R’ in Eq. (1), is defined by using the quadratic form Q. = YTR/~'Y as follows:

Q'S Y Qp——— @)

The joint standard normal PDF ¢,(Y) for independent random variables in Eq. (1) is defined
using the quadratic form @, = YTY as shown:

$u(Y) = $u(Y, 1) = H¢%— ﬁ = (3)

(3) Variables Y can be related to independent standard normal variables U = {ux}, k = 1,2,...,n,
by transformation Y = AU. The matrix A can be obtained by applying two widely used
methods, the Cholesky decomposition and the spectral decomposition, to the Nataf correlation
matrix R’ = AAT.

3. THE DERIVATIVES IN THE FIRST TWO STEPS OF THE NATAF MODEL

Considering step (1) in the Nataf model, the derivatives of the Nataf correlation matrix can be in
general expressed as shown:

ﬂ‘:Fk771+Pkm——1 kymzlyzy"-7n; (4)
, 8pkm

The expressions for the Nataf correlation matrix derivatives are given in Appendix A. Consid-
ering step (2) in the Nataf model, the derivatives of the marginal transformation z; = F.' [® (y;)]

can be represented in a diagonal matrix J. The elements of J are easily obtained fori =1,2,...,n
in the form:
-l (2]
81/2' fl’i (-Ll)

4., DERIVATIVES OF THE TRANSFORMATION Y=AU IN THE THIRD STEP OF
THE NATAF MODEL

Considering step (3) in the Nataf model, and since Y is not a function of py,,, the derivatives
of the random variables U with respect to correlation coeflicients can be in general expressed as
shown:
a OA~! OA~! OA
- v = Y = AU =-A"1
Opkm - Opkm Oprm apk‘m

U. (6)

Two methods are used for calculation of the expressions in Eq. (6).



Sensitivity to correlation in multivariate models 77

4.1. Sensitivity analysis using the Cholesky decomposition

The transformation Y = LU | obtained by using the Cholesky decomposition R’ = LL”, trans-
forms the quadratic form @, to the form Q, = UTU. L is a lower-triangular n by n matrix with
elements \;; , whose inverse is denoted as M, with elements p;;, 1= 1,2,... ,n; 5 =1,2,...,1, see
Appendix B. L and M always exist since R’ is symmetric and positive definite.

Analytically, the Nataf transformation and its inverse based on the Cholesky decomposition, for
5 =1,2,...,n, are expressed as follows:

M)y

Zj = F [(I)(y_j)]

Uj = Z HjilYi = Z pji P ll)] (8)
i=1

The differentiation applied on Egs. (7)—(8) locally in the point U* and corresponding Y* and
X* points gives:

o0z 6,0( . y J
L =3 2Pkm 7274 Z i 6 : (9)
Pkm |y- Phm fI] _7 —1 /)km

auj ap;cm ! -1 Opji

Ou | Dhon St () it 10
Opkm | x dpkm ; [ o ]dp;cm )

General expressions for the derivatives of the terms in the Cholesky decomposition in Egs. (9)—
(10) are given in Appendix B.

4.2. Sensitivity analysis using the spectral decomposition

The transformation of quadratic form Q. to principal axes can be performed by the spectral de-
composition in the form R/ = VAVT |

In this case ¥ = VA%U, where V is the n by n orthonormal matrix, with elements vj;,
containing the eigenvectors v; = {v;},, 7 = 1,2,...,n, i.e. unit base vectors in principal directions
of PDF. Eigenvalues ); represent variances for each principal axis, and are the elements of a diagonal
matrix A. Eigenvalues and eigenvectors can be obtained using standard computer library routines.

Derivatives of the eigenvalues and of the eigenvectors could be calculated in a number of
ways [1, 2, 5]. Approach selected uses perturbed correlation matrix R’ = VAV with assump-
tion V= VZ where V is the matrix of eigenvectors of perturbed matrix R’ and Z is the matrix of
coefficients. A denotes matrix of eigenvalues of perturbed correlation matrix. Small perturbation,
zii = 1, |2;5] € 1 are assumed and approximate solution corresponding to given V is obtained:

O0A O\
- - =12 Vi); (Vm);] 11
oV ov;
7Y -~ | 21| = VN, (12)
()pkm dpkm

where (vg); is the k-th element of the i-th eigenvector v; and N= [n;;] is a matrix with terms:

(Um)z‘ (Uk)j + (Uk)z' (Um)j
Aj — Ai + (5/\]' ’

ni; =0, nij =

where d)\; may be calculated using Eq. (11) when A\; = X;.
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Analytically the Nataf transformation and its inverse based on spectral decomposition, for j =

1,2,...,n, are expressed as follows:
_ - & 1/2
pj = B [@(y)] = Fr! |:(I)(Z'sz'>\,;/ Ui)} : (13)
=1
1/2 12 <
uj = A; / D vgyi =AY 0@ [Fry ()] (14)
1=1 1=1,

Derivatives of random variables in a given point denoted by *, are as shown:

au 0P~ —1 av. 1,_, 0A .
- m A /2 v7T +ZA 1‘— VFth, 15
Opkmly-  Opkm Ok, 2 [ 18)
0 ! A !
ouU _ _é()pkmA—l/‘z N + lA—l a‘l/\ Al/ZU* — 8pkm WU*, (l())
aﬂk‘m U= Iprm 2 3Pkm Pkm
where W = [wy;] and wy; = —ng(A;/A)Y? and wy = —(0pv /)i -

5.

SENSITIVITY OF DISTANCE BETWEEN POINTS AND OF ANGLE BETWEEN
THE DIRECTIONS IN THE NATAF MODEL

The derivatives of distances and angles defined in standard normal space, can be directly related to
the sensitivities of probabilities, particularly in problems with bounding hyperplanes. To avoid the
calculation of the derivatives of transformation matrix A for each pi ., the following calculations
are performed, using Y coordinates. In this case, only the derivatives of the correlation matrix R’
are required w.r.t. its own elements pj .

(1) The distance between points Uy and U, is defined as d = (u”u)!/? = (y7R/~1y)'/? (where

u=U,; —U; = A 'y ). The derivative of d w.r.t. correlation coefficients p}_, , where y is not
a function p),, , is given by

od I 7, OR _,_
9 Prm 2d Dpkm

If the auxiliary vector ¥ = {7} = R/~ ly is introduced, the derivative reads

od 1 or
= —— My . 18
Do = aa® Iy (18)

Tle only non-zero terms in the derivative pointer matrix rixpr = dR’/9 pj,,, are at the positions
(k,m) and (m, k) due to p},, = .., . Finally, the simple expression for the sensitivity of distance
between points in the Nataf model can be obtained as shown:

9d 1o 9,

S =~ UkUm
d Prm d map

(19)

Kk

The sensitivity of an angle between two vectors u; and u; is calculated in the scquel. The cosine
of angle, v;;, is defined as shown:

uj yi Ry,

d (YTRTy) Y2 (yT Ry )

(20)

2|5,

vij = cos© =
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The derivative of the cosine 1s obtained from the following relation:

I Plyn did;

TOR !
9% Yi 5o Y ad;, 1 ad; 1
: —Yijle T vt e .
dp k. di Oplcm d]

(21)
Using auxiliary vector y = {g}, the derivative in Eq. (21) reads:

__{7”{<m@m> +_<m@m> }__@k)f(@mx~+(@nn-@hg- Y )
R H (12 i dQ i deJ 8 Pkm '

(3) For the gradient vectors the transformation between U and Y coordinates reads it = ATy and
the corresponding length is d = (§7R/y)/2. The cosine of the angle i1s given by the expression

9ij
0 prm

B ¥R y;
dj (¥R y)2(yT Ry )V

|.£

A/[.j —

(23)

t
Sl‘z\.c%

Since OR'/8 pl.,,, = rrcar, the expression for the derivative of Eq. (23) is

_ (?jk)i ’ (ﬂm)j:*:('.’jm)i : (gk)] — % <?7k}jm> + <7,7k_?7m> ap;cm (24)
I d;d; H a2/, 2 )] Oprm

These procedures will be sufficient for construction of sensitivity matrices

ad 9y _ od _ 0%
D—[ 54}, Gz{, J.sw}, D= |5, and G:{, ”5,}
0 pm krm 0 Prm ke 0 Prm b O Pk b

9%ij
0 Pkm

where s = [$g,,] Is the matrix of multiplicators (e.g. sg,, = %@Ap and p is a parameter used in

the sensitivity study).

6. EXAMPLE

An illustrative example of a multivariate model with three random variables is presented, (c.g.
if random variables are corrclated loads, the sensitivity of failure probability w.r.t. correlation

coefficients can be calculated). Marginal distributions of random variables are given in Table 1.

Table 1. Random variables in example

Variable i o Distribution
X1 500 100 Log-normal
X2 2000 400 Log-normal
X3 5 0.5 Uniform

The given correlation matrix I and the Nataf correlation matrix R are:

1.0 03 05 1.0 0.304 0.517
R=)03 1.0 08}, R' =1 0304 1.0 0.830
0.5 0.8 1.0 0.517 0.830 1.0

The inverse R'™! of the Nataf correlation matrix is as follows:
1.466 0.592 —1.250
R~ = 0.592  3.463 —3.182
—1.250 -—3.182 4.290
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The derivative of the Nataf correlation matrix reads:

0.0 1.0078 1.0393

0 14 a’
;R _ [B_‘ﬁ} =1 1.0078 00  1.0510
Pkm Plm 1.0393 1.0510 0.0

6.1. The Cholesky decomposition

Results of the Cholesky decomposition of the Nataf correlation matrix are

1.0 1.0
L= 0304 0.953 , M= -0319 1.050
0.517 0.706 0.483 —0.604 -1.536 2.071

The derivatives of the Cholesky decomposition matrix L are as shown:

0 | 0
L
-;—L—z 1 —0.319 : BC?-—: 0 00 ,
P21 0 —0.306 0.448 | P11 -0319 —0.604
S0 .
IL
=10 00

% |0 1050 —1.53%6

The derivatives of the Cholesky decomposition matrix M are as follows:

om | O | om 0
5= | —LI5T 0352 e B 0 :
P2 2050 1575 —1.921 | PSL ] —3.037 —1.227 2.588
r T
LU
Ip32

-1.227 -7.172 6.521 |

6.2. The spectral decomposition

Eigenvalues and eigenvectors of the Nataf correlation matrix are

0.733 0.860  0.220 —0.460
A= 0.135 , V=1 -0484 0.634 -0.602 |;
2.132 —0.1539 —-0.741 -0.652

The derivatives of the eigenvalues are as shown:

[ —0.833 ~0.274
A
oA _ 0.279 . == ~0.326 ,
Op2n 0.554 Ops1 0.600
[ 0.154 1
8195 - —0.940 .
paz | 0.785 |
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The derivatives of the cigenvectors are as shown:

ov
dpat

oV
Jdp32

-

0.064
0.339
| —0.682

T 0.230
0.451
| —0.127

—0.730
0.228
—0.022

—0.363
0.218
0.079

—0.228 |
—0.032
0.191 |

0.256 |
~0.132

—0.059 |

oV
dp31

—0.408
=1 —0.924
—0.606

1.013
—0.485
-0.115

~-0.278
0.232
—0.018

6.3. The derivatives of random variables

The point
745.06
X = 1801.29
4.73

and the corresponding point

2.11
—-0.43
—0.39

Y=¢" (Fr, (X)) =

are considered. The derivatives of the marginal transformation are as follows:
47.6
[ 8271} 147.6
J = p pmy
i

356.7
The corresponding U-coordinates when using the Cholesky decomposition are

2.11
—-1.12
—1.44

0.6

U=MY =

The corresponding derivatives are as shown:

ou 0 ou 0 ou 0
pa1 4.45 P3| 79 P32 | 593
ox 0 X 0 X 0
e 888.82 |, e , o
Pr | 019 Pt | 221 72| 0.69
The corresponding U-coordinates when using the spectral decomposition are
2.44
U=A"2VTYy=| 132
—0.31

and the corresponding derivatives are

1.70 —0.38 0.15
ouU U U

S = | =584 |, aa__ —| 842}, aa — | 297
P21 ~0.33 P31 —0.44 P32 0.51
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6.4. The derivatives of the Euclidean norm
The Euclidean norm of the considered vector reads: d = (UTU)Y? = 2,792, Auxiliary vector reads:
3.334
Y=R 'Y= 1.023
—2.971

The sensitivity matrix with multiplicator s, = 1, contains all derivatives of the Euclidean norm,
as presented next:

o } - LYY

0P -
0 Sym
ad  Op,
D - )_/d_f).kﬂ} =] =123 0
| P, OPkm 3.698 1.148 0

7. CONCLUSION

The Nataf correlation matrix derivatives with respect to the input correlation matrix and the
derivatives of the marginal transformations involved in the multivariate distribution model defini-
tion, arc given first. It has been demonstrated that the derivative of the recursive scheme of the
Cholesky decomposition with respect to correlation coefficients, is also a recursive scheme. Exact
derivatives in the spectral decomposition are possible but numerically inefficient. The approach
based on perturbations is faster and quite accurate. The application of the Cholesky decomposi-
tion in sensitivity analysis could be more efficient but the spectral decomposition renders more
information about the sensitivity of variances and principal directions of PDF. Efficient procedurcs
not involving derivatives of the transformation matrices are developed for calculation of sensitivity
matrices for distances and angles. Illustrative examples demonstrate the applicability of the given
methods. The presented methods for sensitivity analysis in multivariate distribution models arc
intended for application in engineering problems involving stochastic systems, such as reliability
analysis and optimization.
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APPENDIX A

The relation of p and p’ is uniquely expressed as Pij = pii k55, see [3] for commonly used two-
parametric distributions. The derivatives of the terms in the Nataf correlation matrix can be ex-
pressed in general as shown:
AR
p;
Opij

o5
dpij’

= Fij + pij

Two groups of two prametric distributions are considered.
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Group 1
U - Uniformn
SE - Shifted exponential
SR - Shifted Raylcigh
TLL - Type-1 largest value
T2S — Type-1I smallest value

Group 2
LN - Lognormal
GM - Gamma
T2L — Type-1I largest value
T3S — Type-1I smallest value

There are five categories of formulae for F. In some cases, the function F' depends on the
. . . .. . OF; .
corrclation coefficient p and also on the coefficient of variation 6. The values for 25T are given for
)

each of the categories.

(I Cat.) F;; =const. for x; belonging to group 1 and z; normal: Z—IF)‘L = 0.
; ”

(Il Cat.)  Fj; = F(é;;) for z; belonging to group 2 and z; normal: g—g‘l = 0.
8 t]

(III Cat.) Fj; = F(p;j) for both z; and z; belonging to group 1:

T U SE SR T1L T1S
2
U —.094p
SE +.058p  —.367 4 .306p
SR —.016p —.100 +.042p —.029
T1S | +.030p +.154 +.062p +.045+ .012p +.069 4 .010p
T1S | +.030p +.154 +.062p +.045 +.012p +.069 4+ .010p —.069 + .010p

(IVa Cat.) I, =

F(pi;,6;) for z; belonging to group 1 and z; to group 2:

g

€5 U Sk

SR

]
LN +.020p  +.003 +.050p — .4375;  +.001 +.008p — 1304,
GM +.004p  +.003 +.028p — .2960; +.001 + .004p — .0904;
T2L | +.148p —.152+ .260p —.7286; —.038 + .056p — .2294;
T3S | —.010p +.145+ .020p — .4675; +.042 — .1364;
(IVb Cat.) Fi; = F(pij,0;) for z; belonging to group 1 and z; to group 2:
x; T1L T1S
I,
LN +.001 + .008p —.1974;  —.001 + .086p + .1974,
GM | +.001 4+ .006p — 1326, —.001 4 .006p + .1324;
T2L | —.060 + .040p — .3326; —.001 + .040p + .3324;
T3S | +.065 + .006p — 2116, —.065 + .006p 4 2116,
Va Cat.) Fjj = F(pi;.d;,6;) for both z; and z; belonging to group 2:
J Pig J J
T LN GM
b,
GM +.033 + .004p — .1044; — .1194; +.022 + .002p — .077(d; + &;)
T2L | +.082 + .036p — .4416; — .2776; +.056 + .024p — .3136; — .1824;
T3S | +.052p +.034 + .0060; — .1114;

(Vb Cat.) F; =

F(pi;,0;,0;) for both z; and z; belonging to group 2:

Z;

z; T2L

T3S

T2L

T3S

+.054 — .110p — .0602p* — .570(d; + &;) +
+.514p(6; + &;) — 371(67 + 67)
+.146 + .026p + .0058; ~ .4814; —.004 — .002p — .005(8; + §;)
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For both z; and z; lognormally distributed:

OFij(p,9i,05) _ 9;0; 1
a[) E (1 + p(Si(Sj) . En(l + péiéj) p

APPENDIX B

The Cholesky decomposition is of the form R = LL? or R™! = MTM. The elements Aij, 1 =
1,2,...,n; 5 =1,2,...,1, of the lower-triangular matrix L are as follows:

1
i1 2
Aip = (pii -y ’\12r> (B-1)
r=1

1 = .y o
Aij = sl LA Z AirAjr fori > j; (A; =0fori <j.) (B-2)
13 r=1
The elements p;5, ¢ = 1,2,...,n; 5 = 1,2,...,%, of the matrix M = L~! can be determined as
follows:
1
i = 5 B-3
pii = 5 (B-3)
1 il
Rij =~y Xir forj for ¢ > j; (us; =0 for i < j5.) (B-4)
op=1

The derivatives of the elements of the matrix L can be determined in recursion as follows:

(‘9/\Zj7j 1 § 8/\ir

= T ira B-5
apkm Aii r=1 8pkm ( )
, i—1
()/\ij _ _l_ api]‘ P 8/\]‘]' _ Z N Oy 4 8)\jr _ /\ir/\jr 8/\]']' . (B-ﬁ)
Opkm  Njj | OPem  Njj Opkm Opkm Opkm Xjj  OpPrm

The derivatives of the elements of the matrix M can be determined in recursion as follows:

Ots; 1 8)\7'7;
%L = : (B-7)

8,0km - _Xg a,Olcm

Opij 1| ( Oy Opr; Airrj OXi; > . .
= -1 E rJ + Air - y > B-8
Opkm Aii K O ok Opem At Opkm ! (B-8)

r=j

The derivatives of the elements of the matrix R~! can be obtained as follows:

O, ( Ottim Ok )
ZFkm _ z e i ) B-9
a:Olcm. i—k ik 8pkm i 8pkm ( )
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