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CONDITION BASED MAINTENANCE IN DISTRIBUTED PRODUCTION ENVIRONMENT
Condition Based Maintenance (CBM) is part of the “on demand” response of the enterprise. Unlike other enterprise responses it contains a large amount of uncertain information, qualitative and numerical data. Distributed unmanned enterprises like electric power distribution network add to this task the demand for possibly uninterrupted users’ service. The only reliable data are on–line data from the distribution network: transformer stations and switchyards. 

A multilevel condition evaluation framework is proposed for support of decision analysis on where to intervene in the system in order to ensure maximum system efficiency. Intelligent system monitoring is supplied with central knowledge processing and essential use of expert heuristics for detection of dubious maintenance scenarios.

Dampster - Shaffer theory and Yang - Xu synthesis axioms are at the basis of maintenance object decomposition.

The major obstacle is detected in one – to – many correspondences of real-time measurement data and object condition based decomposition. 

Results of CBM decomposition of distribution electric power grid are presented.

1. CONDITION BASED MAINTENANCE

There are several basic types of technical maintenance. Preventive maintenance is performed by a specific schedule with intend to avoid functional errors and failures. The basic advantage of this kind of maintenance is guaranteed high availability of maintained object or system. Basic disadvantage is partial and not adequate use of an object lifetime. Maintenance after failure is the next kind of maintenance where in opposite of the preventive maintenance entire lifetime of an object is used. Major disadvantage of this approach is the fact that failure needs to happen for the maintenance to begin with. Also it is not possible to predict time or expenses needed for failure recovery. This approach demands certain supply of the spare parts and/or adequate substitutes. The type of maintenance to be considered here is the condition based maintenance. This kind of maintenance is based on the state of an object or system to be maintained. It is a demanding approach because of the need for frequent inspection and monitoring of an object, part of the system or entire maintained system, but it offers an optimal usage of the objects lifetime. Experience with degradation of the object condition and analytic skills are required for this approach.

The assessment of the object condition can be performed on site by the employees or at distance using some kind of monitoring equipment. With the progress in communication and information technologies monitoring systems are affordable and the cost/benefit analysis proves that they justify the investment. Relevant information needs to be gathered frequently or even constantly. If this information can also be easily measured, then they are suitable for online intelligent monitoring. This means that this kind of information are gathered, locally processed and transferred to the central part of the monitoring system where it can be further processed by the use of complex algorithms, analyzed and stored.

In spite of modern and powerful monitoring equipment there will still be information that cannot be online monitored due to complex measuring procedure or information nature (oil chromatography, assessment of objects general state, etc.). This kind of information requires a trained professional to provide measurement or assessment. Information gathered through intelligent monitoring system is dynamic condition based information and according to that, on site gathered information is called static condition based information. On the base of gathered information condition based maintenance is performed. It is necessary for the gathered information to be adequately processed and interpreted.  The analysis of the most observed objects shows that its condition depends on the state of the multiple attributes and that every decision, considering maintenance, should involve multiple attribute decision analysis (MADA) and evidential reasoning (ER) approach. 

Original and advanced ER algorithms are revised in the next section. In section 3, a condition based assessment of the distribution power station is presented, and conclusions are given in section 4.  

2. EVIDENTIAL REASONING ALGORITHM

To evaluate the state of the power distribution station large amount of qualitative and numerical information needs to be interpreted. An adequate semantics concerning numerical and qualitative values should be established. Typical after assessment judgments, may be that “condition of a power station is poor, average, or excellent to a certain degree” and according to assessment judgment, maintenance of specific object or objects should be performed. Maintenance intent is to improve performance if assessment grade is critically low. Let us suppose that evaluation grades are poor, indifferent, average, good and excellent. To perform assessment certain evaluation hierarchy is necessary. Let us suppose that preferred evaluation hierarchy is as shown in Fig. 1. High level attributes are assessed through associated lower level attributes in hierarchical assessment. If influence of certain attribute cannot be determined it is also possible to use uncertain judgments. For example, in assessment of the transformers oil condition of a power station, assessor may be:

- 40 % sure that oil's gas structure is average and 50% that it is good

- absolutely sure that the moistening level is good

· 50% sure that the oil's age level is average and 50% that is good.

In above the assessments 40%, 50%, and 100% (absolutely sure) are referred to as degrees of belief and also may be used in decimal format (0.4, 0.5, 1). Note that first assessment is incomplete as the total degree of belief is 0.9, while the second and third assessments are complete. The missing value (0.1) in first assessment represents the degree of ignorance or uncertainty. 
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Fig. 1. Evaluation hierarchy of the distribution power station 

The problem is how to generate an overall assessment about the transformers oil condition by aggregating the above three judgments in a rational way. The evidential reasoning approach is suitable method for dealing with the aggregation problem. The original evidential reasoning model and algorithm, based on Dempster – Shafer theory [5], [6] are described next. Advanced evidential reasoning algorithm, proposed by Yang – Xu [8], [9], [11] is discussed in the following subsection. 

2.1. ORIGINAL EVIDENTIAL REASONING ALGORITHM

Suppose there is a simple two level hierarchy of attributes with a general attribute at the top level and a number of basic attributes at the lower level. Suppose there are L basic attributes ei (i = 1, …, L ) and they are all associated with a general attribute y. It is possible to define a set of low level attributes as follows: 

E = {e1, …ei,… eL}.


                               (1)

Also suppose that the weights of the attributes are presented by ( = {(1, …(i, …(L} where (i is the relative weight of the ith lower level attribute (ei) with value between 0 and 1 (0 ( (i ( 1). Weights play important role in assessment and they can be estimated using more or less complex methods. To assess an attribute, set of evaluation grades is necessary. Let us suppose that evaluation grades are represented by 

H = {H1, …Hn, …HN},


                         (2)
and without loss of generality it is assumed that Hn+1 is preferred to Hn i.e. that evaluation grades are ranked. An assessment for ith basic attribute ei may be represented by the following distribution: 

S(ei) = {(Hn,(n,i), 
n = 1,…N}  i = 1,…, L;


        (3)
where (n,i denotes degree of belief  and (n,i ( 0, 
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Special case is 
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                                                       (4)
which denotes  a complete lack of information on ei . Partial or even complete ignorance are not rare in decision making problems, and it is important that ignorance is properly handled. Let Hn be a grade to which the general attribute is assessed with certain degree of belief  (n. The problem is to generate (n by aggregating the assessments for all associated basic attributes ei. For this purpose following algorithm is used. 

Let mn,i be a basic probability mass representing the  degree to which basic ith attribute ei supports judgment that the general attribute y is assessed to the grade Hn.  Respectively, let mH,i  be a remaining probability mass unsigned to any individual grade after all the N grades, concerning the ei attribute, are considered. Next expression explains how basic probability mass is calculated: 

mn,i=(i(n,i  

n=1,…, N;

                  
(5)
where (i needs to be normalized as shown later. Remaining probability mass  is calculated as:
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Suppose that EI(i) is a subset of the first i attributes EI(i)={e1,e2,…, ei} and according to that mn,I(i) can be probability mass defined as the degree to which all the i attributes support the judgment that y is assessed to the grade Hn. Also mH,I(i) is remaining probability mass unassigned to individual grades after all the basic attributes in EI(i) have been assessed. Probability masses mn,I(i), mH,I(i) for EI(i) can be calculated from basic probability masses mn,j and mH,j for all n=1,…, N, j=1,…, i. Concerning all above statements, the original recursive evidential reasoning algorithm can be summarized by following expressions:
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where KI(I+1) is a normalizing factor so that 
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 is ensured. It is important to note that basic attributes in EI(i) are numbered arbitrarily and that initial values are mn,I(1)=mn,1 and mH,I(1)=mH,1. And finally, in original evidential reasoning algorithm combined degree of belief for a general attribute (n is given by:
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while (H denotes degree of incompleteness of the assessment.

2.2. ENHANCED EVIDENTIAL REASONING ALGORITHM

In order for the aggregation process to be rational and meaningful it should follow certain synthesis axioms. The following synthesis axioms proposed by Young – Xu [8] are:

Axiom 1: y must be not assessed to the grade Hn if none of the basic attributes in E is assessed to Hn, which is referred to as the independency axiom. It means that if (n,i=0 for all i=1,…, L, then (n=0.

Axiom 2: y should be precisely assessed to the grade Hn if all the basic attributes in E are precisely assessed to Hn, which is referred to as the consensus axiom. It means that if (k,i=1 and (n,i=0 for all i=1,…, L and n=1,…, N, n(k, then (k=1 and (n=0 (n=1,… N, n(k).
Axiom 3: if all basic attributes in E are completely assessed to a subset of evaluation grades, then y should be completely assessed to the same subset of grades, which is referred to as completeness axiom.

Axiom 4: if an assessment for any basic attribute in E is incomplete to a certain degree, which is referred to as the incompleteness axiom.

It is possible to prove that original evidential reasoning algorithm does not completely satisfy the above axioms. To ensure the satisfaction of the above axioms a new evidential reasoning algorithm should be proposed. 

The new evidential reasoning approach should satisfy the synthesis axioms and provide aggregation of both complete and incomplete information, using new weight normalization given by the following expression 
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which satisfy the consensus axiom.

In the new evidential reasoning algorithm, remaining probability mass will be treated separately in terms of the relative weights of attributes and the incompleteness in an assessment. The concept of the belief measurement and the plausibility measurement, in Dempster – Shafer theory of evidence, can be used for generating upper and lower bounds of the belief degrees. 

In the new evidential reasoning algorithm mH,i given in (6) is decomposed into two parts: 
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with
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First part 
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The second part of the remaining probability mass unassigned to individual grades is 
[image: image26.wmf]i

H

m

,

~

 and it is caused due to the incompleteness in the assessment S(ei). If the assessment of S(ei)  is complete then 
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Let 
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 denote the combined probability masses generated by aggregating the first i assessments. The following new evidential reasoning algorithm is then developed [8], [9] for combining the fist i assessments with the (i+1)th assessment in a recursive manner:
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If all L assessments have been aggregated, the combined degrees of belief are generated using the following normalization process:
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The above generated, 
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 is the unassigned degree of belief representing incompleteness in overall assessment. It is possible to prove that combined degrees of belief generated above satisfy all the four synthesis axioms. Distributed descriptions of two assessments may not be sufficient to show the difference between them. In such cases, the concept of expected utility is used to define equivalent numerical values.
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An alternative a is preferred to an alternative b over y if 
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If all original assessments on y are complete, meaning 
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Let us summarize all about the new evidential reasoning approach. The new evidential reasoning algorithm is composed of the expression (3) information acquisition and representation. The expression (9) is used for weight normalization, while expressions (5), (6), (10a) and (10b) are used for basic probability assignments. For the attribute aggregation process, expressions from (11a) through (11e) are used. Process for generating combined degrees of belief demands the use of expressions (12a) and (12b). Finally, for ranking between different alternatives, expressions from (14) through (16) are used. 

In the next section power distribution station will be assessed and the new evidential reasoning algorithm will be applied.

3. ASSESSMENT OF POWER DISTRIBUTION STATION

In order to evaluate the condition state of the power distribution station large amount of qualitative and quantitative information needs to be adequately interpreted. This information are provided by either on-site measurement and assessment, or by on line monitoring. Independently of the way in which information are gathered it needs to be translated by adequate semantics into the qualitative domain. Suppose that information is successfully transformed and that attributes (1) are evaluated by set of grades defined in (2) and those assessments of attributes are represented as shown in (3).

For instance, the condition state of transformer’s oil may be assessed through gas oil level, humidity level and oil’s age state as shown in Fig. 2 . 

[image: image72.jpg]Transformer

Transformer oil

Coil |

Load

Measuring and protection ‘
equipment

Cooling system
Tap changer

Gas level
Humidity level
Age level

Winding temperature

Temperature sensor
Buholtz relay




Fig 2. Evaluation hierarchy of the transformer

Using grades defined in (2) the assessment of the above three attributes can be represented, as in expression (3), by following distribution and Table 1:

S(oil gas level) = {(average, 0.4),(good, 0.5)}






S(oil humidity level) = {(good), 1}  




(17)

S(oil age level) = {(good, 0.5),(excellent, 0.5)}





These distributions means that oil gas level is assessed as average with 0.4 or 40 % degree of belief and as good with 50% degree of belief. Oil’s humidity level is assessed as good with absolute certainty or 100% degree of belief and finally oil’s age level is assessed as good with 0.5 and as excellent with also 0.5 degree of belief. 

It is also important to determine the relative importance of these three attributes. Several methods for weight assignments could be used [7],[11]. Suppose for this case that these three basic attributes have the same equal weights ((1111=(1112=(1113=1/3) .

	Degree of belief
	Poor
	Indifferent
	Average
	Good
	Excellent

	Basic attributes
	Gas level
	
	
	0.4
	0.5
	

	
	Oil humidity
	
	
	
	1
	

	
	Oil age state
	
	
	
	0.5
	0.5


Table 1. Judgments for evaluating transformers oil state  

The state of general attribute (oil), needs to be aggregated using the assessment of basic attributes. The procedures, of advanced evidential reasoning algorithm will be implemented. 

Evaluation steps, for generating the assessment of transformer’s oil condition will be demonstrated. Then expressions (17) and (3) we have the following values:

(1,1 = 0,
(1,2 = 0,
(1,3 = 0.4,
(1,4 = 0.5,
(1,5 = 0

(2,1 = 0,
(2,2 = 0,
(2,3 = 0,
(2,4 = 1,
(2,5 = 0

(3,1 = 0,
(3,2 = 0,
(3,3 = 0,
(3,4 = 0.5,
(3,5 = 0.5

As mentioned before attributes are of equal importance (i, j =1/3. Using expressions (5), (6) and (10a) to (10c) we are able to calculate basic probability masses as:

m1,1 = 0;    m2,1 = 0;    m3,1 = 0.4/3;    m4,1 = 0.5/3;    m5,1 = 0;      
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m1,2 = 0;    m2,2 = 0;    m3,2 = 0.4/3;    m4,2 = 1/3;    m5,2 = 0;      
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m1,3 = 0;    m2,3 = 0;    m3,3 = 0.4/3;    m4,3 = 1/3;    m5,3 = 0;      
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Now we can use expressions from (11a) to (11d) to calculate combined probability masses in a recursive manner. Primarily we aggregate first two attributes, oil gases level and humidity. Since 
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m1,I(2) = KI(2)(0+0+0) = 0

m2,I(2) = KI(2)(0+0+0) = 0

m3,I(2) = KI(2)(0+0.4/3*2/3+0) = 0.093

m4,I(2) = KI(2)(0.5/3*1/3 + 0.5/3*2/3*1/3) = 0.4068

m5,I(2) = KI(2)(0+0+0) = 0
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Combining above results with oil age state we get:
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m1,I(3) = KI(3)(0+0+0) = 0

m2,I(3) = KI(3)(0+0+0) = 0

m3,I(3) = KI(3)(0+0.093*2/3+0) = 0.0688

m4,I(2) = KI(3(0.4068*0.5/3 + 0.4068*2/3 +0.4651*0.5/3) = 0.4622

m5,I(3 = KI(3(0.4651*0.5/3) = 0.086
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Next step is calculation of combined degrees of belief using above numerical values and expressions (12a) and (12b), i.e.
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And finally assessment for transformers oil condition is given by following distribution:

S(transformer’s oil) = S(gas level(humidity level(age level) = {(average, 0.1048), (good, 0.7046), (excellent, 0.1031)} where ( represents aggregation operator. 

According to this calculation aggregation of all attributes can be performed. The final result of aggregation for power distribution station with attribute weights and assessment grades defined in Table 2. is as follows: 

S(PDS) = {(indifferent, 0.1123),(average, 0.2331),





(good, 0.4289),(excellent, 0.1412),(H, 0.0845)} 


        (18)    

For more precise ranking of power distribution station its utility needs to be estimated. For this purpose the utilities of the five individual grades needs to be estimated first. Suppose that utilities of five grades are as follows:

u (1) = 0

u (2)=0.35

u (3) = 0.55

u (4) = 0.85

u (5) =1

By use of expressions from (14) to (16) evaluation of utilities and utility interval are as follows:

Umin = 0.6733

Umax = 0.7154

Uavg =  0.7575

	General attribute
	Basic attribute
	Assessment grade

	Power distribution station
	Primary equipment

(1
	Transformer

(11
	Transformer oil (111
	Gas level (1111
	A(0.4), G(0.5) 

	
	
	
	
	Humidity level (1112
	G(1)

	
	
	
	
	Age state (1113
	G(1), E(5)

	
	
	
	Coil (112
	Winding temperature (1121
	G(1)

	
	
	
	Load (113
	G(0.3), E(0.7)

	
	
	
	Measuring and protection equipment (114
	Temperature sensor (1141
	G(1)

	
	
	
	
	Buholtz relay (1142
	G(1)

	
	
	
	Cooling system (115
	G(1)

	
	
	
	Tap changer (116
	A(0.5), G(0.5)

	
	
	Circuit breaker (12
	A(1)

	
	
	Disconnector (13
	G(1)

	
	
	Busbar (14
	Vibration (141
	A(1)

	
	
	
	Joint temperature (142
	A(1)

	
	
	Instrument transformers (15
	G(1)

	
	
	Surge arrester (16
	Surge counter (161
	A(0.5), G(0.5)

	
	
	
	Leakage current (162
	A(0.3), G(0.7)

	
	Secondary equipment

(2
	Measuring equipment (21
	A(0.8)

	
	
	Power supply (22
	G(0.7)

	
	
	Protection (23
	A(1)

	
	
	Communication equipment (24
	G(1)


Table 2. Attribute grades and assessments weights

By the use of utility and utility interval we can obtain distribution given by (18) with single numerical value and utility interval. This single value can be used to compare the condition state between different power stations. Also it is possible to represent average utility as a time function and observe the degradation of power station condition in operation and improvement of the station condition after maintenance, as well.

4. CONCLUSION

Condition based maintenance of power distribution station involves decision-making process with multiple attribute decision analysis with or without uncertainty. Appearance of uncertainty depends on assessor’s knowledge of the power stations components and on the ability of complete assessment. Analysis and decision making process must be performed in a rational, reliable, repeatable and transparent way. This is satisfied with the use of new evidential reasoning algorithm as a tool for decision analysis in multi attribute environment. New evidential reasoning algorithm satisfies all four synthesis axioms and allows for attributes to play a role in the assessment, according to their individual weights. Also, new evidential reasoning algorithm is capable of handling incomplete information of a basic or general attribute. It is possible to represent result of an assessment as a single numerical value with interval from minimum utility to maximum utility instead of distribution among several grades.

In condition based maintenance it is important that quantitative information gathered from monitoring equipment is properly processed and translated into the qualitative domain. Such information is graded and used as an input to the aggregation process. If this kind of rating and assessment is performed continuously, or at regular time intervals, then we have appropriate data to describe condition state of a power distribution station as a time function. Based on analysis of this time function it is possible to make decisions concerning maintenance. In case when we have condition state of power distribution station described as a time function and appropriate knowledge base system, prediction of failures may be achieved.

Example of assessment of the power distribution station shows complexity of calculation and impact of incomplete assessments of basic attributes on general attribute. It also demonstrates influence of attribute’s weights on aggregation process. 

This tool gives us ability to possess an on demand insight of the condition state of a power distribution station and it’s degradation in operation and improvement after maintenance, as well. 
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