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�
Abstract: This paper deals with application of localized random search algorithm for finding near optimal solution for placement of processes on multiple processor system. This problem is known to be NP-Complete. As an example robot’s dynamics formulation is decomposed. Results show good speedups and processor use eficiency with moderate number of schedulling algorithm iterations.
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1. INTRODUCTION





Scheduling problems in general could not be solved in polynomial time except for a limited number of special cases. On the other hand, finding all possible solutions to find the best is impossible to do because of exponential expansion of number of possible combinations (Watanabe et al., 1986), (Coffman, 1976). In this situation heuristic algorithms are used because they give good sub-optimal results in reasonable time. Although scheduling algorithms are computationally intensive, it is done in project design phase and do not cause overhead in run-time.


	There are simple solutions of implementing parallel processing when there are more independent jobs. Here implementation of single job with mutually dependent parts is investigated. Generally, to implement the control procedure on the multiple-processor system several problems must be solved:





�symbol 183 \f "Symbol" \s 10 \h��	partition of the control procedure into computational processes


�symbol 183 \f "Symbol" \s 10 \h��	allocation of processes on local memory of the particular processor


�symbol 183 \f "Symbol" \s 10 \h��	determination of schedule of process execution to complete the job in minimum time


�symbol 183 \f "Symbol" \s 10 \h��	there must be some kind of operating system with synchronization and communication primitives.





Implementation of robot's dynamics, kinematics and path planing algorithms demands for computers with high processing power. Implementation of some of those algorithms on multiple-processor system may be economically justified, if required processor is more expensive then several slower processors with equivalent power, or if processor with enough processing power is not available at all.


	This paper deals with partitioning, allocation and scheduling procedures applied on RRTR robot's dynamics formulation.  It shows use of local search algorithm for task allocation and scheduling.





2. FORMULATION AND PARTITION OF EULER-LAGRANGE DYNAMICS





Formulation is given by Euler-Lagrange equation (Groover et al., 1986),  (Paul, 1981):





T = I(q)q + C(q,q) + G(q),			(1) 





where:


T	- vector of forces / torques in joints


q	- vector of inner coordinates, dimension N x 1


I(q)	- symmetric inertia matrix, dimension N x N


C(q,q)	- vector of torques from interactions 


	between controlled coordinates, includes 


	centrifugal and Coriolis forces


G(q)	- vector of gravity torques, dimension N x 1





This equation, calculated for RRTR robot structure, is partitioned into 39 computational processes. Partitioning strategy and details of this particular example are given in (Zorc, 1990). By observing data flow between those processes, one may construct process diagram (figure 1), where nodes represent processes. Arcs between processes impose partial ordering in time: process must not be allowed to start execution before all of his predecessors are executed.





3. SCHEDULING ALGORITHM





Allocation algorithm will decide which processes will be executed by which processor and scheduling gives time-table of process executions. For the sample results which follow, SXN algorithm was used (Zorc, 1990). First the levels of processes is calculated as in standard level allocation (level is a measure of time distance for particular process to terminal process). Allocation algorithm goes as follow: whenever a processor is idle, a process is assigned to it. Between all ready and unallocated processes, random process is chosen but not from the set of all ready processes but from the narrowed set based on process level. Acceptable levels range from maximum level of all ready processes to some pre-defined lower limit. In this way “near (local) neighborhood” is defined and number of search possibilities is narrowed. Search may be done with arbitrary neighborhood width. Allocations are repeated until good sub-optimal solution is reached.


	This heuristic algorithm insures good sub-optimal allocation and schedule for this NP-complete computational problem. Algorithm is tested on IBM-PC computer. Algorithm is run in iterations and best results are recorded. Several thousands of iterations are finished within 10 seconds on 100 MHz PC.


	From those results speedup and processor utilization data is extracted. Speedup is the measure of improvement in execution time over single processor system. For the above dynamics formulation it is here given for allocation on 2-10 processor system (figure 2). Figure 3 shows utilization of available processors time. The main reason that it is less than 100% is that a processor must wait when there are no ready processes at the moment this processor becomes free.





Algorithm S X N. 


Step 1- Initiate iterations, calc. levels


Step 2- Do Iterations (Repeat Step 3,4,5)


Step 3- Allocation initialization


Step 4- Do allocation (Repeat Step 6-10)


Step 5- Record minimum schedule


Step 6- Choose processor


Step 7- Determine ready processes


Step 8- Filter the process list


Step 9- Choose the process


Step 10- Allocate process to processor








� EMBED CorelFLOW.Document  ���Figure 1.  Process diagram for Euler - Lagrange formulation 








4. CONCLUSION





Results show possibility of effective implementation of RRTR- Kinematics formulation on systems with 2-10 processors. Speedups that may be obtained depend on several factors: inherent parallelism of control formulation, partitioning strategy and granulation, and on effectiveness of allocation/scheduling procedure. Local neighborhood search algorithm is shown to be effective on such a problem with moderate number of iterations.


� EMBED Word.Picture.6  ��� Figure 2. - Speedup factor vs. number of processors 


�Figure 3. - ETA vs. number of processors
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