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Abstract: Neural network structures for modelling multiplicities in continuous chemical reactors are analysed. The following structures are investigated: 1) neural network auto regression with exogenous inputs NNARX, 2) neural network output model NNOE, 3) neural network autoregression moving averages with exogenous inputs with the error compensation of predictions NNARMAX1, 4) neural network autoregression moving averages with exogenous inputs NNARMAX2, 5) neural networks with state space innovations NNSSIF, 6) neural network with input output linearization NNIOL. The neural structures are investigated on computer simulation of patterns obtained from nonisothermal continuous reactor with an irreversible first order reaction. The neural network models are validated by statistical analysis of the residuals for two independent sets of trained and untrained patterns.
Key words: neural network, steady state multiplicity, chemical reactor, model verification
1.  Introduction


Since the start of development of distributed digital control on-line identification and optimal control of industrial processes has been a challenge to process and control engineers ( Astrom, 1989). Application of artificial neural networks (ANN) has attracted a considerable interest of process control engineers in the fields of chemical and biochemical engineering (Ydstie, 1990; Bhat and McAvoy 1990; Baughman and Liu, 1995). Chemical (Strochein and Kurtanjek, 1997) and biochemical reactors ( Kurtanjek, 1995b, 1998b) are the main process steps and their identification and control is the key to optimal production. The reactors have complex dynamic behaviour and kinetic and transport parameters are usually uncertain, as they must be estimated from experiments with uncertainties due to errors in modelling hypothesis and measurement errors. Neural networks are applied as input-output models which are trained for system identification and process control. The task of system identification is complementary to extended Kalman filtering (EKF). The EKF method is dependent on a priori model, while ANN structure determination is a part of neural network training. The control task for ANN demands robustness and reliability of the input-output mapping between  manipulative and controlled variable. Robustness of ANN models is usually corrupted with inadequate structure and "overfitting" effects, and can be greatly improved by application of training with linear principal component analysis (Kurtanjek, 1995), or by nonlinear principal analysis incorporated into neural network structure (Malthouse et al., 1997; Kurtanjek , 1998).


In this work are applied various neural network structures for modelling of a highly nonlinear chemical reactor. The models are tested for their accuracy, robustness and predictability by analysis of variance of residuals over two independent set of patterns. The main focus of the paper is to improve ANN model validation by use of steady state multiplicity property.

2.  Theory


Modelling of system dynamics by neural networks is focused into application of networks with neurones with dynamic properties (usually a dynamic neurone has linear dynamics with a nonlinear gain) or by networks with a general discrete nonlinear form corresponding to finite dimensional state space model defined by a set of ordinary differential equations (ODE). The second method is applied here, with the aim to discriminate a neural network structure appropriate for modelling of multiplicity effects of chemical reactors. Considered are neural network structures with a single hidden layer and with "htan" activation function. Included are models with a feedforward and recurrent (feedback) propagation of signals. A special case of the neural structure which is linear in the manipulative variable is also applied.

Tested art the following neural network structures ( Norgaard, 1997):

NNARX: Regressor vector:
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Predictor:
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NNOE:  Regressor vector:
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Predictor:
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NNARMAX1: Regressor vector:
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The predicted error is:


[image: image7.wmf](

)

(

)

q

e

t

y

t

y

t

)

-

=

                                                           (6)

Predictor:
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NNARMAX2:  Regressor:
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Predictor:
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NNSSIF: Regressor:
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Predictor:
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NNIOL: Predictor:
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Training is performed in a "batch wise" mode with optimisation based on the conjugate gradient method.

3. Results and Discussion

A nonisothermal continuous stirred tank chemical reactor with a first order irreversible reaction is considered. It is a second order system with nonlinear dynamics with multiple steady states and a limit cycle behaviour. Due to its complex dynamics it has been applied in literature (Kurtanjek, 1998) as a strong test for modelling and control by neural networks. The model is defined by the following mass and energy balances:
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The state variables are relative concentration c and temperature T, Tr  is referent temperature of a heat exchanger and is the input manipulative variable. Model parameters are: Da is Damkhuler number, Ea is activation energy, Hr is enthalpy of reaction, and Kh is heat transfer coefficient. The parameters are relative quantities and have values Da=0.072, Ea=20, Kh=0.3 and Hr=8. The model equations are integrated by  MATLAB® ode45 routine and solutions are sampled at intervals ( = 0.5. For purpose of modelling and model validation in different dynamical regimes performed are two classes of experiments based on pseudo random binary sequences (PRBS) and harmonic changes of the input variable Tr. To simulate measurement errors normally distributed random numbers are added to simulation responses.

The system is modelled as a SISO neural network with input concentrations at time t-1, i.e. c(t-1), as the input variable, and the predicted value c(t) as the output.  The response in concentration to PRBS perturbation in temperature in the heat exchanger is presented in the Fig. 1. The concentration profile exhibits two distinct levels of concentration corresponding to two steady states with low and high conversion. The third intermediate steady state is unstable and it only contributes to transients between the two stable states.
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The PRBS input and output patterns in concentration are analysed by Lipschitz criteria for determination of the system order, i.e. for number of past inputs needed to account for system memory. From the representation given in Fig. 2 the number of the "lag" patterns is determined from the point when the order index levels off. It is tested for the training and the testing set of patterns, and the criterion  confirms the order of the model equations Eq. (13).
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The results of neural network modelling with the NNARX structure are presented in Fig. 3-4. This is the case of feedforward propagation of patterns signals. The network has four input signals corresponding to first and second order delayed patterns in the heat exchanger temperature and the reactor concentration. Five "htan" neurones are in the hidden layer, and on the output is a single "htan" neurone which gives a single step prediction of the controlled variable.


 The results with the neural network NNIOL which is linear in the control variable are presented in Fig. 5-6. This neural network structure is a parallel composition of two neural networks with feedforward propagation of signals defined by Eq. (12). This model is nonlinear in the past sequence of measured input and outputs modelled by the first network, and is linear in the present value of the controlled variable but with a nonlinear gain defined by the second network. This structure plays an important role in the control application for which theoretical results on robustness of control are analytically provided. 
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Performance of the NNIOL neural network with the set of untrained patterns with a harmonic perturbation of the heat exchanger temperature are presented. Each neural network has a single hidden layer with five neurones with "htan" activity function. Applied are four inputs with the first and the second order delayed concentration and temperature patterns. From. the histogram in Fig. 5. can be concluded that the error in prediction has a Gaussian probability density function (lack of systematic model errors). The linearized model parameters exhibit significant variations due to change in dynamical regimes between two steady states with high and low conversions. The comparison of transients on Fig. 6 indicates correct dynamics in concentration profile, but the error transient reveals that maximum of errors are in the region of the third unstable steady state with intermediate conversion. The average relative error for a single harmonic cycle is 2%. The errors obtained with parameters from the training set are considerably smaller.

4. Conclusions


Neural network structures with feedforward and recurrent propagation of patterns for modelling of highly nonlinear nonisothermal chemical reactor are analysed. Neural networks are trained with PRBS signal in the heat exchanger temperature.

Patterns with a harmonic perturbations in the manipulative variable for validation of the neural network models are applied.

The neural network models are tested by statistical analysis of the residuals for the trained and untrained set of patterns.

Use of the NNIOL neural network is selected is the best choice for control due to theoretical guaranties for control robustness. The average relative error of the NNIOL network with untrained patterns is 2%.

5. Nomenclature

C
polynomial

c
concentration

Da 
Damkhuler number

E
energy of activation

H
enthalpy

Kh
heat transfer coefficient

n
sampling index

NN
neural network model

q
shift operator

t
time

T
temperature

u
input variable

y
output variable

(
error variable

(
regression vector

(
model parameters
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Fig. 1 The concentration response to PRBS


          perturbations.





Fig. 2 Determination of the system order by


        Lipschitz criteria.





Fig. 3. The comparison of system and ANN output with NNARX structure over the trainig set of patterns. The prediction error behaves as a random signal with evarage relative error of 3%.





Fig. 4. Autocorrelation and cross corelation of the residuals with NNARX neural model as function of "lag time window". The results are obtained for the trained set of patterns.





Fig. 5. Histogram of errors in prediction by the NNIOL neural network. Transients in parameters of the linearized model are depic-ted. The results are obtained for untrained set of patterns with a harmonic perturbation.





Fig. 6. Comparison on the process and NNIOL neural network transients in con-centration with untrained patterns under harmonic perturbations. Depicted is a the error in prediction during a single cycle.
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[image: image22.wmf]Output (solid) and one-step ahead prediction (dashed); NNARX 
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