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ABSTRACT

This paper investigates how a human percieves its space, both in a static and a dynamic sense, and how he  makes a decision of movement. Instead of precise numerical values which describe the space metrics, the mental space is established and described with identification properties of obstacles and their relationships. Special agents are activated for finding specific properties. Complex properties are being built from simpler ones; therefore the space model becomes more and more abstract. It is supposed that if we have this kind of model and goal of the movement, it is possible to make a movement decision. Only one movement step is realized in this way, while several forward steps could be planed. This permits flexible adaptation to the current space situation.
1. INTRODUCTION

In the several last years robots philosophy has significantly changed. The development of all scientific areas has a great influence on robotics and its perception in public. Two decades ago the main topics in robotics were about the executing robot level, i.e. the level of motors, sensors and microcontrollers. Each robot system was studied separately, and there were few connecting points. Methods of classic automation were used for the robot control and the robot programming was very complex. The robot interface to a human was not adequate and in most cases it consisted of text exchanging by the robot control unit. In that kind of environment it was almost impossible to program the human like behavior.

The aspiration to build a robot similar to human, not only by its look but also by its behavior, has introduced into robotics new disciplines, unthinkable before. One of very important discipline is psychology which answers the questions about the human behavior. In addition, it has been noticed that the writing of algorithms in the conventional sequential way is not suitable for the problems of complex nature. Fortunately,  additional tools for decision making have been developed: fuzzy logic, artificial intelligence, artificial neural networks, visual recognition, voice analysis, parallel programming, system of agents, etc. All these tools have brought the cognition that we have elements to build a system (robot) with human behavior, recognized by its cognitive abilities. That kind of robot would pass the Turing test without any problems, and with some cosmetic touches it would be difficult to distinguish it from a human.

Of course, this fact faces us with moral, ethic and other dilemmas recognized by science fiction writers a long time ago. These questions are not less important than technical problems and it would be very interesting to discuss them.

In these circumstances maybe the word "robot" is not adequate because it reminds us of something inhuman (in mental sense). If something looks like a human and behaves as a human then it must have an adequate designation (remember a boy in the movie "Artificial Intelligence", he was looking for love). One solution is to divide the term man into two terms: bio-man and mecha-man.

No matter what its name and purpose are, this creature would certainly have the movement ability, and its movements would be human like. It means that a mecha-man would have the ability to plan its movements and to reach its goal without collision with any obstacle. These movements would be optimal, i.e. the shortest, least energy demanding, least hazardous etc). In order to plan and realize that kind of motion, it is necessary to understand the human perception of space and movement.
2. PREVIOUS WORKS

Previous works include a wide range of problems connected with cognitive behavior. Some of them investigate a specific part of the problem, and some of them try to understand a wider context of cognitive robotics. Some works are oriented to analysis, some to synthesis.


A comprehensive review of the cognitive robotics is presented in work [1]. A humanoid robot has a task to react to its environment like a human. A process that makes it possible is called Human Agent. Above Human Agent is Self Agent, which gives the robot the cognition of itself and instigates its interaction with its environment. The reaction of the robot starts with the event when somebody approaches it. The robot will interpret it as a wish for communication. If another person approaches the robot, while it has its attention focused on the first one, the robot notices that and makes a decision about which person it will pay attention to. If the new coming person has a higher priority, the robot will make excuses to the first person, and after having completed the interaction with the newcomer, it will refocus its attention to the first person. In order to realize this ability and other robot abilities it was necessary to build models for some aspects of human behavior.

The introduction of "attention index" has been suggested in work [2]. According to a realized and expected movement, the adequate event for focusing attention on the process will happen. In that case a path is successfully generated in the presence of dozens of obstacles. Work [3] pays additional attention to "emotions", and models them by a specific neural network. Work [4] uses the Q-learning algorithm to evaluate a robot learning system. The dynamic design of the space model by means of the vision system and autonomous agent is the subject of work [5].

How it is possible that even creatures with primitive mental/computing abilities (like insects) solve the problem of goal reaching very efficiently, and what is a minimal set of information to solve this problem, is the subject of works [6] and [7].

A detailed model of autonomous vehicle driving is presented in work [8]. For that purpose the problem has three major processing components: (1) sensors information processing – measurement, recognition, classification, agent definition; (2) internal world reproduction processing – situations, events, evaluations in a task context manner; (3) behavior generation from the world model – selection of the next step to accomplish the mission goals. The whole process is based on the idea of independent agents which are switched on/off as required.

Work [9] is about the integration of different world models and the ways how to describe them. This work also deals with the basic idea of independent agents called specialists. Although every paper describes a specific part of the problem (and solution), there is a consensus on  the correct approach to reaching the goal.
3. HOW DOES A HUMAN PERCEIVE THE SPACE AND ITS CONTENTS?

All of us are capable of incredible complicated actions, dependant on and limited by  a large number of factors. When we plan a path to some destination, we travel in our mind along roads, passing squares, parks, moving beside buildings, crossing rivers and finally we come to our destination. First, we pass the whole path in our mind, and then we start a real trip. When we come across some unpredictable obstacles (material or non material) in the course of the trip, we can find an alternative solution very quickly and arrive to our destination safely.

In our minds we have plans and space relationships of small areas (room, house) but also of middle and large areas (quarters, cities etc.). We can change the level of details which we remember and this is the point when we realize some limits in our memory. Could you remember how many thin laths there are in your neighbor's fence? Are the public lights in your streets round or square? Are there three or four trees in front of the bank? You don't know? Never mind. For the type of decision you must make, this information is not relevant. One look is enough and all these pieces of information will be available for you, when this information becomes necessary (for some other purpose).

The previously described mental journey was carried out according to our world model called "mental space". This mental space is our individual model of the world, a picture in our mind which covers some aspects of the "real" world. The mental space is our subjective perception of the world and we change (build) it with time. The mental space is available even if we do not have visual or physical contact with the environment (for example if we close our eyes). Details level of the mental space is changeable and we can focus it. Also, there are sub models of mental space which are more detailed but also short-lived. Figure 1 shows a global plan of the process for movement decision making.






Figure 1. Phases of movement decision making

Each decision level is specialized for specific tasks. There are numerous interactions between levels and all of them work parallel. Data processing on any level and function is a job for agents, i.e. independent processes (programs) which find a specific part of a solution. The number of active agents and their priority depend on the task complexity. Every time we need some specific information, a new agent is activated to perform the desired information. After the task is successfully completed, the agent is deactivated. The main problem is to decide which agent has to be (de)activated at a particular moment.

The picture analysis and object recognition start with taking a picture from a camera. This is an interaction point of the cognitive system with an environment. This level of data processing is very important because without good world recognition it is not possible to build a quality space model. Mental space building is an iterative task. The building of mental space is not defined by the "real" state of the world; rather, it is defined by our recognition of that world. That is why the recognition process from a picture is so important. Since path planning is based on our mental space it follows that the model of that reality is between our decisions and reality. In other words, our decisions are results of the "picture of reality" (i.e. mental space), not of the reality itself. If we could look at the world in infrared light, our interpretation of the world could be different. This would have an effect on the planned and realized motion.

In the path planning one or more parameters are optimized. But one demand is always present in every case: during the motion, collision with any obstacle in the space must not happen. With a movement in the environment we close a loop of interaction with the  real space. But in fact, we can not see the  movement in the real space what we see is only a picture of this movement in our mental space.

As all decision levels work parallel, there is no need for some synchronization between them. But it is important that each cycle time is short enough to produce an illusion of continuum.

Basic properties for the description of objects/obstacles in our mental space are:
· distance
· direction
· size

· visibility
· movement
· specific details
· access
· collision danger
· possibility of going around
Human distance perception is linear to a certain degree. A double distance is perceived like that only to a certain limit. After that limit we do not have good proportion of the distance. This limit of linearity is individual and depends on personal experience. We can  all imagine a distance of one meter because we can simply experience it by showing it by arms. One hundred meters is simple to imagine because we can see that distance. Ten kilometers demand good imagination (we would say it is from the place X to the place Y). One thousand kilometers could bee imagined only by professional drivers and pilots. No one can imagine one million kilometers, it is just a number.

If we take into consideration only a part of space that is within sight, and if we limit that space to a distance where there are obstacles that participate in our movement decision, then it is possible to claim that we perceive this part of space linearly. Let this space be called "control space". For a human, this space could extend over one hundred meters around him. The obstacle distance estimation in the control space depends on the distance itself. A larger distance will result in larger distance estimation error.

The whole control space is divided into two parts: the first one described by the word "ahead", and the second one described by the word "behind". These two categories are relative and they describe our position with respect to objects in the world, therefore they depend on our position and orientation. The model of the control space that we describe with the word "ahead" is well known to us because the building of this space has been supported by the vision system. That part of the control space model can be filled in to tiny details.

The control space model that we describe with the word "behind" (compared with "ahead") is always less precise, and depends on our ability to keep in mind details. It also depends on how often "behind" was "ahead" and how long it has been since the last time it happened.

The control space building depends on the number  of objects/obstacles and their behavior. We experience the "ahead control space" as very intensive and dynamic. The number of obstacles that we take into account depends on the reqiured level of details. More details – less obstacles that we pay attention to. This is achieved by changing the concentration level. The upper limit in the number of obstacles that we attend to mostly depends on the kinematical behavior of obstacles. If there appears only one movable obstacle, the total number of obstacles attended to rapidly drops. The faster the obstacles are,  the more complex paths they realize are (in paths we always look for some regularity), and  the more movable obstacles there are, the model of control space is poorer. At the moment when speeds are high, paths are very complex and there is a great number of obstacles we are not able to define the world that surrounds us, because it is changing too fast. It is because our capacity of data processing (i.e. the number of active agents) is limited and can not be extended (by age it even drops). We must decide whether we shall use our informatics capacity on details or on an integral picture of the world.

The dynamic of "behind control space" is less available for us, and it is based on our extrapolation ability. When our extrapolation ability reaches some limit (which depends on time and the "behind" complexity situation), we turn around (although for a short time), and make that "behind" becomes "ahead" in order to correct extrapolation. Although there are many obvious imperfections of  "behind control space", it has some advantages. One of the most significant advantage is that this concept can distinguish important information from less important information. It means that details which we can not comprehend with vision system can not avert our attention; therefore we have more time to attend to important things.









Figure 2. Distance and direction perception

When we identify objects/obstacles in the control space, each object obtains a set of properties that describes its relationship to us and to other objects/obstacles. These properties are the size of the object, the estimation of speed and movement direction that are a base for the estimation of collision risk. More precise relation to an object is estimated according to recognized details on it. If we must go around an obstacle, then we estimate the approach, the left and right pass around the obstacle. All the time, the goal of movement is estimated. All these properties have not fixed and precise numerical values. Therefore, the distance to an obstacle can be estimated by a set of values: contact, very close, close, medium, far, very far. The distinction between these six terms is not so precise (except contact) and depends on many factors. One of them is certainly the physical dimension of a person (robot) who (which) estimates the distance property.

Human direction perception is divided, as mentioned previously, into ahead and behind. The control space ahead could be further divided into: front, left, through left, right and trough right. The control space behind can roughly be divided into only three elements: back, back left and back right.
There are two types of object/obstacle size perception. First we can estimate the size of an object as we see it, regardless of the distance of the object. This size is variable and depends on the real distance to the object and the point of view. Beside that, we are trying to estimate the real size of the object, taking into account its estimated distance. The size property can be described by the following set: very small, small, medium big, big, very big and surrounds us.
Perception of details on an object is very important for the definition of the relation to the object. As the real distance to an object decreases, the recognition of details on the object becomes more efficient. The recognition of details is very important in the object class recognition and in the individual object recognition.
For movement perception it is not enough to have the world model at one moment. We need to have some changes, i.e. we must have the world model of at least two different moments. It means that we must keep in mind time changes of the control space model; therefore, more data processing is necessary, which means more processing time (i.e. intellectual effort). A human has not direct sensors for speed measuring. He estimates the speed indirectly. From two states of the control space, which are separated by the known time interval, the change in distance is estimated and this is a measure for speed estimation. The time interval between two control space states must be short enough to make an illusion of a continuous process. The change of object distance (position) behaves as previously mentioned, and mostly depends on the real distance of objects. That is why the speed estimation of closer objects will be more accurate. In addition, when we estimate the speed of an object, our velocity must be taken into account. It means that we estimate two speeds: the object speed with respect to us and the object speed with respect to the world (i.e. to other objects).
From the above, we can conclude that the speed estimation is a very demanding process (some creatures with simple neural system developed a different approach, simpler and less efficient). That is why it is very hard to estimate the speed of more than one object at a time, and why the acceleration estimation is almost impossible. If we have to estimate acceleration then we try to use some different information that is not of visual type (a sound, for example).
The speed property can be defined by the following set: rest, very slow, slow, medium fast, fast and very fast; and the speed direction property by the set: toward us, toward us right, toward us left, from us, from us right and from us left.
The perception of the risk of collision with some obstacle is based on the estimation of the distance of the obstacle, on its speed perception and on the known speed of the observer. If some obstacle is in motion it will be very useful if we know its predefined path. It is reasonable to presume [10] at least two degrees of collision risk: static and kinematical. The static degree of collision risk is defined by the estimated distance of the obstacle, while the kinematical degree of collision risk is defined by the estimated speed of the obstacle (amount and direction). The total degree of collision risk is a combination of previously mentioned factors. The collision risk estimation is very important in the movement decision making, and could be defined by the set: no risk, small risk, medium risk, great risk and very great risk.
Table 1. Properties of obstacles in the control space

	Identification properties of obstacles

	
	attachment class
	attachment subclass

 1
	attachment subclass

  2
	attachment subclass

 3
	attachment subclass

  n
	personal identification

	1

2

3

4

5

6

7
	house
car
tree
wall
man
fountain
. . .
	male
female

	baby
child
girl
mid age
old age
very old

	blonde
black
brunette


	
	Jo
Ann
Maria

. . .


	Identification properties of obstacles

	
	distance
	direction
	size
	visibility
	visible detail
	position in view field

	1

2

3

4

5

6

7

	contact
very close
close
medium
far
very far
	front
left
through  left
right
through right
back
back left
back right
	very small
small
medium big
big
very big
surrounds us
	all
left side
right side
central part
by parts
not visible
	front part
back part
left side
right side
	on left edge
on right edge
on l. and r. edge
not on edge


	Identification properties of obstacles

	
	obstacle between
	speed
	speed direction
	collision danger
	left going
around
	right going
around

	1

2

3

4

5

6

7
	(obstacle designation)
	rest
very slow
slow
medium fast
fast
very fast
	toward us
tow. us right
tow.  us left
from us
from us right
from us left
	no danger
small danger

med. danger
great danger
v. gr. danger
	no pass
v. nar. pass
narrow pass
medium pass
wide pass
open pass
	no pass

v. nar. pass

narrow pass

medium pass

wide pass

open pass



The perception of approach  to some object is connected with the movement goal. The approach perception is closely related with the recognition of details on some object.

Perception of going around is important if we intend to go around an obstacle. This perception depends on the relationship between objects and on the size of the one that wants to go around. Going around left and right property can be defined by the set: no pass, very narrow pass, narrow pass, medium pass, wide pass and open pass.
Visibility perception of an object directly depends on results of picture analysis. It is a complex function of the space distribution of objects, their size and shape, but it also depends on our relation (position and orientation) to other objects. The visibility perception could be defined by the set: all, left side, right side, central part, by parts and not visible. The visibility property is connected to another property which tells us about the object position in relation to the view field. This property gives us the information on whether some part of the object crosses the view field limits. If that is the case, then the visibility estimation and some other estimations (distance, size, etc.) are not comprehensive because they are based on incomplete information. In that case we turn around to put a complete object in the view field. The property of the position in the view field could be defined by the set: on left edge, on right edge, on left and right edge, not on edge. If some object is not completely visible, we are also interested in  which object covers it, i.e. which object stands between the attended to object and us.
Goal movement perception could be one of the most abstract ideas. It can be phrased by a set of conditions which are in complex relations. Each of these conditions and relations may be interpreted very freely; therefore, a definition of a final goal can become very fuzzy and can have more meanings. In that case we can talk only about the probability of reaching the goal. From the other point of view, the goal description could be very simple and material; therefore the reaching of goal is trivial.
General situation perception is the estimation of the global situation at some moment. It does not refer to any particular obstacle or object, it refers to the complete relation of all objects (relation between object themselves and objects to human). The general situation estimation depends on the properties of all objects in the control space, but it is not merely the sum of all properties. The general situation is not a very dynamic value and it changes slower than the properties of individual obstacles.
4. CONCLUSION

For the robot path planning using the methods of cognitive robotics, an adequate space model needs to be built. Instead of a quantified and comprehensive mathematical model, an adequate mental model of space is built. It consists of a qualitative and estimated description of obstacle identification properties and their relationships. The memory size required for that kind of model is significantly reduced when compared with a classic model (configuration space, for example), but elements of the mental space model are complex categories obtained by the processing of estimated data. This data processing is carried out by agents (programs) specialized for a corresponding object property (i.e. two objects start to cover each other, one object exits from the view field etc.).

It is necessary to find an adequate set of object properties which permits a robot movement that is comparable with a human movement. Since the number of agents that can be active at some moment is limited, it is necessary to find the right order for (de)activation of agents. This will permit an efficient and natural robot movement by relatively small model of world space.
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