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ABSTRACT 
An approach to personal authentication using the fusion of the 
finger-geometry  and the nov el biometric features called eigen-
fingers at the score-matching lev el is presented in this paper.  The 
online biometric sy stem integrates finger-geometry  features ex -
tracted from the four fingers and eigenfingers features ex tracted by  
means of the Karhunen-Loè v e (K-L)  transform applied to the four 
finger strip-lik e regions.  Additionally ,  the sy stem has a liv eness 
detection module,  w hich uses an I R  image of the dorsal surface of 
a hand.  Authentication ex periments w ere conducted on a database 
consisting of 1 2 7 0 hand-images (1 2 7  persons) .  The v erification 
results,  E E R  =  0. 04 %  and minimum TE R  =  0. 04 % ,  suggest that the 
sy stem can be used in medium/ high-security  env ironments.  

1 .  I N TRO D U CTI O N  
B iometric person authentication is the process of determining 
w hether someone is,  in fact,  w ho is declared to be,  based on phy si-
cological and behav ioural characteristics of an indiv idual [ 1 ] -[ 3 ] .  
A prototy pe of an online bimodal biometric authentication sy stem 
based on the fusion of a finger-geometry  and a nov el biometric 
feature called eigenfinger is described in the paper.  The sy stem has 
a liv eness detection module capable of detecting liv eness in bio-
metric samples.  The liv eness detection module uses a thermal cam-
era as input dev ice.  The infrared (I R )  image of the dorsal surface of 
the hand is acq uired at the same time as capturing the biometric 
sample (tw o or four fingers)  by  a scanner.  The combination of 
eigenfinger and finger-geometry  features and liv eness detection 
increase anti-spoofing protection and mak es the online biometric 
authentication more robust to fraudulent methods.  
M any  authentication sy stems utiliz ing the biometric features of a 
hand-geometry  hav e been dev eloped [ 4 ]  – [ 8 ]  ov er the past decade.  
R ibaric et al.  [ 7 ]  and Kumar et al.  [ 8 ]  combined line-lik e features 
of the palm and hand geometry  into a multimodal biometric sy stem 
for user authentication.  
K–L-transform-based techniq ues hav e been w idely  used in the field 
 

of biometrics,  particularly  in face-recognition techniq ues (eigen-
faces)  [ 9 ] ,  but they  hav e also been used for palmprint recognition 
[ 1 0] ,  lip track ing (eigenlips)  [ 1 1 ]  and hand-gesture recognition 
through hand contours (eigencontours)  [ 1 2 ] .  
I n general,  multimodal biometric sy stems req uire fusion of infor-
mation obtained from tw o or more biometric modalities.  V arious 
lev els of fusion are possible [ 1 3 ] ,  [ 1 4 ] :   from feature-ex traction 
lev el to decision lev el.  D ifferent multimodal biometric sy stems 
based on the fusion of hand-geometry  and palmprint features [ 7 ] ,  
[ 8 ] ,  and face,  fingerprint and hand-geometry  features [ 1 5 ] ,  [ 1 6 ]  
hav e been described.  
Liv eness detection,  as an anti-spoofing protection in a biometric 
sy stem,  ensures that biometric being captured is an actual meas-
urement from the liv e person w ho is present at the time of captur-
ing.  There are sev eral approaches to liv eness detection of the hand,  
for ex ample:  I R  and near-I R  measurements of hand v ein patterns,  
hand thermograms [ 1 7 ] ,  and photo-plethy smography  [ 1 8 ] .  

2 .  SYSTE M  D E SCRI P TI O N  
F igure 1  show s the block -diagram of the proposed biometric au-
thentication sy stem.  F irst,  images (v isible and infrared)  are ac-
q uired simultaneously  using a scanner and a thermal camera.  Scan-
ner images are used as samples for the biometric authentication,  
w hile the I R  images are used for liv eness detection.  Some standard 
procedures are then applied in order to segment these images.  I n 
the nex t phase,  the liv eness detection is performed on the seg-
mented infrared image.  I f the liv eness detection module claims the 
hand is aliv e,  the biometric sy stem proceeds w ith ex traction of the 
biometric features from the scanner image.  O therw ise,  the process 
is terminated and the user is rej ected.   
Tw o k inds of biometric features are ex tracted:  (i)  E igenfinger fea-
tures ex tracted by  means of the K-L transform applied to the prev i-
ously  ex tracted and normaliz ed finger subimages; (ii)  F inger ge-
ometry  features ex tracted from the hand contour.  
E ach of these features is matched to the templates stored in the da-
tabase.  M atching scores are combined using fusion at the
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 F igure 1 :  B lock  diagram of the proposed biometric authentication sy stem



matching score lev el,  and finally ,  an authentication decision is 
made by  thresholding.  
 
2 . 1  I m a g e  a c q u i s i t i o n  
V isual images and I R  images are acq uired using a scanner and a 
thermal camera,  respectiv ely .  A scanner is used to capture palmar 
images of the hand in a 1 8 0 dpi (dots per inch)  resolution and 2 5 6  
gray  lev els.  The user is req uired to put his/ her hand on the scan-
ner w ith the fingers spread naturally ; there are no pegs,  or any  
other hand-position constrainers.  The infrared camera is used to 
simultaneously  capture the dorsa hand images at the relativ ely  
low  resolution of 3 2 0x 2 4 0 pix els.  W e used ThermaC AM (TM )  
P M 6 9 5  infrared camera w ith spectral range of 7 . 5 µm – 1 3 . 0µm.  
An ex ample of such image pair is presented in the F igure 2 .  
 

           a)        b)  
F igure 2 :  An ex ample of the acq uired images,  a)  Scanner image,  

b)  I R  image 
 
2 . 2  I m a g e  s e g m e n t a t i o n  
The scanner images are first binariz ed using global thresholding.  
A contour-follow ing algorithm is applied to a binariz ed image to 
ex tract the hand contour.  The hand contour is then processed in 
order to find some points relev ant for the geometry  and eigen-
finger feature ex traction.  The ex tracted hand contour and the 
relev ant points are show n in the F igure 3  a) .  F inally ,  the line of 
sy mmetry  of each finger (F ig.  3  b) )  has to be found using four 
additional points mark ed w ith F 1 -F 4  on the F igure 3 b) .  
 

              a)                                   b)  
a)  H and contour w ith relev ant points,  b)  P rocessed finger on the 

hand image 
 
2 . 3  E i g e n f i n g e r  t e m p l a t e  g e n e r a t i o n  
The first step tow ards the eigenfinger template generation is 
locating the finger-strip regions to be ex tracted on each finger.  
The finger-strip regions are defined w ith respect to the finger 
line of sy mmetry  and relev ant points as show n on the F igure 4 a) .  
The selected finger-strip region contains the folds of the sk in 
corresponding to the places betw een the phalanx es of the finger.  
These folds of the sk in and their positions,  as w ell as tex ture of 
the sk in contribute to the discriminatory  characteristics of the 
region.  
The regions of interest in the original grey -scale images v ary  in 
siz e and orientation from image to image,  so before using the K-
L transform,  they  need to be normaliz ed.  G eometry  normaliz a-
tion is applied to the grey -scale image to obtain the finger-strip 
subimages:  the little-finger subimage is normaliz ed to 1 6  x  6 4  

pix els,  and the ring-,  middle- and index -finger subimages to 1 4  x  
6 4  pix els.  After the subimages hav e been ex tracted,  a lighting 
normaliz ation using histogram fitting [ 1 9 ]  is applied.   
The ex amples of normaliz ed finger-strip subimages are show n 
on F igures 4  b)  – 4  e) .  
 

 (a)  

 
 

          (b)     (c)    (d)    (e)   
F igure 4 .  a)  O riginal hand image w ith the regions of interest 

mark ed on it,  b)  normaliz ed little-finger subimage,  c)  normaliz ed 
ring-finger subimage,  d)  normaliz ed middle-finger subimage,  e)  

normaliz ed index -finger subimage 
 
W e use the K-L transform,  w hich is a w ell-k now n techniq ue in 
biometrics [ 9 ] ,  for feature ex traction.  
The basis v ectors of the K–L transform are calculated by  finding 
the largest m eigenv ectors of the cov ariance matrix  of the set of 
images.  I n the case of finger-strip images,  w e w ill call the eigen-
v ectors e i g e n f i n g e rs.  The subspace spanned by  these eigenv ec-
tors’  is referred as the finger-space.  I n our sy stem,  four finger-
spaces are created,  one for each finger considered.  W e calculated 
the finger-spaces using the training set of our database,  consist-
ing of 5 5 0 images of 1 1 0 persons.  
Some of the little-finger eigenfingers obtained using our data-
base are presented in the F igure 5 .  They  are ordered in the fal-
ling order of their appropriate eigenv alues,  and their ordinal 
numbers are show n.  
 

                                        k =  1   2       3      4       5     1 0    2 0    3 0   4 0   5 0   1 00  2 00  3 00  4 00 
F igure 5 :  Some little-finger eigenfingers obtained from our data-
base,  in the falling order of the appropriate eigenv alues.  k denotes 

the eigenfinger’ s ordinal number 
 
The largest eigenfingers carry  the useful information (in the 
sense of image representation)  and only  they  are used as the 
basis for the finger-space,  w hile the information carried by  the 
smaller eigenv ectors is lost in the process of encoding.  B ased on 
the preliminary  recognition ex periments on the training data-
base,  w e chose m =  1 00 for the dimensionality  of all four finger 
spaces.  
The feature v ector from an unk now n finger subimage can be 
obtained by  proj ecting the image onto a corresponding finger-
space.  Thus,  the eigenfinger template ex tracted from each sam-
ple consists of four 1 00-component v ectors Fi; i =  1 ,  2 ,  3 ,  4 ,  one 
for each of the four fingers considered (1  – little finger,  2  – ring 
finger,  3  – middle finger,  4  – index  finger) .  
 
2 . 4  Fi n g e r -g e o m e t r y  t e m p l a t e  g e n e r a t i o n  
F igure 6  illustrates the finger geometry  measurements tak en 
from the hand contour.  Six  measurements (fiv e w idths and 
length)  are tak en for each of the considered fingers (F igure 6 ) .  
Thus,  the finger-geometry  template ex tracted from each sample 
consists of a 2 4 -component v ector G ,  in the case w hen four fin-
gers are considered,  or a 1 2 -component v ector,  in the case w hen 



tw o fingers are considered.  
 

 F igure 6 :  F inger geometry  measurements 
 

2 . 5  M a t c h i n g ,  f u s i o n  a n d  d e c i s i o n  
A template in our sy stem is represented by  fiv e feature v ectors:  
four eigenfinger feature v ectors Fi; i =  1 ,  2 ,  3 ,  4  and a finger-
geometry  feature v ector G. I n order to v erify  or identify  a user,  
the matching process betw een the liv e-template and the tem-
plates from the database has to be performed.  The matching 
betw een corresponding feature v ectors is based on the E uclidean 
distance.  I n general,  w hen matching tw o templates,  X and Y,  
fiv e E uclidean distances are obtained:  D F

i(X ,  Y) ; i =  1 ,  2 ,  3 ,  4  
and D G(X ,  Y) .  
Since these distances come in different ranges,  a normaliz ation 
first has to be performed,  so that they  can be combined into the 
uniq ue matching score.  The normaliz ation is carried out by  
means of fiv e transition functions,  SFi(D )  ; i =  1 ,  2 ,  3 ,  4  and 
SG(D )  w hich w ere determined ex perimentally  from the training 
set of the database [ 7 ] .  
The normaliz ed outputs of the six  matching modules are com-
bined using fusion at the matching-score lev el.  The fusion is 
ex pressed by  means of the total similarity  measure TSM (X , Y )  
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I n our sy stem the w eights are set proportionally  to the prelimi-
nary  unimodal recognition results.  I n the case the tw o fingers 
(middle- and index -finger)  are considered the w eights are set to 
wF

1 =  0,  wF
2 =  0,  wF

3 =  0. 3 3 7 ,  wF
4 =  0. 3 3 0 and wG =  0. 3 3 3 .  I n 

the case the four fingers are considered the w eights are set to wF
1 

=  0. 1 9 7 ,  wF
2 =  0. 2 01 ,  wF

3 =  0. 2 02 ,  wF
4 =  0. 1 9 7  and wG =  0. 2 02 .  

The decision in our sy stem is based on thresholding.  I f tw o tem-
plates,  X and Y hav e TSM (X , Y )  ≥ T,  w here T is the threshold,  
they  are considered to belong to the same person.  O therw ise,  
they  are considered to belong to different persons.  

3 .  L I V E N E SS D E TE CTI O N  
The goal of a liv eness detection module is to ex tract characteris-
tic features of the liv e hand from the infrared images and use this 
features to mak e a decision w hether the sample represents a liv e 
hand or not.  Tw o k inds of features are proposed:  (i)  H istogram 
of the entire image (including back ground) ; (ii)  Temperature 
distributions from the tw o characteristic regions of dorsa hand 
images.  
I mage histogram H (i)  carries the information about the distribu-
tion of the temperature (represented by  gray -scale lev els i =  0,  1 ,  
2 ,  … ,  2 5 5 )  in the infrared image.  O ne such histogram is show n 
on F igure 8 .  Tw o prominent peek s can be noticed in the histo-
gram,  one corresponding to the back ground temperature,  and the 
other to the hand temperature.  

            (a)            (b)  
F igure 8 :  a)  I nfrared image,  b)  C orresponding histogram 

 
W e selected tw o regions of the hand w ith characteristic tempera-
ture distributions – the middle-finger area,  and the back  of the 
hand area mark ed on the F igure 9  a)  and F igure 9  c) ,  respec-
tiv ely .  W e observ e the normaliz ed v ertical proj ection V (i)  of the 
finger region,  and the normaliz ed horiz ontal proj ection H (i)  of 
the back  of the hand region.  The obtained proj ections from F ig-
ure 9  a)  and c)  can be seen on F igure 9  b)  and d) ,  respectiv ely .  
There,  some characteristics of the liv e hand can be observ ed.  F or 
ex ample,  the tip of the finger is much w armer from the rest of 
the finger,  and the areas on the back  of the hand,  w here the 
metacarpal bones are located are colder than the areas betw een 
the bones.  
 

         (a)           (b)  

            (c)           (d)  
F igure 9 :  a)  I nfrared hand image w ith finger region mark ed,  b)  
V ertical proj ection of the finger region,  c)  I nfrared hand image 
w ith back  of the hand region mark ed,  d)  H oriz ontal proj ection of 

the back  of the hand region 
 
W e propose a multi-lay er perceptron (M LP )  to classify  these 
features (histogram and tw o proj ections)  into the liv e hand or 
non-liv e classes.  H ow ev er,  this w ould req uire substantial num-
ber of training samples that y et hav e to be collected,  so this part 
of the sy stem is not implemented fully  at this time.  

4 .  E XP E RI M E N TAL  RE SU L TS 
Authentication ex periments w ere conducted on a database con-
sisting of tw o mutually  ex clusiv e sets:  a training set and a test 
set.  The training set consisted of 5 5 0 v isual hand-images of 1 1 0 
persons and w as used for the generation of eigen-basis,  obtain-
ing the transition functions SFi(D )  ; i =  1 ,  2 ,  3 ,  4  and SG(D )  and 
the w eights wF

i;  i =  1 ,  2 ,  3 ,  4  and wG.  The test set consisted of 
1 2 7 0 v isual hand-images of 1 2 7  persons (1 0 images per person)  
and w as used ex clusiv ely  for the ev aluation of the sy stem per-
formance.  N one of the persons inv olv ed in the acq uisition of the 
test set w as inv olv ed in the acq uisition of the training set.  O ut of 
1 2 7  persons in the test set,  5 7  play ed the role of clients,  w hile 
the remaining 7 0 play ed the role of impostors.  O ut of ten images 
for each client,  sev en w ere used for enrolment,  and the remain-
ing three w ere used for testing.  All ten of the impostor samples,  



for each impostor,  w ere used for testing.  
I d e n ti f i c ati o n  
I n the identification ex periments each of the test client samples 
tried to be successfully  identified by  the sy stem.  Also,  each of 
the test impostors tried to be identified as any  of the clients en-
rolled in the sy stem.  The identification setup mak es for 1 7 1  
(5 7 x 3 )  client ex periments and 7 00 (7 0x 1 0)  impostor ex peri-
ments.  The results of the ex periments are show n in Table 1 .  
V e ri f i c ati o n  
I n the v erification ex periments each of the test client samples 
tried to be successfully  v erified using his/ her ow n I D .  E ach of 
the impostors tried to be v erified using I D s of all clients.  The 
v erification setup mak es for 1 7 1  (5 7 x 3 )  client ex periments and 
3 9 9 00 (7 0x 1 0x 5 7 )  impostor ex periments.  The results are show n 
in Table 1 .  
E x perimental results of all ex periments,  both identification and 
v erification,  are ex pressed in the terms of the E E R  (E q ual E rror 
R ate)  and the minimum TE R  (Total E rror R ate) .  The threshold 
v alues corresponding to the E E R  and the minimum TE R  are also 
giv en in the Table 1 .   
W e tested both unimodal performance of the sy stem (using only  
finger-geometry  features or using only  eigenfinger features) ,  as 
w ell as bimodal performance of the sy stem.  The abov e ex peri-
ments w ere made using features from tw o fingers (index - and 
middle-finger)  and using features from four fingers (little-,  ring-,  
middle- and index -finger) .  
 

I dentification results V erification results 
F eatures used E E R  

T 
M inimum 

TE R  
T 

E E R  
T 

M inimum 
TE R  
T 

2  F ingers - geometry  5 . 2 9 %  
0. 9 1 0 

7 . 1 7 %  
0. 9 7 5  

0. 4 3 %  
0. 8 6 0 

0. 4 3 %  
0. 8 6 0 

2  F ingers –  
eigenfingers 

7 . 8 6 %  
0. 8 8 5  

1 4 . 3 3 %   
0. 9 00 

1 . 7 5 %  
0. 7 8 0 

2 . 1 0%  
0. 8 7 5  

2  F ingers – geometry  
+  eigenfingers 

1 . 7 5 %  
0. 8 2 5  

2 . 9 2 %  
0. 9 00 

0. 1 8  
0. 7 5 0 

0. 1 8  
0. 7 5 0 

4  F ingers - geometry  1 . 7 5 %  
0. 6 4 5  

3 . 3 4 %  
0. 6 7 5  

0. 2 6 %  
0. 5 1 0 

0. 2 6 %  
0. 5 1 0 

F ingers –  
eigenfingers 

3 . 5 1 %  
0. 8 4 0 

5 . 7 9 %  
0. 8 5 0 

0. 2 6 %  
0. 7 8 0 

0. 2 6 %  
0. 7 8 0 

4  F ingers – geometry  
+  eigenfingers 

1 . 1 7 %  
0. 7 6 0 

2 . 03 %  
0. 7 7 5  

0. 04 %  
0. 7 1 0 

0. 04 %  
0. 7 1 0 

Table 1 :  E x perimental results 

5 .  CO N CL U SI O N  
W e hav e dev eloped a prototy pe of an online biometric authenti-
cation sy stem based on the finger-geometry  features and the 
nov el biometric features called eigenfingers.  The ex perimental 
results,  obtained on a database of 1 2 7 0 images of 1 2 7  persons 
show  the effectiv eness of our sy stem in the sense of E E R  =  
1 . 1 7 %  and the minimum TE R  =  2 . 03 %  for identification,  and 
E E R  =  0. 04 %  and minimum TE R  =  0. 04 %  for v erification.  
The results show  the feasibility  of the eigenfinger features for 
biometric authentication as w ell as effects of fusion at the match-
ing-score lev el on improv ing the sy stem’ s accuracy .  The prelimi-
nary  w ork  on the liv eness detection module rev eals the number of 
features that can be collected from the I R  images of the hand and 
used for the liv eness detection.  
I n the future,  w e plan to test the sy stem on a larger database col-
lected ov er a longer period of time.  W e also plan to collect more 
I R  images and continue the w ork  on the liv eness detection mod-
ule of the sy stem,  as w ell as try  to use the features obtained from 
the I R  images as biometric features for authentication.  
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