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Abstract. In this paper, we investigate a general approach to developing higher-order accurate
algorithms applied to multi-particle problems (which are closely related to truss structures)
that conserve linear and angular momenta in the absence of external forces. The fulfilment of
angular momentum conservation in particular satisfies an inherent non-singularity requirement
of the matrices in this formula. For a structure with N degrees of freedom and no external forces,
such algorithms can have up to 2N(N-1) unspecified parameters (within the matrices); that is to
say, this formula allows for up to 2N(N-1) matrix entries to be freely defined without affecting
momentum conservation.

Taking conservation of momenta as a starting point, we show how algorithms of arbitrarily
high order of accuracy can be derived without recourse to additional degrees of freedom or ex-
tra stages of calculation, by specifying the remaining parameters appropriately. We also show
how these algorithms can be further made to preserve states of physical relative equilibria
(under the relevant starting conditions) and exhibit the property of time-symmetry, whilst re-
maining momentum-conserving and arbitrarily accurate. A practical drawback to higher-order
instances of these algorithms, however, is that the parameter matrices are no longer sparse
(in terms of the finite-element discretisation), although certain modifications to the Newton-
Raphson procedure can be made that recover sparsity at the expense of iterative convergence.

Any of these algorithms can easily be made to conserve energy also by means of a simple
modification to one of the parameter matrices, but this has a detrimental effect on the ability
of the modified algorithm to preserve the paths of relative equilibria. Algorithms that conserve
energy in this manner are therefore not as desirable as may first appear, as this modification
does affect the numerical sensitivity of the scheme, and can result in a lack of robustness (i.e. no
solution returned) with ill-conditioned problems, in particular those involving stiff structures.
We discuss the theoretical and practical shortcomings of such schemes, and suggest areas for
further investigation.
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1 Introduction

In this paper, the possibilities for higher-order accuracy in the design of algorithms to solve
non-linear, dynamic problems of structures involving large displacements are investigated. We
start by consideringsystems with symmetries, which provide two vector constants of motion,
namely the total linear momentum and the total angular momentum, each of which gives in-
formation about the qualitative and the quantitative nature of the solution. The importance of
algorithmic linear and angular momentum conservation in regard to accuracy was noted by
Betsch and Steinmann [9], and classic examples of such algorithms are given by Simo and co-
workers [26, 27].

As a consequence of this conservation, an additional property of systems with symmetries is
the existence of families of fully integrable solutions, each induced by a particular combination
of initial conditions. These are known asrelative equilibrium states, and give further informa-
tion about the stability of the system: see Simoet al. [24, 25] for a detailed account. Algorithms
that conserve momenta can be designed to preserve these relative equilibrium states (when the
initial conditions arise) and thus gain additional numerical stability. An analysis of two popular
time-integration schemes in this regard is given by Gonzalez and Simo [11] and further dis-
cussion on the importance of preservation of relative equilibrium orbits is provided by Armero
and Romero [4]. Examples of algorithms designed to preserve relative equilibria include the
energy-momentum algorithm of Simo and Tarnow [26], and subsequent algorithms that dissi-
pate energy by Armero and co-workers [3, 4, 5].

One further property of dynamical systems in physics that we touch upon briefly is that of time-
symmetry [29], which is closely related to the uniqueness of a continuous dynamic response.
In the discrete case, however, it is not certain that, at any given point on the solution, negat-
ing the time-step would recover the solution given at the previous point in time. Algorithms
which guarantee this are described astime-symmetric. An early citation of the importance of
this property in the engineering context is due to Argyriset al. [1], and further examples of such
algorithms relevant to our work are the energy-conserving algorithm proposed independently by
Simo and Gonzalez [23] and Reich [21] as well as the symplectic mid-point rule [16, 22, 26, 27]
and the so-called assumed distance method [7].

It is widely accepted that an algorithm should be at least second-order accurate (e.g. [17]),
and the energy-momentum algorithms of Simoet al. mentioned earlier all satisfy this require-
ment. Various ways to increase the order of accuracy have been proposed. Incomposition
methods, greater accuracy is achieved by computing intermediate results at additional points
within a single time-step; example algorithms include those given independently by Yoshida
[29], Forest [10] and Tarnow and Simo [28]. The procedure involves stepping backwards in
time, using a larger time-step size than the original algorithm, which makes the principle less
attractive for algorithms that are not time-symmetric, and increases the risk of failure during
the non-linear iteration process. Usingfinite elements in time, the accuracy can be prescribed
by the degree of the polynomial basis functions chosen; example algorithms include those of
Betsch and Steinmann [8] for non-linear dynamics. These schemes bear close resemblance to
Gauss Runge-Kutta methods, as described in the Appendix of [8].

Both of these strategies to improve accuracy entail additional computation cost, due to the
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calculation of intermediate results or the presence of extra degrees of freedom in the temporal
domain of the problem. A third approach, aimed at avoiding this additional cost, is based on
Taylor series expansions of the state variables; in linear dynamics, this method is equivalent to
using Pad´e approximations to the exact solution. Early work was done along these lines for non-
linear analysis by Argyriset al. [1, 2], who presentedarbitrarily accurate algorithms that are
time-symmetric, although not conservative. They were followed by LaBudde and Greenspan
who produced arbitrarily accurate schemes that also conserve energy and angular momentum
for a central-force problem [19], and similar energy-conserving schemes for theN-body prob-
lem [20]. These algorithms are not time-symmetric, however, and do not preserve the orbits of
relative equilibria when higher than second-order accurate. In both cases, small time-step sizes
were necessary to ensure convergence of the non-linear solution procedure.

To achieve our goal of designing algorithms with desirable accuracy characteristics, we will
follow this approach. Firstly, however, we aim to equip the algorithms with the properties of
energy and momentum conservation, preservation of relative equilibrium states and time sym-
metry, when the relevant physical principles apply. Subject to retaining these properties of the
system, we seek to maximise the order of accuracy of the algorithms we design, and present
criteria by which it may be achieved. Where this is not possible, we discuss the importance of
conservation and order of accuracy with a view to retaining the most important of these proper-
ties. Specifically, we deal with non-linear elasticity of multi-element truss structures, with the
view that any progress made in this area will highlight avenues of research for time integration
involving problems of two- and three-dimensional continua.

2 Equations of motion

Let r(X, t), ṙ(X, t) ∈ IR3 be the position and velocity at timet of a pointx ∈ B, where
B0 ⊂ IR3 is the initial volume of the continuum; letρ(X, t) represent the current density of the
material, withρ0(X) ≡ ρ(X, 0) the initial density; and letX be the position vector ofx in the
reference configuration. Introducingspatial discretisation of the position vector, we have

r(X, t) = N(X)R(t) (2.1)

whereN(X) ∈ IR3×3N is a matrix of shape functions andR(t) = 〈r1(t) . . . rN(t)〉 ∈ IR3N a
vector of nodal positions, withN the number of spatial nodes used in the discretisation. (Here
and throughout the paper we use the notation〈·〉 to describe a column vector.) In this work, we
consider systems comprising linear (two-noded) bar elements, with the standard equilibrium
equation

MR̈ + FR = F, (2.2)

whereM is the positive-definite global (symmetric) mass matrix,F is an external force which
is in this work taken to be derivable from the work functionU(R, t) (i.e. F(R, t) = ∇RU(R, t)),
and the symmetric matrixF has submatricesF ij ∈ IR3×3 such that

F ij :=

{ (∑N
k=1 fik(lik)

)
I3 : i = j,

−fij(lij)I3 : i �= j,
(2.3)

wherefij =
φij ′(lij)

lij
for the elemental strain energy functionφij (φ denotes the strain energy of

the system) and distancelij, with i andj denoting a pair of nodes in the finite element mesh.
For linear systems,F is constant, and we haveFR = KU, whereK is thestiffness matrix and
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U is a vector of nodal displacements. Here, we emphasise thatF is a function ofR. In view of
our forthcoming time-integration schemes, we split (2.2) into a coupled first-order system with
momenta

P = MṘ = 〈p1 . . . pN〉 (2.4)

and positionsR as the primary variables. Thus we arrive at

Ṗ + FR = F,

Ṙ = M−1P
(2.5)

which gives the equations of motion for an assembly of bar elements.

The conservation of momenta (L =
∫
B0

ρ0ṙdV andJ =
∫
B0

r × ρ0ṙdV ) for a dynamic sys-
tem with symmetries gives rise to a set ofrelative equilibrium states as solutions to system
(2.5) whenF = 0. These are described in detail in [4, 11, 24, 25] and references therein; in
the context of truss structures, the motion is such that the structure rotates as a rigid body, with
(constant) angular velocityω0, where the velocity of the centre of massvc

0 is aligned with the
axis of rotation, which should coincide with one of the principal axes of inertia of the assembly.
The initial conditions for relative equilibrium states are given by

F0R0 + Ω0MV0 = 0,

V0 = Ω0R0,
(2.6)

where therelative position and velocity vectorsR andV (with respect to the position and ve-
locity of the centre of mass) are given by

r̄i := ri − rc; 1 ≤ i ≤ N, R := 〈r̄1 . . . r̄N〉 and

Ṙ(0) = V0, ṙc(0) = vc
0, V0 := 〈v1

0 − vc
0 . . . vN

0 − vc
0〉,

and the skew-symmetric matrixΩ0 is given by

Ω0 :=


ω̂0 03 · · · 03

03 ω̂0
. . .

...
...

. . . . . . 03

03 · · · 03 ω̂0

 ∈ IR3N×3N , (2.7)

where the skew-symmetric operator̂(·) : IR3 → IR3×3 is defined such that

û :=

 0 −u3 u2

u3 0 −u1

−u2 u1 0

 ⇐⇒ ûv ≡ u × v ∀ u, v ∈ IR3. (2.8)

3 Algorithm derivation

We now describe a family of single-step time-integration schemes to solve system (2.5) ap-
proximately, that can be specialised to conserve various constants of motion. We choose to
express our algorithms in the following form:

1

∆t

(
P∆ + GP1/2

)
= −X R1/2 + Fa,

1

∆t

(
R∆ − GTR1/2

)
= M−1P1/2 − Va,

(3.1)
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whereG, X andM are the parameter matrices (withM necessarily non-singular),Fa and
Va are algorithmic force and velocity vectors that pertain to the external force; and here and
throughout the paper,(·)1/2 := 1

2
[(·)n + (·)n+1] and(·)∆ := (·)n+1 − (·)n. Each matrix will

consist of unit submatrices:

Gij = gijI3, X ij = xijI3 and Mij = µijI3. (3.2)

We will refer to this family of momentum-conserving algorithms collectively as Algorithm MC.
Note that for the specific case whereG := 03N , M := M, Fa := F andVa := 0, we have

1

∆t
P∆ = −X R1/2 + F,

1

∆t
R∆ = M−1P1/2,

(3.3)

which is the form of several familiar time-integration schemes (e.g. [6, 26, 27]), each distin-
guished by its definition ofX .

From (3.1) we can also form the equation

Z∆ = Cn+1Z1/2 + Za,

where

Cn+1 :=

( GT ∆tM−1

−∆tX −G
)

and Za := ∆t

{−Va

Fa

}
. (3.4)

In a similar way, we may write
Zn+1 = Bn+1Zn + ZF ,

with

Bn+1 :=

(A B
C D
)

and ZF :=

{−RF

PF

}
. (3.5)

This leads to

Bn+1 = [I6N − 1
2
Cn+1]

−1[I6N + 1
2
Cn+1] and ZF = [I6N − 1

2
Cn+1]

−1Za, (3.6)

and combining (3.4) and (3.6) yields{A, B, C, D, PF , RF} in terms of{G, X , M, Fa, Va},
provided all the relevant inverses exist.

4 Properties of the algorithm

We now present the conditions under which the algorithm will conserve momenta, the total
energy, preserve relative equilibria and be time-symmetric. Relevant proofs can be found in
[12].

4.1 Conservation of momenta and energy

Proposition 1 Algorithm MC gives the discrete linear momentum derivative as

1

∆t
L∆ =

N∑
i=1

Fi
a (4.1)
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provided that
N∑

i=1

Gij =
N∑

i=1

X ij = 03 ∀ 1 ≤ j ≤ N. (4.2)

Thus linear momentum is conserved whenever
∑N

i=1 Fi
a = 0.

Proposition 2 Algorithm MC gives the discrete angular momentum derivative as

1

∆t
J ∆ =

N∑
i=1

(
ri
1/2 × Fi

a + pi
1/2 × vi

a

)
(4.3)

provided that
X = X T and M = MT . (4.4)

Thus angular momentum is conserved whenever Fa = Va = 0.

The total number of free parameters remaining inG, X andM after conservation of momenta
has been secured is2N2 − N ; hence Algorithm MC is a fully general form for single-step
momentum-conserving algorithms, provided that (4.2) and (4.4) are satisfied. Note that this
meansG andX are singular, andX andM are symmetric.

The discrete total energy at time-stepn is given as

Hn =
1

2
Pn ·M−1Pn + φn − Un. (4.5)

For Algorithm MC to be energy-conserving, we therefore require

Hn+1 = Hn (4.6)

to hold for alln under the appropriate conditions.

Proposition 3 Algorithm MC gives the discrete energy derivative as

1

∆t
H∆ = −UNC

∆

∆t
(4.7)

if X := κX for some matrix X , where κ is defined by

Aκ + B = 0 for A = −∆tX R1/2 ·M−1P1/2 and

B = φ∆ − UC
∆ + (∆tFa − GP1/2)·M−1P1/2,

(4.8)

with UC and UNC denoting the conservative and non-conservative parts of the potential func-
tion U . Thus energy is conserved whenever UNC = 0.

Equation (4.8) therefore fixes one more of the free parameters; thusfamilies of single-step
energy-momentum algorithms can have up to 2N 2 − N − 1 free parameters, excluding those
related to the external force.

There exists an alternative procedure to using the above single scalar condition to establish
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energy conservation [15, 21, 23, 26], which is in many ways beneficial, but this procedure is
necessarily only second-order accurate and is for this reason ommited from consideration in
this paper. A more thorough analysis of the two approaches to energy conservation is presented
in [14].

One of the serious flaws in using a single scalar condition to establish energy conservation
is that, for typicalG, M andX , it does not guarantee an energy-conserving solution for all
possible configurations and time-step sizes (see e.g. [27]), sinceκ cannot always be defined
by (4.8). Numerical experiments invariably show that adding the energy conservation in this
way cannot improve the performance of the underlying scheme when it experiences numerical
instability due to the total energy blow-up: results have shown that instead of the energy blow-
up, the procedure then fails to provide a solution (i.e., the non-linear solution procedure does
not converge) [12, 18].

4.2 Preservation of relative equilibria

We have the exact solution of a relative equilibrium problem as

R(t) = exp(tΩ0)R0, Ṙ(t) = exp(tΩ0)V0 and rc(t) = rc
0 + tvc

0

with exp(tΩ̂0) ≡ diag[exp(tω̂0)], whereR0 andV0 given by

R0 = R0 − Rc
0, Rc

0 := 〈rc
0 . . . rc

0︸ ︷︷ ︸
N times

〉, V0 = V0 − Vc
0 and Vc

0 := 〈vc
0 . . . vc

0︸ ︷︷ ︸
N times

〉.

We note from Section 2 thatω0 × vc
0 = 0, and thatR0 andV0 are defined by (2.6). Arelative

equilibrium path is now defined as the discrete solution

Rk = Rc
k + exp(λrk∆tΩ0)R0, Pk = M

(
Vc

0 + exp(λrk∆tΩ0)V0

)
and

Rc
k = Rc

0 + λtk∆tVc
0 ∀ k,

(4.9)

whereλr andλt are constants. Note that such a definition of the relative equilibrium path is
rather loose, since it considers the translational and the rotational motion to be governed by the
independent constantsλr andλt, which do not have to be equal to one another. Such a path is
not necessarily only a time re-parametrisation of the actual solution (the latter would correspond
to λr = λt), as would be the case if motion were only translational or only rotational. For
Algorithm MC to produce paths of relative equilibria under initial conditions (2.6), we require
that the solution given in (4.9) be inserted into the algorithm without conflict fork = n and
k = n + 1, for certain values ofλr andλt. We now introduce the notation

(·)RE := (·)
∣∣∣Rn, Pn, Rn+1, Pn+1 defined by (4.9),

R0, V0 defined by (2.6) andF = 0

for a given quantity(·), to denote the value taken when a relative equilibrium solution is in
effect.

Proposition 4 Under initial conditions (2.6),Algorithm MC produces paths of relative equilib-
ria provided that(

X RE − λr

tan(1
2
θ)

1
2
θ

F0

)
R0 = 0,

(
λr

tan(1
2
θ)

1
2
θ

MRE − M
)

V0 = 0,

GRE = 03N , (M − λtMRE)Vc
0 = 0 and FRE

a = VRE

a = 0

(4.10)
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for some fixed λr, λt, where θ := λr||ω0||∆t and −π < θ < π, and that for all n it gives a
unique solution for Rn+1 and Pn+1 given Rn, Pn and ∆t.

Equation (4.10) therefore gives criteria thatG, X , M, Fa andVa must satisfy under initial
conditions (2.6) for the algorithm to produce a relative equilibrium path.

It is possible to design algorithms to capture the relative equilibrium solutionexactly. For
example, by definingG, X andM such that

GRE = 03N X RE =
tan(1

2
ω0∆t)

1
2
ω0∆t

F 0 and MRE = M + c∆t2F0,

where c =
1
2
ω0∆t − tan(1

2
ω0∆t)

(ω0∆t)2 tan(1
2
ω0∆t)

and ω0 := ||ω0||,
(4.11)

it can be seen that (4.10) is satisfied withλr = λt = 1. (Note from (2.8) thatΩ3
0 = −ω2

0Ω0, and
thatF 0R0 = −Ω0MV0 andV0 = Ω0R0 from (2.6).) This idea is investigated further in [14].

4.3 Conservation of energy and the preservation of relative equilibria

It can be shown that any algorithm that produces paths of relative equilibria also conserves
energy along those paths, thus no inherent conflict arises from having conservation of energy
and preservation of relative equilibria within the same algorithm. For global energy conser-
vation as defined in Proposition 3, however, it can be seen thatA andB from (4.8) satisfy
ARE = BRE = 0, and there is no obvious value for

lim
A → ARE,
B → BRE

{−B

A

}
that is uniquely defined regardless of howA → ARE andB → BRE. Thereforeit is not possible
for algorithms that conserve energy via (4.8)to preserve relative equilibria, in that the resulting
algorithm will be ill-defined under relative equilibrium conditions. Regarding elemental energy
conservation, the energy-momentum mid-point algorithm [15, 21, 23, 26] does preserve relative
equilibria [11], although the exact trajectory is not recovered (i.e.,λr �= λt). It is shown in [14]
that the energy-momentum mid-point algorithm is the only algorithm of the form (3.1) that
both conserves energy and preserves relative equilibria. In particular,higher-order accurate
algorithms of this form cannot both conserve energy and preserve relative equilibria.

4.4 Time symmetry

An algorithm is described as time-symmetric if, at any given configurationZn+1, applying
a negative time-step of−∆t recovers the previous configurationZn [1, 29]. SinceZn+1 =
Bn+1Zn + ZF , an algorithm is thus time-symmetric if

Zn+1 = B(Zn+1, Zn, ∆t)Zn + ZF (Zn+1, Zn, ∆t) ⇐⇒
Zn = B(Zn, Zn+1,−∆t)Zn+1 + ZF (Zn, Zn+1,−∆t).

(4.12)

We now introduce for any quantity(·) the notation

(·)TS := (·)
∣∣∣
Zn+1 ↔Zn, ∆t↔−∆t

.
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Proposition 5 Algorithm MC is time-symmetric if

X TS = X , MTS = M, GTS = −G, FTS

a = Fa and VTS

a = Va. (4.13)

5 Local accuracy analysis

We now analyse the local accuracy characteristics of Algorithm MC, and investigate its ca-
pacity for higher-order accuracy when applied to non-linear problems. This section is elaborated
in more detail in [14].

We define thelocal error vector as

ε := Zn+1 − Z(tn+1) when Zn = Z(tn), (5.1)

with Z = 〈R P〉 as before: throughout this section, we will assume the solution at time-stepn
to be exact, i.e.Zn = Z(tn). We also define theresidual vector

g(X) := B(X, Zn, ∆t)Zn + ZF (X, Zn, F, ∆t) − X, (5.2)

whereB andZF were introduced in Section 3. Consequently we have

g(Zn+1) = 0 and henceg[Z(tn+1)] = g(Zn+1 − ε) = −∇g(Zn+1)ε + O(||ε||2),

where∇g is theJacobian matrix. Given thatg(X) ∈ O(1) (i.e.O[∆t0]) for generalX, we have
∇g(Zn+1) ∈ O(1) also; thus the dependence ofg[Z(tn+1)] on ∆t reveals the size of the local
errorε.

Introducing the abbreviations

ζ := 〈Z(tn+1) Z(tn) ∆t 〉 and ζ̃ := 〈Z(tn+1) Z(tn) F ∆t 〉,

settingX = Z(tn+1) in (5.2) to get

g[Z(tn+1)] := B(ζ)Zn + ZF (ζ̃) − Z(tn+1), (5.3)

and assuming thatZ(t) is analytic in a neighbourhood oftn, we have

Z(tn+1) = Z(tn + ∆t) =
∞∑

s=0

Z(s)(tn)

s!
∆ts, (5.4)

where(·)(s) ≡ ds

dts
{(·)}. We now express (2.5) in matrix form as

Ż = ΨZ + F̃, where Ψ(t) =

(
03N M−1

−F 03N

)
and F̃(t) =

{
0
F

}
, (5.5)

and derive the series solution of(5.5)1 for known data at timetn. By repeated differentiation of
(5.5)1, we can express the derivativeZ(s+1) in terms of lower-order derivatives ofZ andΨ, i.e.

Z̈ = Ψ̇Z + ΨŻ + ˙̃F, Z(3) = Ψ̈Z + 2Ψ̇Ż + ΨZ̈ + ¨̃F,

Z(4) = Ψ(3)Z + 3Ψ̈Ż + 3Ψ̇Z̈ + ΨZ(3) + F̃
(3)

, . . .
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Summarising this procedure, we have

Z(s+1) =
s∑

r=0

(
s

r

)
Ψ(s−r)Z(r) + F̃

(s)
, (5.6)

where
(

s
r

)
represents the binomial coefficients!

(s−r)!r!
. Inserting (5.6) into (5.4) gives

Z(tn+1) = Zn +

∞∑
s=0

Z(s+1)
n

(s + 1)!
∆ts+1

= Zn +
∞∑

s=0

∆ts+1

(s + 1)!

[ s∑
r=0

(
s

r

)
Ψ(s−r)

n Z(r)
n + F̃

(s)

n

]
= . . .

= Zn +
∞∑

s=0

∆ts+1

(s + 1)!

(
Ψ(s)

n Zn + F̃
(s)

n

)
+

∞∑
s=0

∆ts+2

(s + 2)!

s∑
r=0

(
s + 1

r + 1

)
Ψ(s−r)

n

(
Ψ(r)Zn + F̃

(r)
)

+
∞∑

s=0

∆ts+3

(s + 3)!

s∑
r=0

(
s + 2

r + 2

)
Ψ(s−r)

n

r∑
q=0

(
r + 1

q + 1

)
Ψ(r−q)Z(q+1)

n .

The expression forZ(tn+1) can now be seen to consist of a sum of terms of the form[ ∞∑
s0=0

∆ts0+m+1

(s0 + m + 1)!

s0∑
s1=0

(
s0 + m

s1 + m

)
Ψ(s0−s1)

n

s1∑
s2=0

(
s1 + m − 1

s2 + m − 1

)
Ψ(s1−s2) . . .

. . .

sm−1∑
sm=0

(
sm−1 + 1

sm + 1

)
Ψ(sm−1−sm)

]
V

(5.7)

for m = 0, 1, 2 . . ., whereV stands for eitherΨ(sm)Zn or F̃
(sm)

. We can write (5.7) more
compactly as

∞∑
s0=0

∆ts0+m+1

(s0 + m + 1)!

(m−1∏
i=0

[ si∑
si+1=0

(
si + m − i

si+1 + m − i

)
Ψ(si−si+1)

n

])
V,

with s−1 := −∞ in the casem = 0. Thus we can express the solution to(5.5)1 at timetn+1 in
(relatively) compact form as

Z(tn+1) = BeZn + Ze
F , (5.8)

where

Be :=
∞∑

m=0

[ ∞∑
s0=0

∆ts0+m+1

(s0 + m + 1)!

(m−1∏
i=0

[ si∑
si+1=0

(
si + m − i

si+1 + m − i

)
Ψ(si−si+1)

n

]
Ψ(sm)

n

)]
+ I6N and

Ze
F :=

∞∑
m=0

[ ∞∑
s0=0

∆ts0+m+1

(s0 + m + 1)!

(m−1∏
i=0

[ si∑
si+1=0

(
si + m − i

si+1 + m − i

)
Ψ(si−si+1)

n

]
F̃

(sm)

n

)]
.

(5.9)

10
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(Note that form = 0, we have
∏m−1

i=0 (·)i := I6N .) Equations (5.8) and (5.9) thus give the exact
solution to the semi-discrete equations of motion (2.5), to which we can compare the solutions
obtained from our algorithms. From (5.3), (5.8) and (5.9) we can see that the order ofg[Z(tn+1)]
with respect to∆t is governed by how closelyB(ζ) andZF (ζ̃) matchBe andZe

F , respectively.
Using (5.3), we see that sinceZn ∈ O(1),

g[Z(tn+1)] ∈ O(∆tp+1) ⇐⇒ B(ζ) − Be ∈ O(∆tp+p1), ZF (ζ̃) − Ze
F ∈ O(∆tp+p2),

wherep1, p2 ∈ ZZ+ are such thatMin{p1, p2} = 1, and thus

ε ∈ O(∆tp+1) ⇐⇒ B(ζ) − Be ∈ O(∆tp+p1), ZF (ζ̃) − Ze
F ∈ O(∆tp+p2). (5.10)

Equation (5.10) thus contains the criteria for Algorithm MC to bepth-order accurate. Expressed
in terms of parametersG, X , M, Fa andVa, this becomes

ε ∈ O(∆tp+1) ⇐⇒ Be
s −

1

2

s∑
r=0

CrBe
s−r −

1

2
Cs =

{
I6N : s = 0,
06N : s = 1, . . . , p

and Ze
F,s −

1

2

s∑
r=0

CrZe
F,s−r = Za,s for s = 0, . . . , p,

(5.11)

whereBe
s andZe

F,s are the matrix coefficients to∆ts in 5.9. From 5.9 and 5.11, criteria forpth-
order accuracy follow uniquely provided(p − 1)th-order accuracy has been secured. Suppose
Algorithm MC is (p − 1)th-order accurate forp ≥ 0. SinceBe

0 = I6N from 5.9 we have, from
(5.11),

Cs = Be
s −

1

2

s−1∑
r=0

CrBe
s−r and Za,s = Ze

F,s −
1

2

s∑
r=0

CrZe
F,s−r (5.12)

as the requirements forpth-order accuracy. SinceCr; 0 ≤ r ≤ s − 1 andZF,s, Be
s; 0 ≤ s < ∞

are all known, (5.12) can be immediately solved (in order) to furnishCs andZa,s. Hence with
appropriate choices forG, X , M, Fa andVa, Algorithm MC can be made arbitrarily accurate.
The criteria for accuracy up to fifth order are given in Table 1, and are continued up to eighth
order in [12].

From Table 1, we see immediately thatfor time-integration schemes with constant G := G 0 or
M := M0, the limit is second-order accuracy for problems with general strain energy func-
tions φ(l), which is consistent with our results in [13]. We also see that higher-order schemes
will not retain the sparsity of time-integration schemes of the form (3.3), and will thus be com-
putationally more expensive.

We now verify that the accuracy requirements given in this section do not conflict with the
conservation conditions from Section 4 by encapsulating the fact that higher-order accuracy
does not hinder conservation of a physical quantity in the following result:

Proposition 6 Let f [Z(t)] be a constant quantity of the motion governed by (5.5). Then

ε ∈ O(∆tp+1) =⇒ f(Zn+1) − f(Zn) ∈ O(∆tp+q),

where q ≥ 1, assuming Zn = Z(tn). That is to say, any pth-order algorithm will conserve a
constant of motion up to order p or higher.
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Table 1:Cumulative conditions for pth-order accuracy.

p conditions needed
0 G0 = 03N

1 G1 = 03N , X 0 = Fn, M0 = M, Fa,0 = Fn, Va,0 = 0

2 G2 = 03N , X 1 = 1
2
Ḟn, M1 = 03N , Fa,1 = 1

2
Ḟn, Va,1 = 0

3 G3 = 1
12

ḞnM−1, X 2 = 1
6
F̈n + 1

12
FnM−1Fn, M2 = − 1

12
Fn,

Fa,2 = 1
6
F̈n + 1

12
FnM−1Fn, Va,2 = 1

12
M−1Ḟn

4 G4 = 1
24

F̈nM−1, X 3 = 1
24

(
F (3)

n + FnM−1Ḟn + ḞnM−1Fn

)
,

M3 = − 1
24

Ḟn, Fa,3 = 1
24

(
F(3)

n + FnM−1Ḟn + ḞnM−1Fn

)
,

Va,3 = 1
24

M−1F̈n

5 G5 = 1
80

F (3)
n M−1 + 1

120
ḞnM−1FnM−1 + 1

240
FnM−1ḞnM−1,

X 4 = 7
240

ḞnM−1Ḟn + 1
80

(
F̈nM−1Fn + FnM−1F̈n

)
+ 1

120

(
F (4)

n + FnM−1FnM−1Fn

)
,

M4 = − 1
60

F̈n − 1
720

FnM−1Fn,

Fa,4 = 7
240

ḞnM−1Ḟn + 1
80

(
FnM−1F̈n + F̈nM−1Fn

)
+ 1

120

(
F(4)

n + FnM−1FnM−1Fn

)
,

Va,4 = 1
80

M−1F(3)
n + 1

120
M−1FnM−1Ḟn + 1

240
M−1ḞnM−1Fn

Henceany algorithm that does not conserve one or more of the constants of motion must be
limited in its order of accuracy.

6 Example momentum-conserving algorithm

To illustrate the theory developed in Sections 4 and 5, we now present a sample fourth-order
accurate, momentum-conserving algorithm that is time-symmetric and preserves relative equi-
libria; we acknowledge that there are many other possibilities. Due to the inherent inability
of higher-order energy-conserving algorithms from this family to preserve the paths of relative
equilibria, we prefer this choice to the conservation of energy. An energy–momentum higher-
order algorithm (which does not preserve the paths of relative equilibria) is, of course, pos-
sible, as is the higher-order energy-conserving and angular-momentum non-conserving (and
thus relative equilibrium non-preserving) algorithm due to Labudde and Greenspan[20]. For

12
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fourth-order accuracy we require, from Table 1,

G =
1

12
ḞnM−1∆t3 +

1

24
F̈nM−1∆t4 + O(∆t5),

X = Fn +
1

2
Ḟn∆t +

(1
6
F̈n +

1

12
FnM−1Fn

)
∆t2

+
1

24

(
F (3)

n + FnM−1Ḟn + ḞnM−1Fn

)
∆t3 + O(∆t4),

M = M − 1

12
Fn∆t2 − 1

24
Ḟn∆t3 + O(∆t4),

Fa = Fn +
1

2
Ḟn∆t +

(1
6

F̈n +
1

12
FnM−1Fn

)
∆t2

+
1

24

(
F(3)

n + FnM−1Ḟn + ḞnM−1Fn

)
∆t3 + O(∆t4) and

Va =
1

12
M−1Ḟn∆t2 +

1

24
M−1F̈n∆t3 + O(∆t4).

(6.1)

We can therefore define

G :=
∆t2

12
F∆M−1, M := M

(
M + ∆t2

12
F1/2

)−1

M,

X := X̃ +
∆t2

12
X̃ M−1X̃ , where X̃ := F 1/2 − ∆t

12
Ḟ∆,

Fa :=
1

∆t

∫ tn+1

tn

F(t)dt +
∆t2

12
F1/2M−1F1/2 and Va :=

∆t

12
M−1F∆

(6.2)

in order to fulfil the respective accuracy criteria, which are verified by taking a Taylor series
expansion of each expression. (The definition ofFa obviously presumes the functionF(t) to be
integrable.) The properties of conservation of energy and momenta and also the preservation of
relative equilibria can all be easily verified for this scheme. This algorithm has been numerically
tested in [12], where it has been confirmed that appending global energy conservation to it as
described in Proposition 3 indeed deteriorates the performance. The algorithm itself, however,
still lacks robustness needed for its practical recommendation. Presumably, this is due to the
termḞ∆ = ˙Fn+1 − Ḟn in the definition ofX , which involves dot-product calculations when
evaluating the entrieṡfij n and ḟij n+1, which are known to cause numerical difficulties when
dealing with stiff problems [13].

7 Conclusions

In this work, the design of conservative algorithms with higher-order accuracy was investi-
gated for multi-element truss structures (or, equivalently, multi-particle dynamics), and condi-
tions under which they can be developed were given. A general framework for algorithms that
conserve linear and angular momenta was presented, and conditions for global energy conserva-
tion were also given. Criteria for the preservation of relative equilibrium states, time symmetry,
and also for higher-order accuracy were elaborated in detail, and the exact solution to a general
non-linear problem was derived (in power-series form).

Time-symmetric algorithms that conserve linear and angular momenta can be designed to have
arbitrarily high orders of accuracy. This can be achieved without recourse to extra stages or
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calculation or additional degrees of freedom in a manner proposed by Argyriset al. [1, 2] and
LaBudde and Greenspan [19, 20], although the resulting systems of equations will no longer
be as sparse for higher-order schemes. These algorithms can also be designed to conserve en-
ergy or preserve relative equilibrium states, although they cannot do both. It looks as though
in the process of developing efficient time-stepping schemes for structural dynamics (where the
problems are inherently stiff), the order of accuracy should not be given too prominent a role.
Instead, techniques designed to improve global accuracy should be investigated and, as an ex-
ample, we have indicated a method to capture the exact relative equilibrium solutions. In future,
we intend to explore such algorithms in more detail.
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