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1 Introduction and the statement of the main theorem

We consider here a remarkable special case of the following problem: given
a commutative ring k, when may a given associative k-algebra U with n
generators, say X0

1 , . . . , X
0
n, be represented as a formal 1-parameter defor-

mation of a commutative polynomial subalgebra k[x1, . . . , xn] of the Weyl
algebra An,k := k[x1, . . . , xn, ∂

1, . . . , ∂n]/〈∂jxi − xi∂
j − δj

i 〉, where the whole
deformation is within the Weyl algebra itself. More explicitly, we look for the
deformations of the form

X0
i t = xi +

∞∑
N=1

PN,it
N , PN,i ∈ An,k,

where t is a deformation parameter. Because the deformation can introduce
only infinitesimal noncommutativity, we rescaled the generators X0

i by factor
t in the very formulation of the problem, i.e. the actual algebra realized as a
deformation is Ut, what is the positive degree Ut = ⊕i>0Ut

i part of U⊗k k[[t]].
Such a deformation, if it exists, does not need to be unique. In this paper
we find a universal formula which provides such a deformation when U is the
enveloping algebra of any Lie algebra g over any unital ring k containing the
field Q of rational numbers. Still, the underlying k-module of g will be as-
sumed free (only projective when formula given in invariant form) and finitely
generated.

Given a basis X0
1 , . . . , X

0
n of a free finite-rank k-module underlying a Lie

algebra g, the structure constants (C0)k
ij of g are defined by [X0

i , X
0
j ] =∑n

k=1(C
0)k

ijXk and are clearly antisymmetric in the lower two indices. As usual,
the choice of the basis will be considered as an isomorphism X0 : kn → g given
by X0(ei) = X0

i , where e1, . . . , en is the standard basis of kn.

Let g ⊗k k[[t]] = ⊕∞i=0gt
i be the Lie algebra g but with scalars extended

to include formal power series in one variable. Its positive degree part gt :=
⊕∞i=1gt

i is a Lie subalgebra of g⊗kk[[t]] over k[[t]] with basis X1, . . . , Xn where
Xi = X0

i t. Then [Xi, Xj] = Ck
ijXk where the new structure constants Ck

ij :=
(C0)k

ijt are also of degree 1 in t and may be interpreted as infinitesimal. Denote
by U(gt) the universal enveloping k[[t]]-algebra of gt. It naturally embeds into
(U(g))t := ⊕i>0U(g)ti.

Define a matrix C over An,k by Ci
j =

∑n
k=1C

i
jk∂

k.

Main theorem. In above notation, if the structure constants are
totally antisymmetric, then for any number λ ∈ k, the formula

Xi 7→
∑
α

xαϕ
α
i

2



where

ϕα
β :=

∞∑
N=0

(−1)NBN

N !
(CN)α

β ∈ k[∂1, . . . , ∂n][[t]] ↪→ An,k[[t]], (1)

and Bn are Bernoulli numbers, extends to an embedding of associa-
tive k[[t]]-algebras Φλ : U(gt) ↪→ An,k[[t]]. If k = C (or Q[

√
−1]), and if

the basis is chosen such that Ci
jk ∈ R

√
−1, and λ ∈ R, then the same

holds for the more general formula

Xi 7→
∑
α

λxαϕ
α
i + (1− λ)ϕα

i xα.

Note that, for λ = 1
2
, the expressions for Xi are hermitean (invariant with

respect to the standard antilinear involution on An,C). In particular, for λ = 1

Xi 7→ xi +
1

2
Ck

ijxk∂
j +

1

12
Ck′

ijC
k
k′j′xk∂

j∂j′ − 1

720
Ck′

ijC
k′′

k′j′C
k
k′′j′′xk∂

j∂j′∂j′′ + . . .

Clearly, the image Φλ(U(gt))/(tΦλ(U(gt))) modulo the subspace of all elements
of degree 2 and higher in t is the polynomial algebra in dimk g commuting
variables xi = Φλ(Xi). Thus this embedding may be considered as a realization
of U(gt) as a deformation of the commutative algebra k[x1, . . . , xn], where
the whole deformation is taking place within the Weyl algebra An,k.

In Section 2 we show that the generalization to general λ (when k = C) is
easy. In Sections 3–6 three of us (S.M., A.S., Z.Š.) motivate and prove the
theorem by direct computation with tensors. In Sections 7–9 the first author
(N.D.) gives an alternative proof and interpretation using formal geometry. In
this second part, a completed Weyl algebra is used instead of working with
a deformation parameter t to make sense of the power series expressions in
our formulas. Over an arbitrary ring k ⊃ Q, the completed Weyl algebra is
identified with the algebra of formal vector fields on a formal neighborhood
of the origin in our Lie algebra g, considered here as a formal variety. Sim-
ilarly to the classical Lie theory over k = C or R, where the elements of a
Lie algebra can be interpreted as (say, right) invariant vector fields on a Lie
group, we identify the elements of a Lie algebra g over any ring k ⊃ Q to the
right-invariant formal vector fields on a suitable formal group, and compute
them in terms of the coordinate chart given by an appropriate version of the
exponential map. As a consequence, in this part (Sections 7–9), we actually
construct a deformation of the abelian subalgebra generated by the ∂i within
the Weyl algebra, rather than the subalgebra of coordinates, but the differ-
ence is inessential: the automorphism of the Weyl algebra mapping xi 7→ −∂i,
∂i 7→ xi interchanges the formulas between the first and the second parts of
the work. However, we kept the different conventions as the deformation of
“space” coordinates xi is our initial motivation, while the representation via
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vector fields is also a valuable geometric point of view. In Section 10, N.D.
adds a third proof using coalgebra structure and coderivations. In some sense
this proof is obtained by “dualizing” the previous geometric proof; this makes
the proof shorter but more difficult to understand.

As we learned from D. Svrtan after completing our first proof, one can find
a superimposable formula in E. Petracci’s work [Petracci] on representa-
tions by coderivations. More precisely, Theorem 5.3 and formula (20) of her
work, once her formulas (13) and (15) are taken into account, correspond
to our 10.10, i.e. the invariant form of the Main Formula of present work,
expressed in the language of coderivations, prior to any Weyl algebra identifi-
cations (Weyl algebras are in fact never mentioned in [Petracci]) and explicit
coordinate computations. Moreover, our formulas of 10.6 essentially appear
in [Petracci], Remark 3.4.

Notation. Throughout the paper, for ρ = 1, . . . , n, we use the k-linear deriva-
tions δρ := d

d(∂ρ)
of An,k. If r is a real number, then brc denotes the largest

integer smaller or equal to r (integer part or floor of r).

All considered modules over unital rings will be unital. For a k-module M ,
S(M), T (M) will denote its symmetric and tensor k-algebra, respectively.

2 Reduction to λ = 1

2.1. Let ψ and χ be matrices of expressions depending on ∂-s. Assume Einstein
convention (summation over each pair of repeated indices). Then

[xαψ
α
µ , xβχ

β
ν ] = xγ((δρψ

γ
µ)χρ

ν − (δρχ
γ
ν)ψ

ρ
µ)

[xαψ
α
µ , χ

β
νxβ] = xγ((δρψ

γ
µ)χρ

ν − (δρχ
γ
ν)ψ

ρ
µ)− ψα

µ(δαδβχ
β
ν )

[ψα
µxα, χ

β
νxβ] = xγ((δρχ

ρ
ν)ψ

γ
µ − (δρψ

ρ
ν)χ

γ
ν)

[ψα
µxα, xβχ

β
ν ] = xγ((δρχ

ρ
ν)ψ

γ
µ − (δρψ

ρ
ν)χ

γ
ν) + ψα

µ(δαδβχ
β
ν )

2.2. There is a k-linear antiautomorphism † of the Weyl algebra An,k given
on generators by x 7→ x and ∂ 7→ −∂. In particular, (xαϕ

α
µ)† = (ϕα

µ)†xα.

In the case when k = C, we also have the conjugation – the antilinear involu-
tion which will be also denoted by †. In that case, it is easy to check that for
ϕ given by formula (1) we have ϕ = ϕ†.
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2.3. From the formulas in 2.1, or, even easier, directly, we obtain

[xαϕαµ, xβϕβν ] + [ϕαµxα, ϕβνxβ] = [xαϕαµ, ϕβνxβ] + [ϕαµxα, xβϕβν ] (2)

Therefore

[λxαϕ
α
µ + (1− λ)(xαϕ

α
µ)†, λxβϕ

β
ν + (1− λ)(xβϕ

β
ν )†] =

= [λxαϕ
α
µ + (1− λ)ϕα

µxα, λxβϕ
β
ν + (1− λ)ϕβ

νxβ]
(2)
= λ(λ+ 1− λ)[xαϕ

α
µ, xβϕ

β
ν ] +

+ (1− λ)(1− λ+ λ)[ϕα
µxα, ϕ

β
νxβ]

= λ[xαϕ
α
µ, xβϕ

β
ν ] + (1− λ)([xβϕ

β
ν , xαϕ

α
µ])†

Thus it is sufficient to prove the λ = 1 identity

[xαϕ
α
µ, xβϕ

β
ν ] = Cρ

µνxγϕ
γ
ρ (3)

and the general identity is λEq.(3) + (1− λ)Eq.(3)†.

3 Covariance and the universal case

3.1. In calculational approach, we first try a more general Ansatz, and then
gradually inspect various identities a formula should satisfy in each order in the
deformation parameter in order to provide a Lie algebra representation. After
long calculations we conclude that specializing the coefficients to Bernoulli
numbers ensures that the identities hold.

Our more general Ansatz, with nice covariance properties under GL(n,k)-
action, is a special case of a more general requirement of functoriality. We
want that our formula be universal under change of rings, and universal for
all Lie algebras over a fixed ring. Thus we build the Ansatz from tensors in
structure constants of certain kind, and we want the shape to be controlled
(covariant in some sense) under the morphisms of Lie algebras, where we allow
the underlying ring, the Lie algebra, and its basis to change. To this end we
will define certain universal ring, which is not a field, and later a universal Lie
algebra over it where our calculations in fact take place. By specialization, the
formulas then imply the formulas for “concrete” Lie algebras.

3.2. Definition. Consider the affine k-space kn3
. Define the affine function

algebra k[Cn] of the affine variety Cn (“the variety of generic structure con-
stants of generic rank n Lie k-algebra”) to be the polynomial algebra in n3-
variables C̄i

jk, i, j, k = 1, . . . , n, modulo the homogeneous relations
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(i) C̄i
jk = C̄i

kj (antisymmetry in lower indices)
(ii)

∑
α C̄

α
ijC̄

l
αk + C̄α

jkC̄
l
αi + C̄α

kiC̄
l
αj = 0 ∀i, j, k, l (Jacobi identity).

Let Ln be the Lie k[Cn]-algebra over k[Cn], free as a k[Cn]-module with basis

X : (k[Cn])n
∼=→ Ln and bracket [Xk, Xl] = C̄i

klXi. It will be sometimes also
called universal.

3.3. The correspondence which to each k-algebra associates the set of all Lie
brackets on the free k-module kn of rank n extends to a covariant functor
from the category of (unital associative) k-algebras to the category of sets. It
is clearly represented by k[Cn]. If we take an arbitrary rank n free Lie algebra g

over k as a Lie algebra, and fix a basis X0 = (X0
1 , . . . , X

0
n) : kn → g, it can be

therefore considered as a point of affine k-variety Cn. The map of k-algebras
evg := evg,X0 : k[Cn] → k determined by C̄i

jk 7→ Ci
jk is called the evaluation

map.

3.4. Let An,k[[t]] be the k[[t]]-algebra of formal power series in one indeter-
minate t with coefficients in An,k. Any choice of a basis in g provides an
isomorphism of k-modules from S(g)⊗ S(g∗) to An,k, where S(g) is the sym-
metric (polynomial) algebra in X0

1 , . . . , X
0
n. Algebra S(g)⊗ S(g∗) acts on the

left and right on S(g), namely the elements of S(g) act by multiplication, and
the elements of g∗ act by derivations.

3.5. GLk(g) ∼= GL(n,k) naturally acts on g, g∗, T (g)⊗T (g∗) and S(g)⊗S(g∗).
We will take our Lie algebra g to be free as k-module to be able to work with
tensor components. As our main interest is in the formulas for generators,
given O ∈ GLk(g), we find more convenient to consider the matrix elements
Oα

i for the expansion of a new basis OX in terms of old X, rather than
the more customary matrix elements for the expansion of the contragradient
vector components: (OX)i =:

∑
αOα

i Xα The structure constants C
(O)i
jk in the

new frame (OX)1, . . . , (OX)n can be easily described

[(OX)i, (OX)j] = C
(O)σ
ij (OX)σ, (4)

where C
(O)σ
ij := Oα

i O
β
j C

γ
αβ(O−1)σ

γ (clearly the structure constants make a ten-
sor which may be considered as living in g∗ ⊗ g∗ ⊗ g, but we here present
everything in coordinates).

3.6. The natural GL(g,k)-action on S(g) ⊗ S(g∗) transports to the Weyl
algebra An,k via the identification of their underlying k-modules. Both actions
may be considered as factored from T (g)⊗T (g∗). It is crucial that the induced
action is compatible both with the product in An,k and with the product in
S(g) ⊗ S(g∗), in the sense that O(x · y) = O(x)O(y) for any x, y ∈ An,k,
O ∈ GL(g,k) ∼= GLn(k). This is because the GL(g,k)-action is factored from
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the action on T (g)⊗ T (g∗). Namely, the defining ideal, both for S(g)⊗ S(g∗)
and for An,k, is GLn(k)-invariant (in the case of An,k, ∂jxi − xi∂

j − δj
i are

components of a tensor for which all components are included in the ideal).
For this GLn(k)-action, x = (x1, . . . , xn) are GLn(k)-cogredient with respect
to X, and ∂ = (∂1, . . . , ∂n) are contregredient, i.e. (Ox)i = Oα

i xα and (O∂)i =
(O−1)i

α∂
α.

Contractions of tensors with respect to the product in An,k have the same
covariance, as if they would be contractions with respect to the product in
S(g) ⊗ S(g∗). Given a contraction, c : (g∗)m ⊗ gn → (g∗)m−1 ⊗ gn−1 (e.g. the
pairing g∗ ⊗ g → k), and tensors A ∈ g∗, B ∈ g one usually considers the
behaviour or c(A,B) under the action c(A,B) 7→ c(OA,OB) and likewise
for multiple contractions. Writing down C in terms of Ci

jk and ∂l and using
induction it is direct to show that

(OCN)σ
ρ =

∑
i,j Oσ

i (CN)i
j(O−1)j

ρ

O(
∑

αAαxα(CN)α
β) =

∑
σOσ

β

∑
αAαxα(CN)α

σ ,

Thus looking for the solution in terms of a series
∑

αAαxα(CN)α
β is seeking for

a solution which behaves covariantly with respect to the change of coordinates
under GLn(k).

3.7. In the case of the universal rank n Lie algebra Ln over k[Cn], the compo-
nents of the structure tensor are identical to the generators of the ground ring.
Hence O induce an automorphism of k[Cn] as a k-module. It is a remarkable

fact, however, that C
(O)i
jk satisfy the same relations as Ci

jk, i.e. O induces an
k-algebra automorphism of k[Cn]. For example, if we want to show the Jacobi
identity, we consider

O(Cα
ijC

l
αk) = Or

iOs
jC

σ
rs(O−1)α

σOt
αOu

kC
τ
tu(O−1)l

τ = Or
iOs

jOu
kC

t
rsC

τ
tu(O−1)l

τ

and, two other summands, cyclically in (i, j, k). Now rename (r, s, t) apropri-
ately in the two other summands to force the same factor Or

iOs
jOu

k in all three
summands. Then the CC-part falls in a form where the Jacobi identity can
be readily applied. The covariance follows from the functoriality under the
canonical isomorphism of k[Cn]-Lie algebras from the pullback O∗Ln to Ln for
all O in GLn(k).

3.8. A more general covariant Ansatz Xβ =
∑

IJK AIJKxα(TrC2I)J(CK)α
β is

likely useful for finding new representations for specific Lie algebras. In the
universal case (g = Ln), however, the traces are contraction-disconnected from
the rest of expression, and different trace factors can not be mixed. Namely,
the defining ideal of k[Cn] does not have “mixed” (different J and K) elements,
and commuting xα with such tensors also does not produce them either.
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4 Differential equation and recursive relations

Introduce the “star” notation for higher order connected tensors. Namely, in
order to spot better just the relevant indices, if we have the contraction of
an upper index in one of the C-factors with one lower index of the next C-
factor, we may just write the ∗ symbol on the two places. In that notation,
the derivative δρ = ∂

∂(∂ρ)
applied to CI equals

δρ(C
I)γ

µ = C∗
µρC

∗
∗C

∗
∗ · · ·Cγ

∗ + C∗
µC

∗
∗ρC

∗
∗ · · ·Cγ

∗ + . . .+ C∗
µC

∗
∗C

∗
∗ · · ·Cγ

∗ρ

From [xαϕ
α
µ, xβϕ

β
ν ] = Cσ

µνxγϕ
γ
ρ (C1) (see Section 2), equating the polynomials

in ∂-s in front of xγ, we obtain the system of differential equations manifestly
antisymmetric with respect to the interchange µ↔ ν:

(δρϕ
γ
µ)ϕρ

ν − (δρϕ
γ
ν)ϕ

ρ
µ = Cσ

µνϕ
γ
σ

We use Ansatz ϕi
j =

∑∞
N=0AI(C

I)i
j where A0 = 1 and (C0)i

j = δi
j. In any

order N ≥ 1 in expansion in t (hence in Ci
jk-s and also in ∂i-s) we thus obtain

N∑
I=1

AIAN−I

{
[δρ(C

I)γ
µ](CN−I)ρ

ν − [δρ(C
I)γ

ν ](C
N−I)ρ

µ

}
= AN−1C

σ
µν(C

N−1)γ
σ

(5)
Notice that for N = I,

δρ(C
I)γ

µ(CN−I)ρ
ν = δν(C

N)γ
µ

= C∗
µνC

∗
∗ · · ·Cγ

∗ + C∗
µC

∗
∗νC

∗
∗ · · ·Cγ

∗ + . . .+ C∗
µC

∗
∗ · · ·Cγ

∗ν

=: M ′
0 +M ′

1 + . . .+M ′
N−1

where we use the star notation, as explained above. Of course, the tensors
M ′

I = (M ′
I)

γ
µν have three supressed indices µ, ν, γ. In equation (5) these tensors

come in the combination (MI)
γ
µν := (M ′

I)
γ
µν − (M ′

I)
γ
νµ antisymmetrized in the

lower two indices. In detail,

M0 = (M0)
γ
µν := 2C∗

µνC
∗
∗C

∗
∗ · · ·Cγ

∗ ,

MI = (MI)
γ
µν := (CI−1)∗µC

∗
∗ν(C

N−I−1)γ
∗ − (µ↔ ν), 1 ≤ I ≤ N − 1,

MN−1 = (MN−1)
γ
µν := C∗

µ(CN−2)∗∗C
γ
ν −C∗

ν(C
N−2)∗∗C

γ
µ.

One can easily show that if the Lie algebra in question is su(2) then M0 =
M1 = . . . = MN−1 and the rest of the proof is much simpler. We checked using
Mathematica TM that already for su(3) the MI-s are mutually different.
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In particular, the N = 1 equation is obvious: A1(C
γ
µν − Cγ

νµ) = Cγ
µν what by

antisymmetry in (µ↔ ν) forces A1 = 1
2
.

The Jacobi identity [[Xi, Xj], Xk] + cyclic = 0 will be used in the form

∑
α

Cα
ijC

β
αk + Cα

jkC
β
αi + Cα

kiC
β
αj = 0.

Together with the antisymmetry in the lower indices it implies

C∗
iC

γ
∗k = C∗

kC
γ
∗i + C∗

ikC
γ
∗ (6)

In the 2nd order (N = 2),

A2
1C

γ
∗µC

∗
ν + A2(C

∗
νµC

γ
∗ + C∗

µC
γ
ν∗)− (µ↔ ν) = A1C

∗
µνC

γ
∗ .

After applying (6) with µ = i, ν = k, we obtain A2
1 + 3A2 = A1 (up to a

common factor, which is in general nonzero), hence A2 = 1/12.

In higher order, we will recursively show that the odd coefficients are zero
(except A1). That means that, among all products AIAN−I , only the terms
I = 1 and I = N − 1, where the product equals A1AN−1 = 1/2AN−1 survive.
Now, AN−1 is at the both sides of the equation, and as we suppose those to
be non-zero (what is justified afterwards), we divide the equation by AN−1 to
obtain

Cγ
µρ(C

2K)ρ
ν +

[
Cρ

νδρ(C
2K)γ

µ

]
− (µ↔ ν) = 2Cσ

µν(C
2K)γ

σ

where 2K + 1 = N .

In even order N = 2k ≥ 4, the RHS is zero. Because of the different shape
of the tensors involved, we split the LHS into the part I = N , and the rest,
which we then move to the RHS to obtain

−AN(M0 +M1 + . . .+MN−1) =
N−1∑
I=1

AIAN−I

{
[δρ(C

I)γ
µ](CN−I)ρ

ν − (µ↔ ν)
}

(7)
forN even. The expression in the curly brackets will be denoted by (KI,N−I)

γ
µν .

As γ, µ, ν will be fixed, and we prove the identities for all triples (γ, µ, ν) we
will just write KI,N−I without indices. In this notation (7) reads,

−AN(M0 +M1 + . . .+MN−1) =
N−1∑
I=1

AIAN−IKI,N−I . (8)

As an extension of this notation, we may also denote

K0,N = M0 +M1 + . . .+MN−1.
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Notice that

[xα(CI)α
µ, xβ(CI)β

ν ] = xγ(KI,N−I)
γ
µν , I = 0, 1, . . . , N.

Lemma. For L = 0, 1, 2, . . . and 1 ≤ µ, ν, γ ≤ n

Cρ
νC

∗
µρ(C

L)γ
∗ −Cρ

µC
∗
νρ(C

L)γ
∗ = Cσ

µν(C
L+1)γ

σ (9)

Cγ
µρ(C

L)ρ
ν +

[
Cρ

νδρ(C
L)γ

µ

]
− (µ↔ ν) = 2Cσ

µν(C
L)γ

σ (10)

Proof. Equation (9) follows easily by applying the Jacobi identity in form (6)
to the expression Cρ

νC
∗
µρ −Cρ

µC
∗
νρ and contracting with CL.

Equation (10) will be proved by induction. For L = 0 it boils down to (6). We
need to verify directly also L = 1 because this will also be used in the proof
for the step of induction.

Suppose that (10) holds for L. Then for L+ 1, by Leibniz rule, the LHS is

Cγ
µρ(C

L+1)ρ
ν + Cρ

νC
∗
µδρ(C

L+1)γ
∗ + Cρ

νC
∗
µρ(C

L)γ
∗ − (µ↔ ν)

According to (9) the term Cρ
νC

∗
µρ(C

L)γ
∗ − (µ↔ ν) contributes to exactly one

half of required RHS. Hence it is sufficient to prove that

Cγ
µρ(C

L+1)ρ
ν + Cρ

νC
∗
µδρ(C

L)γ
∗ − (µ↔ ν) = Cσ

µν(C
L+1)γ

σ
(11)

This equation is then proved by induction. Suppose it holds for L, for all γ.
Then multiply by Cτ

γ and sum over γ to obtain Cσ
µν(C

L+2)τ
σ at RHS and

Cτ
γC

γ
µρ(C

L+1)ρ
ν + Cρ

νC
∗
µδρ(C

L+1)τ
∗ −Cρ

ν(C
L+1)∗µC

τ
∗ρ − (µ↔ ν)

at LHS (we used the Leibniz rule again). Using the antisymmetrization in
(µ↔ ν) and renaming some dummy indices we obtain

(C∗
µρC

τ
∗ + C∗

µC
τ
ρ∗)(C

L+1)ρ
ν + Cρ

νC
∗
µδρ(C

L+1)τ
∗ − (µ↔ ν).

Using (6) we can sum inside the brackets to obtain

Cτ
µ∗(C

L+2)∗ν + Cρ
νC

∗
µδρ(C

L+1)τ
∗ − (µ↔ ν)

as required.

Corollary. If A0 = 1 and A1 = 1/2, A2K+1 = 0 for K = 1, . . . , K0 − 1 and
the relation (5) holds for N odd where N = 2K + 1 with K < K0, then the
relation (5) also holds for N = 2K0 + 1.

Corollary. In particular, relation (5) holds for N odd if AK = (−1)KBK/K!.

10



The even case will require much longer calculation. Before that, observe that
KI,N−I = KN−I,I , and regarding that for N > 2, the term A1AN−1 = 0, hence
all odd-label terms are zero, hence the equation (8) for even N ≥ 4 reads

−AN(M0 +M1 + . . .+MN−1) =

N
2∑

k=1

A2kAN−2kK2k,N−2k. (12)

5 Hierarchy of formulas and the basis of identities

Throughout this section the order N ≥ 2.

5.1. (Z-tensors, Ẑ-tensors) For 1 ≥ γ, µ, ν ≤ n, µ 6= ν define the (compo-
nents of) Z-tensor

(Z l,m,k)γ
µν := (Cl)∗µ(Cm)∗νC

∗
∗∗(C

k)γ
∗ − (µ↔ ν), (13)

where l,m, k ≥ 0, l+m+ k+ 1 = N . Recall that Cr
su are either the structure

constants of a Lie algebra of rank n as a k-module, or, in the universal case,
the generators of k[Cn]. However, the RHS makes also sense when the Cr

su,
for r, s, u = 1, . . . , n, are simply the n3 generators of a free commutative k-
algebra (no Jacobi, no antisymmetry). In that case, the LHS will be denoted
(Ẑ l,m,k)γ

µν .

From now on, whenever µ, ν, γ are of no special importance, we write simply
Z l,m,k, and Ẑ l,m,k, i.e. γ, µ, ν will be skipped from the notation whenever they
are clear from the context. As before, ∗-s are dummy indices, and upper ∗-
s are contracted to lower stars pairwise in left-to-right order. (Z l,m,k)γ

µν are
components of a rank 3 tensor, antisymmetric in lower indices. Each of the
two summands is a contraction of l+m+ k C-s and one C. Such expressions
appear in our analysis when N = l + m + k + 1. By obvious combinatorial
arguments, this tensor T is contraction-connected (the copies of the generators
(C-s and ∂-s) involved can not be separated into two disjoint subsets without
a contraction involving elements in different subsets). In a universal case, the
components of this tensor lie in k[Cn][∂1, . . . , ∂n]. The Z-tensors may be called
also “star-tensor”, what points to a useful graphical notation in which the
three branches Cl,Cm,Ck are drawn respectively left, down and right from
the central “node” C, attached by lines denoting contractions to the three
indices of C.

5.2. (Special cases of Z-tensors: bi, Mj) Any of l,m, k may take value zero:
(C0)i

j = δi
j is then the Kronecker tensor. This mean that a “branch” was cut

and we have monomials in the tensor which are linear “M -” and “b-” chains

11



denoted M0, . . . ,MN−1, b0, b1, . . . , bN−1, where for all 0 ≤ k ≤ N − 1,

bk := Zk,N−k−1,0 = (Ck)∗νC
γ
∗∗(C

N−k−1)∗µ − (µ↔ ν)

Mk := Zk,0,N−k−1 = (Ck)∗µC
∗
∗ν(C

N−k)γ
∗ − (µ↔ ν)

Then

M0 = Z0,0,N−1 = C∗
µν(C

N−1)γ
∗ − (µ↔ ν)

MN−1 = ZN−1,0,0 = (CN−1)∗µC
γ
∗ν − (µ↔ ν) = b0 = bN−1

KI,N−I =
[
δρ(C

I)γ
µ

]
(CN−I)ρ

ν −
[
δρ(C

I)γ
ν

]
(CN−I)ρ

µ

=
∑I−1

l=0 (Cl)∗µC
∗
∗ρ(C

I−l−1)γ
∗(C

N−I)ρ
nu− (µ↔ ν)

=
∑I−1

l=0 Z
l,N−I,I−l−1.

(14)

5.3. (Spaces of Z-tensors) The k-span of all Z-s is denoted ZN = Zγ
k,N,µ,ν ⊂

k[Cn][∂1, . . . , ∂n]. Similarly, the k-span of all Ẑ-s is denoted by Ẑγ
k,N,µ,ν . First

of all we need

Lemma. (Before we quotient out by Jacobi identities and antisymmetry), if
n is sufficiently big, all Ẑ l,m,k are k-linearly independent.

This lemma is in the setting of the free polynomial algebra on Cr
su (tensored

by the symmetric algebra in ∂i-s), hence finding the monomial summands
in Ẑ l,m,k, which comprise a part of the standard basis, and which are not
summands in any other Ẑ l′,m′,k′ , is easy to do, if there are sufficiently many
distinct indices to choose from, say, one distinct from each contraction. On
the other extreme, if n = 1, all contractions involve the same index, and hence
there are degeneracies. We leave more precise argument (proof of the lemma)
as a combinatorial exercise for the reader.

Clearly, (ZN)γ
µν = ẐN/(JN + J ′N), where JN , J ′N are the two submodules de-

fined as follows. JN consists of all elements of the form
∑

ijk r
p
ijk(Q

ijk
p )γ

µν where
rp
ijk = C∗

ijC
p
∗k +C∗

jkC
p
∗i +C

∗
kiC

p
∗j, and Qijk

p is a tensor involving (N−2) C-s and
(N−1) ∂-s (those numbers are fixed, because both the Jacobi identities and the
antisymmetry are homogeneous relations), and of external GLn(k)-covariance
()γ

µν . Contraction-connected tensors are in generic case linearly independent
from disconnected, hence by counting free and contracted indices, we observe
that in each monomial involved in Qijk

p , at least one of the indices i, j, k, is
contracted to a ∂-variable. Similarly, using J ′N , one handles the antisymmetry.

Our strategy to determine the structure of (ZN)γ
µν is as follows: we start

with ẐN and then determine the submodule of relations JN + J ′N , trying
to eliminate superfluous generators to the point where algebraic analysis will

12



become explicit enough. We notice first, that the terms where rijk is coupled
to ∂i and ∂j simultaneously are superfluous: by antisymmetry (using J ′N) this
will be the contraction of a symmetric and antisymmetric tensor in one of
the summands, and the two others are equal in ẐN/J

′
N . Similarly, with other

double contractions of rijk with ∂. In other words, Jacobi identities always
come in the covariant combination obtained by contracting exactly one of the
three indices to ∂, as in (6). In degree N , exactly the following relations are
of that Jacobi type:

Z l,m+1,k = Z l,m,k+1 − Z l+1,m,k. (15)

By this identity we can do recursions in l,m or k. When l or m is zero Z-s are
M -s. Hence M -chains span the whole ZN (but they are not independent). The
antisymmetry in lower indices of Ci

jk is nontrivial only if neither of the two
indices are contracted to ∂-s. But that means, that this is the central node of
the star-tensor, and the interchange of the two indices may be traded for the
interchange of nodes of µ and ν branch, what results in the identities

Z l,m,k = Zm,l,k (16)

thereafter called symmetries. In particular, bk = bN−k−1.

In addition to Zγ
kNµν we introduce also spaces Fγ

kN and ZFkN as follows: Fk,N

is the free k-module generated by the symbols F l,m,k where l,m, k ≥ 0 and
l +m+ k + 1 = N ; furthermore, ZFkN := FkN/I, where I is the submodule
generated by symmetries F l,m,k − Fm,l,k and relations F l,m+1,k + F l+1,m,l −
F l,m,k+1. Image of F l,m,k in ZFkN will be denoted by Z l,m,k

F .

The summary of the above discussion may be phrased as follows:

5.4. Proposition. Let N ≥ 1, n sufficiently big, 1 ≤ µ, ν, γ ≤ n and µ 6= ν.
The correspondence Z l,m,k

F 7→ (Z l,m,k)γ
µν extends to a k-module isomorphism

ZFkN
∼= Zγ

kNµν.

Thus from now on, we may work with the presentation for Zγ
k,N,µ,ν . Using (15)

we can do recursions to express Z-s in terms of special cases when one of
the labels is zero: namely M -s or b-s. We can choose a distinguished way to
do recursion, e.g. in each step lower m in each monomial. One ends with Z
expressed in terms of M -s in a distinguished way, and each symmetry will be
an identity between M -s, and there are no other identities in ZN . If we mix
various recursions, this is the same as doing the algorithm of distinguished
recursion, but at some steps intercepted by applying a symmetry.

13



5.5. Lemma. The distinguished way of recursion, always lowering m, yields

Z l,m,k =
m∑

j=0

(−1)j

(
m

j

)
Ml+j (17)

The alternative way of recursion, always lowering k, yields

Z l,m,k =
k∑

j=0

(
k

j

)
bl+j (18)

MN−k−1 =
k∑

i=0

(
k

i

)
bi (19)

Moreover,

M0 +M1 + . . .+MN−1 = δN,odd

(
N

N+1
2

)
b(N−1)/2 +

bN/2c−1∑
i=0

(
N + 1

i+ 1

)
bi (20)

and for any N even and 1 ≤ I ≤ N/2,

KI,N−I =
I−1∑
i=0

(
I

i

)
bi (21)

Proof. The frist two formulas follow by easy induction. Too see (20) we use (18):

MM−k−1 = ZN−k−1,0,k =
k∑

j=0

(
k

j

)
bN−k−1+j =

k∑
i=0

(
k

i

)
bN−i−1 =

k∑
i=0

(
k

i

)
bi

To see (20), notice that from (19) we have

∑N−1
k=0 MN−k−1 = b0 + (b0 + b1) + (b0 + 2b1 + b2) + . . .

= Nb0 +
(

N
2

)
b1 + . . .+ bN−1 =

∑N−1
i=0

(
N

i+1

)
bi

= δN,odd

(
N

(N−1)/2

)
b(N−1)/2 +

∑bN/2c−1
i=0

((
N

i+1

)
+
(

N
N−i

))
bi

with (20) immediately. To prove (21) we proceed as follows

KI,N−I
(14)
=

∑I−1
l=0 Z

l,N−I,I−l−1 =
∑I−1

j=0 Z
I−j−1,N−I,j = bI−1 + (bI−1 + bI−2) +

+ (bI−1 + 2bI−2 + bI−3) + . . .+ (bI−1 + . . .+ (I − 1)b1 + b0)

= IbI−1 +
(

I
2

)
bI−2 + . . .+ b0 =

∑I
j=1

(
I
j

)
bI−j =

∑I−1
i=0

(
I
i

)
bi. Q.E.D.

5.6. This result enables us that we can effectively do all computations with
Z-tensors either in terms of b-s or in terms of M -s. However, both sets of
variables have internal linear dependences which we will now study.
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First the case of b-s, which is much simpler. To study the relations among
the relations we introduce k-module FbkN as the free module on N symbols
b0, . . . , bN−1. modulo the relations bi = bN−i−1.

The relations (18) will be now taken as the definitions of Z-variables. More
precisely, define Z l,m,k

b =
∑k

j=0 bl+j ∈ FbkN . The only relations among Z l,m,k
b

are symmetries X
(s)
b,k := (Zb)

l,l+s,N−2l−s−1 − (Zb)
l+s,l,N−2l−s−1. Now

X
(s)
b,k =

N−2l−s−1∑
j=0

b̄l+j −
N−2l−s−1∑

i=0

b̄l+s+i =
N−2l−s−1∑

j=0

(b̄l+j − b̄N−l−j−1),

where we replaced i by j = N − 2l− s− 1− i in the second sum. Thus every
symmetry is a linear combination of the bN/2c relations bi−bN−i−1, which are
linearly independent in FbkN . This result, together with the way definitions
were set implies

5.7. Theorem. The correspondence Zk,l,m
F 7→ Zk,l,m

b extends to a unique iso-
morphism

FkN

∼=−→ FbkN/〈bi − bN−i−1, i = 0, . . . , b(N − 1)/2c〉.

Consequently, using 9.4 we get,

Corollary. For sufficiently large n, ZFkN is canonically isomorphic to FbkN/〈bi−
bN−i−1〉. In particular, dimQZQNγµν = N − bN/2c = b(N + 1)/2c = dN/2e.

In plain words, there are no relations among the bi-s except (consequences of)
the bN/2c symmetries for b-chains: bi = bN−i−1. The remainder of this section
will be dedicated to a much harder analogue of above calculation concerning
M -variables (not used in further sections).

5.8. Let FMkN be the free k-module on N − 1 symbols M̄i, i = 0, . . . , N − 1

Consider the “special symmetries”

Xk := Zk,k+1,N−2k−2
M − Zk+1,k,N−2k−2

M , k = 0, 1, . . . , b(N − 1)/2c, (22)

where Zk,l,m
M is defined to mimic Zk,l,m expressed in terms of M -s, using the

distinguished recursion lowering m, i.e. by the following version of (17):

Zk,l,m
M :=

m∑
j=0

(−1)j

(
m

j

)
M l+j.
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Xk = Mk +
k∑

j=0

(−1)j+1

[(
k

j

)
+

(
k + 1

j + 1

)]
Mk+j+1, k ≤ N/2− 1

X0 = M0 − 2M1 = M0 ↑ (1,−2)

X1 = M1 − 3M2 + 2M3 = M1 ↑ (1,−3, 2)

X2 = M2 − 4M3 + 5M4 − 2M5 = M2 ↑ (1,−4, 5,−2)

X3 = . . . = M3 ↑ (1,−5, 9,−7, 2)

X4 = . . . = M4 ↑ (1,−6, 14,−16, 9,−2)

and in general

Xk = Mk ↑
(

1,−k, . . . , (−1)k−1

((
k

2

)
+

(
k + 1

2

))
, (−1)k(2k + 1), (−1)k+12

)
(23)

Our aim now is to show that all other symmetries are expressed in terms of
Xk. For s ≥ 0, these formulas generalize to

X
(s)
j := Zj,j+s,∗

M − Zj+s,j,∗
M =

b s−1
2
c∑

k=0

(−1)k

(
s− k − 1

k

)
Xj+k (24)

where 2j + s+ ∗ = N and bc denotes the greatest integer part. In particular,

X
(0)
j = 0, X

(1)
j = X

(2)
j = Xj,

X
(3)
j = Xj −Xj+1,

X
(4)
j = Xj − 2Xj+1,

X
(5)
j = Xj − 3Xj+1 +Xj+2,

X
(6)
j = Xj − 4Xj+1 + 3Xj+2,

X
(7)
j = Xj − 5Xj+1 + 6Xj+2 −Xj+3,

X
(8)
j = Xj − 6Xj+1 + 10Xj+2 − 4Xj+3,

X
(9)
j = Xj − 7Xj+1 + 15Xj+2 − 10Xj+3 +Xj+4

as it is easy to verify directly. Formula (24) in general follows from a cumber-
some induction. Alternatively, by (17) and (22) the equation (24) is equivalent
to the following statement in the free k-module on M -symbols:

∑j+s
i=0(−1)i

(
j+s

i

)
M j+i −

∑j
i=0(−1)i

(
j
i

)
M j+s+i =

∑[ s−1
2

]

k=0 (−1)k
(

s−k−1
k

)
×

×
(∑j+k+1

i=0 (−1)i
(

j+k+1
i

)
M j+k+i −

∑j+k
i=0 (−1)i

(
j+k

i

)
M j+k+i+1

)
.

Equate the coefficients in front of (−1)iM j+i to obtain that (24) is equivalent
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to the assertion that, for all i,

(
j + s

i

)
− (−1)s

(
j

i− s

)
=

b s−1
2
c∑

k=0

(
s− k − 1

k

)((
j + k + 1

i− k

)
+

(
j + k

i− k − 1

))
,

(25)

with the convention
(

a
b

)
= 0 whenever b falls out of the range 0 ≤ b ≤ a. E.g.

if s = 5, j = 4, the equality reads 126 = 126 for i = 4 and 88 = 88 for i = 6.

5.9. Proposition. Equation (25) holds for all integers i > 0, j > 0, s > 0.

Proof. Label the equation (25) with the triple (j, s, i). Roughly speaking, we
do the induction on s, however being a bit careful with the choice of j and i in
the induction step (it seems that the direct implication (j, s, i)⇒ (j, s+ 1, i)
is far too complex to be exhibited).

If i = 1, then (25) is the tautology j + s = j + s. If s = 1, i > 0, j >

0, the equation (25) becomes the tautology
(

j+1
i

)
+
(

j
i−1

)
=
(

j+1
i

)
+
(

j
i−1

)
,

and for s = 2 the simple identity
(

j+2
i

)
−
(

j
i−2

)
=
(

j+1
i

)
+
(

j
i−1

)
. If i ≥ 2,

then adding LHS for (j, s, i) and for (j + 1, s − 1, i − 1) together, we get(
j+s

i

)
+
(

j+s
i−1

)
− (−1)s−1

((
j+1
i−s

)
−
(

j
i−s

))
=
(

j+s+1
i

)
− (−1)s+1

(
j

i−s−1

)
, what is

the LHS of (j, s+1, i). When adding the RHS of (j, s, i) and of (j+1, s−1, i−1)
add pairwise the summands for label k in (j, s, i) and those for label k − 1 in
(j + 1, s− 1, i− 1): for such combination of k-s the expression in the brackets
on the RHS is identical and the prefactors involving s add nice.

The identity (25) therefore holds for all j > 0, s > 0, i > 0. Q.E.D.

We have thus proved

5.10. Theorem. Equation (24) holds for all s > 0. In particular, X
(s)
j be-

long to the k-linear span of special symmetries X0, X1, . . . , Xb(N−1)/2c. The

formulas for Xj = X
(1)
j show that they are k-linearly independent in FMkN .

The correspondence Zk,l,m
F 7→ Zk,l,m

M extends to a well-defined isomorphism of
k-modules FkN → FMkN/〈Xk, k = 1, . . . , b(N − 1)/2c〉.

This gives another way to see the dimension of the space of Z-tensors over a
field: dimQZQNγµν = #M i−#Xk = N −bN/2c = b(N + 1)/2c. With respect
to the obvious natural GLn(k)-actions, the isomorphism in the theorem are
also GLn(k)-equivariant.
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6 Formula involving derivatives of coth(x/2)

We return to proving (12) for Ansatz AK = BK/K! for N ≥ 4 even. This
reads

βNK0,N +

N
2∑

k=1

β2kβN−2kK2k,N−2k = 0, where β2k :=
B2k

(2k)!
. (26)

Let I ≤ N/2− 1. Using (20) and (21) and replacing bi = bN−i−1 for i ≥ N/2
we get

N/2−1∑
i=0

(
N + 1

i+ 1

)
βNbi +

N/2∑
k=0

2k−1∑
i=0

(
2k

i

)
β2kβN−2kbi = 0

Now we recall that not all bi-s are independent. In the case of g = su(2)
one has bi = 0 for 1 ≤ i ≤ N/2 − 1 and one has only the terms with b0. In
the generic/universal case, the MN−1 = b0, b1, . . . , bN/2−1-s are independent,
hence we need αi = 0 for all i. But it is easy to replace bi by bN−i−1 whenever

i ≥ N/2 and then we get an equation of the form
∑N/2−1

i=0 αibi = 0, where
α0, . . . , αN/2−1 are rational numbers depending on N and i. Thus in universal
case, (26) boils down to αi = 0 for all 0 ≤ i ≤ N/2− 1. If i < N/2, then the
coefficient in front of bi in the second (double) sum is

N/2−1∑
k=b i

2c+1

β2kβN−2k

(
2k

i

)
+

N/2−1∑
l=bN−i−1

2 c+1

β2lβN−2l

(
2l

N − i− 1

)

In these two sums, it will be convenient to count the summation index from
N/2 downwards (k 7→ N/2− k etc.). Thus, (26) is equivalent to

(
N + 1

i+ 1

)
βN +

N/2−1−b i
2c∑

k=1

β2kβN−2k

(
N − 2k

i

)
+

b i
2c∑

l=1

β2lβN−2l

(
N − 2l

i− 2l + 1

)
= 0

for all 0 ≤ i ≤ N/2 − 1. Now we subtract
(

N
i

)
βN =

(
N
i

)
βNβ0 from the first

summand and absorb it into the first sum, as the new k = 0 summand. Then,
the remainder of the first summand is

(
N

i+1

)
βN what can be absorbed into the

second sum, as the new l = 0 summand. We obtain

N/2−1−b i
2c∑

k=0

β2kβN−2k

(
N − 2k

i

)
+

b i
2c∑

l=0

β2lβN−2l

(
N − 2l

i− 2l + 1

)
= 0 (27)

The generating function for the even Bernoulli numbers is

f(x) := (x/2) coth(x/2) =
∞∑

J=0

B2J

(2J)!
x2J =

∞∑
J=0

β2Jx
2J . (28)
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It can be easily checked that the equation (27) follows from the following
functional equation for f :

1

i!
ff (i) +

b i
2c∑

k=0

β2k
xf (i−2k+1)

(i− 2k + 1)!
− δi,evenβif = 0 (29)

where δi,even = 1 if i is even and vanishes otherwise. To see this we write
the whole LHS as a power series expansion in x and then for fixed N even
number with N > i we equate the coefficient in front of xN−i with zero. So
obtained equation multiply with (N − i)! and we obtain (27). The summand
with δi,even = 1 was added to offset the extension of the first sum in (27) to
k = N/2− i/2, for i even, which is needed to make the correspondence of that
sum with 1

i!
ff (i).

The rest of the section is devoted to the proof of the functional equation (29).

Denote by g := coth(x/2) and g(j) := dj

dx
coth(x/2). Then f = xg/2 and the

equation (29) becomes[
1
2

1
i!
gg(i) +

∑b i
2c

k=0 β2k
g(i−2k+1)

(i−2k+1)!

]
x2+

+
[

1
2

1
(i−1)!

gg(i) +
∑b i

2c
k=0 β2k

g(i−2k)

(i−2k)!
− δi,evenβig

]
x = 0

If we denote the expression in brackets in front of x by Ii then the expression
in brackets in front of x2 equals Ii+1 (the δi,even-term effectively cancels the
k = i/2 summand). Note that Ii and Ii+1 are hyperbolic functions, and x and
x2 are linearly independent under the action by multiplication of the algebra
of all hyperbolic functions on the space of all functions of one variable. Thus
we have the equality only if Ii = Ii+1 = 0. We will show Ii = 0 for all i by
induction. We rephrase this as the following statement:

Suppose i ≥ 2. Then the following identity holds:

i
2
coth(x/2)di−1

dx
coth(x/2) +

∑b i−1
2 c

k=0

(
i

2k

)
B2k

di−2k

dx
coth(x/2) = 0.

To simplify notation denote g(j) := dj

dx
coth(x/2). Then we can rewrite the

statement as

i

2
gg(i−1) +

b i−1
2 c∑

k=0

(
i

2k

)
B2kg

(i−2k) = 0 (30)

In fact, this series of equations (as well as the proof below) holds also for

th(x/2), and, more generally, for g = Aex/2+e−x/2

Aex/2−e−x/2 where A is any constant.
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Proof. Basis of induction. Substituting coth(x/2) for g observe that 2g′+g2−
1 = 0, hence g′′ + gg′ = 0, what is our identity (30) for i = 2.

The step of induction. Suppose the identity holds for i and act with d/dx to
the whole identity to obtain

(i/2)g′g(i−1) + (i/2)gg(i) +

b i−1
2 c∑

k=0

(
i

2k

)
B2kg

(i−2k+1) = 0.

Now replace g′ by (1/2)(1 − g2). By the induction hypothesis, we may also

replace (−i/4)g2g(i−1) by gg(i)/2 + (g/2)
∑b i−1

2 c
s=1

(
i
2s

)
B2sg

(i−2s), thus obtaining

i+ 1

2
gg(i) +(i/4)g(i−1) +

1

2

b i−1
2 c∑

s=1

(
i

2s

)
B2sgg

(i−2s) +

b i−1
2 c∑

k=0

(
i

2k

)
B2kg

(i−2k+1) = 0.

Further replace gg(i−2s)/2 by the sum expression given by the induction hy-
pothesis to obtain

i+1
2
gg(i) + (i/4)g(i−1) −∑b i−1

2 c
s=1

1
i−2s+1

(
i
2s

)
B2s

∑b i−2s
2 c

r=0

(
i−2s+1

2r

)
B2rg

(i−2s−2r+1)

+g(i+1) +
∑b i−1

2 c
k=1

(
i

2k

)
B2kg

(i−2k+1) = 0.

Since the condition r ≤
⌊

i−2s
2

⌋
, is equivalent to r + s ≤

⌊
i
2

⌋
, we have

i+1
2
gg(i) + g(i+1) + (i/4)g(i−1) −∑b i

2c
l=1

∑l
s=1

i!
(i−2l+1)!

B2s

(2s)!
B2l−2s

(2l−2s)!
g(i−2l+1)

+
∑b i−1

2 c
k=1

(
i

2k

)
B2kg

(i−2k+1) = 0.

Using the identity
∑l

s=1
B2s

(2s)!
B2l−2s

(2l−2s)!
= −B2l

(2l−1)!
+ 1

4
δl,1, valid for l > 0 (proof:

use the obvious identity xf ′ = f − f 2 + (x/2)2 for the generating function f
in (28))) and B2 = 1/12, we then obtain

i+1
2
gg(i) + g(i+1) +

∑b i
2c

l=1

(
i

2l−1

)
B2lg

(i−2l+1) +
∑b i−1

2 c
k=1

(
i

2k

)
B2kg

(i−2k+1) = 0.

Using
(

i
2k

)
+
(

i
2k−1

)
=
(

i+1
2k

)
we recover the equation (30) with i replaced by

i+ 1. This finishes the proof.

7 Prerequisites on formal group schemes in functorial approach

In the next three sections we present an invariant derivation of our main for-
mula by the first author (N. Durov), valid over arbitrary rings containing Q.
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The idea of this proof is the following. Given an n-dimensional complex Lie
algebra g, we can always find a complex Lie group G with Lie algebra equal
to g. Elements X ∈ g correspond to right-invariant vector fields XG on G, and
clearly [X, Y ]G = [XG, YG], so we get an embedding g→ Vect(G) of g into the
Lie algebra Vect(G) of vector fields on G. If e ∈ U ⊂ G, U → Cn is a coordi-
nate neighborhood of the identity of G, we get an embedding g → Vect(U),
X 7→ XG|U , and these vector fields can be expressed in terms of these coor-
dinates, i.e. they can be written as some differential operators in n variables
with analytic coefficients. Basically we obtain an embedding of g into some
completion of the Weyl algebra in 2n generators. Of course, this embedding
depends on the coordinate chart; a natural choice would be to take the chart
given by the exponential map exp : g → G. The embedding thus obtained,
when written in coordinates, turns out to be exactly the one defined by the
Main Formula of this paper. However, we would like to deduce such a formula
over any ring containing Q, where such complex-analytic arguments cannot
be used. We proceed by replacing in this argument all Lie groups and complex
manifolds by their analogues in formal geometry – namely, formal groups and
formal schemes. This determines the layout of the next three sections.

Section 7 is dedicated to some generalities on formal schemes. Most notions
and notations are variants of those developed in SGA 3 for the case of group
schemes. We develop a similar functorial formalism for formal schemes, suited
for our purpose, without paying too much attention to representability ques-
tions. Our exposition differs from most currently used approaches since we
never require our rings to be noetherian. Besides, this section contains the
construction of a formal group with given Lie algebra as well as some compu-
tations of tangent spaces and vector fields.

Section 8 contains some generalities on Weyl algebras and completed Weyl
algebras; the aim here is to develop some invariant descriptions of well-known
mathematical objects, valid over any commutative base ring and for any
finitely generated projective module. Besides, we establish isomorphisms be-
tween Lie algebras of derivations of (completed) symmetric algebras and some
Lie subalgebras of the (completed) Weyl algebras.

Finally, in Section 9 we deal with some questions of pro-representability, and
use the results of the previous two sections to obtain and prove an invariant
version of the Main Formula (cf. 9.13). Of course, explicit computation in
terms of a chosen base of the Lie algebra g and its structural constants gives
us again the formula already proved in the first part of this paper by other
methods.

So we proceed with an exposition of our functorial approach to formal schemes.

21



7.1. Fix a base ring k ⊃ Q. We will use the category P defined as follows:

ObP := {(R, I) | I ⊂ R – a nilpotent ideal in a commutative ring R}

HomP
(
(R, I), (R′, I ′)

)
:= {ring homomorphisms ϕ : R→ R′ |ϕ(I) ⊂ I ′}.

Category P has pushouts (amalgamated sums) constructed as follows:

(R, I) //

��

(R′, I ′)

��

(R′′, I ′′) //
(
R′ ⊗R R

′′, I ′(R′ ⊗R R
′′) + I ′′(R′ ⊗R R

′′)
)

There is a distinguished object k = (k, 0) in P . We will consider the category

k\P of morphisms in P with source k. Sometimes we denote (R, I) simply by
R and I is assumed; then we denote I by IR. When we write tensor products
in k\P , they are usually understood as amalgamated sums just described, i.e.
IR′⊗R′′ = IR′ · (R′ ⊗R′′) + IR′′ · (R′ ⊗R′′).

7.2. Our basic category of interest will be E := Funct(k\P , Sets) whose ob-
jects will be called presheaves (of sets) and should be viewed as ‘formal va-
rieties’; Grp(E) = EGrp := Funct(k\P ,Grp) is the category of group objects
in E . Its objects should be viewed as presheaves of groups or ‘formal group
schemes’.

For any (R′, I ′) denote by Spf(R′, I ′) the corresponding representable func-
tor (R, I) 7→ HomP((R′, I ′), (R, I)); if I ′ = 0, Spf(R′, I ′) is also denoted by
SpecR′.

Consider the following examples of rings and groups in E that might clarify
the relationship with other approaches to formal groups:

O : (R, I) 7→ R (a ring in E)

Ĝa : (R, I) 7→ I (a group in E)

Ĝm : (R, I) 7→ (1 + I)× (a group in E)

Only the first of these examples will be used in the sequel.

For any k-module M consider the O-modules

W(M) : (R, I) 7→ R⊗k M, W(M) ⊃Wω(M) : (R, I) 7→ I · (R⊗k M)

If M is free or projective, Wω(M) : (R, I) 7→ I ⊗k M ; in this case one
should think of W(M) as “vector space M considered as a manifold”, and
of Wω(M) ⊂W(M) as “formal neighborhood of zero in W(M)”.
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7.3. Given a morphism k
π→ k′ in P , it induces a functor π! : k′\P →

k\P , ϕ 7→ ϕ ◦ π, hence the restriction or base change functors π∗ : E =
Funct(k\P , Sets) → Funct(k′\P , Sets) =: ER1 , F 7→ F ◦ π!. Functor π∗(F )
is usually denoted by F |k′ or F(k′). Functor π∗ : E → Ek′ is exact and has
a right adjoint π∗ : Ek′ → E computed as follows: for any F : k′\P → Sets
we define π∗F : k\P → Sets by π∗F : R 7→ F (R ⊗k k′); tensor products are
understood as coproducts in P (as explained above in 7.1); 7→ ⊗k k′ is a
functor k\P → k′\P .

Notation. π∗F is usually denoted by Rk′/k(F ) (“Weil scalar restriction”) or∏
k′/k F .

7.4. Projective limits (e.g. direct products, fibered products, kernels) are com-
puted in E , EGrp etc. componentwise, e.g. F × G : R 7→ F (R) × G(R), for
F,G ∈ Ob E . Category E is in fact a closed Cartesian category. In particular,
it has inner homs: given F,G ∈ Ob E , the inner hom is the presheaf

Hom(F,G) : R 7→ HomER
(F |R, G|R)

with the characteristic property HomE(F,Hom(G,H)) ∼= HomE(F × G,H).
There are also canonical maps Hom(F,G)×F → G, Hom(F,Hom(G,H)) ∼=
Hom(F × G,H) and so on. If F and G are presheaves of groups, one de-
fines similarly HomGrp(F,G) ⊂ Hom(F,G). There is an obvious subfunctor
Isom(F,G) ⊂ Hom(F,G) and the special cases End(F ) := Hom(F, F ) and
Aut(F ) := Isom(F, F ).

Functor Aut(F ) is a group in E ; any group homomorphism G
ρ→ Aut(F )

gives a group action ν : G× F → F and conversely.

We have the global sections functor Γ : E → Sets, F 7→ F (k) which is exact
and satisfies Γ(Hom(F,G)) ∼= HomE(F,G).

7.5. (Tangent spaces)

Consider the dual numbers algebra k[ε] = k[T ]/(T 2). In our setup, we have
in fact two different versions of this: k[ε] := (k[ε], (ε)) and k[ε]ω := (k[ε], 0).
Notice also the following canonical morphisms in P : k[ε]ω

ν→ k[ε], inclusions

k
i
↪→ k[ε]ω, k ↪→ k[ε] and the projections p : k[ε]ω and k[ε]→ k.

For any functor F ∈ Ob E consider two new functors TF :=
∏

k[ε]/k(F |k[ε]) and
T ωF :=

∏
k[ε]ω/k(F |k[ε]ω). Then TF : R 7→ F (k[ε] ⊗k R), T ωF := F (k[ε]ω ⊗k

R), or, more precisely, TF : (R, I) 7→ F ((R[ε], I + Rε)), T ωF : (R, I) 7→
F ((R[ε], I + Iε)).

Notation: R[ε] := k[ε]⊗k R, R[ε]ω := k[ε]ω ⊗k R where tensor products are
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understood as in 7.1.

There is a canonical map T ωF
ν∗→ TF , as well as maps π := p∗ : TF → F and

s := i∗ : F → T ωF → TF . (One should think of F as a “manifold”, TF – its
tangent bundle, π : TF → F its structural map, s : F → TF – zero section,
T ωF ↪→ TF – formal neighborhood of zero section in TF ).

If G is a group, then TG and T ωG are also groups (in E) and π, ν, s –
group homomorphisms; we define Lie(G) (resp. Lieω(G)) to be the kernel of
TG

π→ G (resp. T ωG
π→ G):

0 // Lieω(G) //

��

T ωG
π //

��

G //
s

ll 0

0 // Lie(G) //TG
π //G //
s

kk 0

Lieω(G),Lie(G) are clearly O-modules; if G is a “good” presheaf of groups
(cf. SGA 3 I), e.g. pro-representable, Lieω(G) and Lie(G) have natural O-Lie
algebra structures in E .

Put g := ΓLie(G); this is a Lie algebra over k, hence by adjointness of func-
tors W a Γ we have a canonical map W(g) → Lie(G). In most interesting
situations this map is an isomorphism, and it maps Wω(g) ⊂ W(g) into
Lieω(G) ⊂ Lie(G); then we identify Lie(G) with W(g) and Lieω(G) with
Wω(g).

7.6. For any F ∈ Ob E we define Vect(F ) := HomF (F, TF ) : R 7→ {ϕ ∈
HomE(F |R, TF |R) : π|R ◦ ϕ = idF |R} (sections of TF over F ); and similarly
Vectω(F ) := HomF (F, T ωF )→ Vect(F ); elements of Vect(F )(R) are “vec-
tor fields” on F defined over R.

7.7. Short exact sequence of groups

0 // Lie(G) //TG
π //G //
s

kk 0

splits; so any x̄ ∈ TG(R) can be written in form s(g)·X where X ∈ Lie(G)(R)
and g ∈ G(R); this decomposition is unique since necessarily g = π(x̄), X =
s(g)−1 · x̄. This splitting gives us an isomorphism TG

∼→ G × Lie(G), and
similarly T ωG

∼→ G× Lieω(G); in interesting situations Lie(G) ∼= W(g) and
Lieω(G) ∼= Wω(g), hence TG ∼= G×W(g) and T ωG ∼= G×Wω(g).

Recall that TG is a group, hence G acts on TG (say, from the left) by means of
G

s→ TG; hence G acts also on Vect(G) = HomG(G, TG) ∼= HomG(G,G ×
W(g)) ∼= Hom(G,W(g)). Constant maps of Hom(G,W(g)) correspond to
left-invariant vector fields under this identification.
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Right-invariant vector fields give us another isomorphism TG
∼→ Lie(G)×G,

corresponding to decomposition x̄ = X · s(g).

7.8. (Tangent spaces of Wω(M) and W(M)) Let M be a k-module. Then for
any R = (R, I) ∈ Ob(k\P) we have

Wω(M)(R) = I · (R⊗k M) ⊂W(M)(R) = R⊗k M

W(M)(R[ε]ω) = k[ε]⊗k M = W(M)(R)⊕ ε ·W(M)(R)

Wω(M)(R[ε]) = I · (R⊗k M) + εR⊗k M = Wω(M)(R)⊕ ε ·W(M)(R)

Wω(M)(R[ε]ω) = Wω(M)(R)⊕ ε ·Wω(M)(R)

From this we get the following four split exact sequences of abelian groups in
E :

0→W(M)
·ε→ TW(M)→W(M)→ 0

0→W(M)
·ε→ T ωW(M)→W(M)→ 0

0→W(M)
·ε→ TWω(M)→Wω(M)→ 0

0→Wω(M)
·ε→ T ωWω(M)→Wω(M)→ 0

We deduce from these sequences canonical isomorphisms
TWω(M) ∼= Wω(M)×W(M), T ωW(M) ∼= W(M)×W(M) and so on.

7.9. (Formal groups with given Lie algebra; exponential map)

From now on we assume k ⊃ Q. Let g be a Lie algebra over k, projective
and finitely generated as an k-module (free of finite rank suffices for most
applications). Denote by U(g) its universal enveloping k-algebra, and by Ui(g)
its increasing filtration. The PBW theorem implies that Ui(g)/Ui−1(g) ∼= Si(g).
The diagonal map g→ g⊗ g induces the comultiplication ∆ : U(g)→ U(g⊕
g) ∼= U(g)⊗k U(g), and the map g→ 0 induces the counit η : U(g)→ U(0) =
k. Thus U(g) is a bialgebra and even a Hopf algebra. For any (R, I)/k we have

a canonical isomorphism U(g)(R) = R⊗k U(g)
∼← U

(
g(R)

)
, and I · U(g)(R) is a

nilpotent two-sided ideal in this ring. Now consider two formal groups

Exp+(g) : (R, I) 7→ {α ∈ I · U(g)(R) |∆(α) = 1⊗ α+ α⊗ 1, η(α) = 0}

G := Exp×(g) : (R, I) 7→ {α ∈ 1 + I · U(g)(R) |∆(α) = α⊗ α, η(α) = 1}

Group operation on Exp×(g) is induced by the multiplication of U(g)(R), and
that of Exp+(g) is determined by the requirement that exp : Exp+(g) →
Exp×(g) be a group isomorphism where exp : α 7→ ∑

n≥0
αn

n!
is defined by the

usual exponential series; it makes sense for α ∈ I · U(g)(R) since I · U(g)(R)

is a nilpotent ideal and Q ⊂ R; it is well known ([Bourbaki], Ch. II) that
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exp(R,I) : Exp+(g)(R, I)
∼→ Exp×(g)(R, I) is an isomorphism (i.e. it is bi-

jective – inverse is given by the log, and ∆(α) = 1 ⊗ α + α ⊗ 1, η(α) =
0 iff ∆(exp(α)) = exp(α) ⊗ exp(α), η(exp(α)) = 1). Recall ([Bourbaki],
Ch. II) that the Campbell–Hausdorff series is a formal Lie power se-
ries H(X, Y ) in two variables X, Y with rational coefficients, defined by
the formal equality exp(H(X, Y )) = exp(X) exp(Y ) in the Magnus algebra
ÂQ(X, Y ) = ÛQ(L(X, Y )). This implies that the group law on Exp+(g)(R, I)
is given by H(X,Y ), i.e. α ? β = H(α, β). [Since α and β lie in a nilideal,
H(α, β) is a finite sum.]

There is also a canonical map ν : Wω(g) → Exp+(g) defined as follows: νR :
Wω(g)(R) = IR·(R⊗kg) = IR·g(R) → Exp+(g)(R) = {α ∈ I ·U(g)(R) |∆(α) =
1 ⊗ α + α ⊗ 1, η(α) = 0} is induced by the canonical embedding g(R) ↪→
U(g(R)) ∼= U(g)(R). Actually, ν is an isomorphism:

In [Bourbaki], II, it is proved that for R ⊃ Q all primitive elements of U(g)(R)

come from g(R). By the PBW theorem, U(g(R))/g(R) is flat, hence I · U(g(R))∩
g(R) = I · g(R), hence all νR are isomorphisms, i.e. ν is an isomorphism:

Wω(g) ν
∼ //

∼
exp′ ''OOOOOOOOOOO

Exp+(g)

exp
∼

wwnnnnnnnnnnnn

G = Exp×(g)

We put exp′ := exp ◦ν : Wω(g)
∼→ G = Exp×(g) and call exp′ the exponential

map for g. Note that in the diagram above only exp is a group isomorphism.

7.10. (Lie algebra and tangent space computations for the exponential map)
Now we are going to compute the maps T (ν), T (exp) and T (exp′) from the
previous diagram as well as T (Wω(g)), T (Exp+(g)) and T (Exp×(g)). In par-
ticular, we shall prove Lie(G) ∼= W(g) and Lieω(G) ∼= Wω(g).

7.10.1. We know T (Wω(g)) ∼= Wω(g) ×W(g) and T ω(Wω(g)) ∼= Wω(g) ×
Wω(g) with the first projection as the structural map T (Wω(g)) → Wω(g)
(resp. . . ).

7.10.2. We compute Lie(Exp+(g))(R) by definition (here R = (R, I)):

Lie(Exp+(g))(R) = Ker
(
Exp+(g)(R[ε])→ Exp+(g)(R)

)
=

= {αε ∈ U(g)(R[ε]) |∆(αε) = αε⊗ 1 + 1⊗ αε,η(αε) = 0}
∼= W(g)(R) ,

hence Lie(Exp+(g)) = W(g), and similarly Lieω(Exp+(g)) = Wω(g).
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For any formal group, hence for Exp+(g), we have (cf. 7.7) T (Exp+(g)) ∼=
Exp+(g)×Lie(Exp+(g)) ∼= Exp+(g)×W(g), and similarly for T ω(Exp+(g)).

7.10.3. Since exp : Exp+(g) → G = Exp×(g) is an isomorphism, we can
expect similar descriptions for Lie(G) and Lieω(G). One can also check di-
rectly Lie(G)(R) = {1 + αε ∈ U(g)(R[ε]) |∆(1 + αε) = (1 + αε) ⊗ (1 +
αε), η(1 + αε) = 1} ∼= W(g)(R) and similarly for Lieω(G). Note that
Lie(exp) : Lie(Exp+(g)) → Lie(Exp×(g)), αε 7→ 1 + αε is an isomorphism
even if k does not contain Q. If we identify Lie(Exp+(g)) and Lie(G) with
W(g), Lie(exp) is identified with the identity map, and similarly for Lieω;
hence we get

T (Exp+(g)) ∼ //

T (exp)

��

Exp+(g)×W(g) //

exp× id

��

Exp+(g)

exp

��
TG

∼ //G×W(g) //G

(31)

7.10.4. One checks that our identifications Lie(Exp+(g)) ∼= Lie(G) ∼= W(g)
and their analogues for Lieω are compatible with the original Lie algebra struc-
ture on g. Indeed, consider two elements 1+Xε, 1+Y η in G

(
R[ε, η]/(ε2, η2)

)
;

then by definition

1 + [X, Y ]Lie(G) · εη = (1 +Xε)(1 + Y η)(1 +Xε)−1(1 + Y η)−1

= (1 +Xε+ Y η +XY εη)(1 +Xε+ Y η + Y Xεη)−1

= 1 + (XY − Y X)εη = 1 + [X, Y ]g · εη.

7.10.5. Consider now ν : Wω(g) → Exp+(g) (this is an isomorphism, but
not an isomorphism of groups):

T (Wω(g)) ∼ //

T (ν)
��

Wω(g)×W(g) //

ν′

���
�
� Wω(g)

ν

��
T (Exp+(g)) ∼ // Exp+(g)×W(g) π // Exp+(g)

s
rr

(32)

In this diagram we identify Lie(Exp+(g)) with W(g) as explained above.
We want to compute the map ν ′. Let R = (R, I), X ∈ Wω(g) = I ⊗k g

and Y ∈W(g)(R) = R ⊗k g; the corresponding element of T (Wω(g))(R) =
Wω(g)(R[ε]) is given byX+Y ε, and T (ν)R(X+Y ε) = νR[ε](X+Y ε) = X+Y ε
considered as a primitive element of U(g)(R[ε]). Clearly πR(X + Y ε) = X,
sRπR(X + Y ε) = X, and we want to find Z ∈ Lie(Exp+(g))(R) = W(g)(R),
such that (X +Y ε) = X ?Zε inside T (Exp+(g))(R). Since (−X) ?X = 0, we
have Zε = (−X) ? (X + Y ε); classical formula for H(X + Y,−X) mod degY 2

(or for H(−X,X + Y )) ([Bourbaki], II 6.5.5) gives us Z =
∑

n≥0
(− ad X)n

(n+1)!
(Y ).
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Hence ν ′ is given by ν ′R : (X, Y ) 7→ (X,Z) with Z defined by the above
formula.

Remark. If we consider the other canonical splitting of T (Exp+(g)) by right-
invariant vector fields, we obtain almost the same formula for Z, but without
the (−1)n factors: Z =

∑
n≥0

(ad X)n

(n+1)!
(Y ).

7.10.6. We now consider the exponential map exp′ = exp ◦ν : Wω(g) → G.
By composing (31) and (32) we get the commutative diagram

T (Wω(g)) ∼ //

T (exp′)

��

Wω(g)×W(g) //

τ

���
�
� Wω(g)

exp′

��
TG

∼ //G×W(g) π //G

s
ss

(33)

The middle vertical map is given by τ : (X, Y ) 7→ (exp(X),
∑

n≥0
(− ad X)n

(n+1)!
(Y )).

One can check this directly, without referring to 7.10.5 and the properties of
Campbell–Hausdorff series. Indeed, if τ(X, Y ) = (exp(X), Z) for some X ∈
Wω(g)(R), Y, Z ∈W(g)(R), we must have exp(X + Y ε) = exp(X)(1 + Zε)
inside G(R[ε]) ⊂ U(g)(R[ε]). Since ε2 = 0, we have (X + Y ε)n = Xn +∑

p+q=n−1X
pY Xq · ε, hence exp(X) · Z =

∑
p,q≥0

XpY Xq

(p+q+1)!
. One then checks

directly that Z =
∑

n≥0
(− ad X)n

(n+1)!
(Y ) satisfies this equality. The argument like

the one in the proof of [Bourbaki], II, 6.5.5 is better: one checks almost imme-
diately that (adX)(Z) = (1− e− ad X)(Y ), and then divides formally by adX,
considering both sides as elements of the completed free Lie algebra in X and
Y over Q.

7.11. (Formal completions) Suppose we are given morphism H
ϕ→ F in E =

Ek. In most cases of interest ϕ will be a monomorphism, i.e.H can be identified
with a subfunctor of F . Denote the natural map (R, I) → (R/I, 0) by π(R,I).
We say that H is complete over (or in) F if for any (R, I) in k\P the
following diagram is cartesian

H(R, I)
H(π(R,I)) //

ϕ(R,I)

��

H(R/I, 0)

ϕR/I

��
F (R, I)

H(π(R,I)) //F (R/I, 0)

(34)

Arbitrary morphismH
ϕ→ F may be factored asH

u→ F̂H
κ→ F where F̂H

κ→ F

is complete, and this completion F̂H is universal in the sense that if F ′ κ′→ F

is complete and H
u′→ F ′ is such that κ′ ◦ u′ = ϕ, then there is a unique map

F ′ χ→ F̂H such that χ ◦ u′ = u and κ ◦ χ = κ′. To this aim, define F̂H(R, I) to
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be the fibered product of F (R, I) and H(R/I, 0) over F (R/I, 0):

F̂H(R, I) //

κ(R,I)

��

H(R/I, 0)

ϕR/I

��
F (R, I) //F (R/I, 0)

(35)

If ϕ : H → F is monic, then κ and u are also. F̂H is called the formal
completion of F along H. If F and H are groups (or O-modules) and H →
F a morphism of groups (resp. O-modules) then F̂H is also, and H

u→ F̂H
κ→ F

will be morphisms of such.

Examples. a) For any k-module M , Wω(M) is the formal completion of
W(M) along 0 ⊂W(M). Indeed, the universality of (35) with F = W(M),
F̂H = Wω(M), H = 0 is immediate.

b) Suppose F is left-exact functor (e.g. pro-representable). Then T ωF is the
completion of TF along the zero section s : F → TF .

c) If G is a group in E , left exact as a functor, then Lieω(G) is the completion
of Lie(G) along 0.

8 Weyl algebras

8.1. Let k be a commutative ring, M a k-module, Φ : M ×M → k a bi-
linear form which is symplectic: ∀x ∈ M , Φ(x, x) = 0 (this implies ∀x, y ∈
M , Φ(x, y) = −Φ(y, x)). We do not require the nondegeneration. Consider
the category CΦ

M , objects of which are pairs (A, λA) where A is an associa-
tive k-algebra and λA : M → A is a k-linear map, such that ∀x, y ∈ M ,
[λ(x), λ(y)]A = λ(x)λ(y) − λ(y)λ(x) = Φ(x, y) · 1; morphisms (A, λA) →
(B, λB) are just k-algebra homomorphisms f : A → B compatible with λ-s:
λB = f ◦ λA.

Definition. The universal (i.e. initial) object of the category CΦ
M will be de-

noted by (SW (M,Φ), iM) and it will be called the symplectic Weyl algebra
of (M,Φ).

In particular, SW (M) = SW (M,Φ) is an associative k-algebra and iM : M →
SW (M) is a k-linear map such that ∀x, y ∈M , [iM(x), iM(y)] = Φ(x, y).

Of course, SW (M) exists, it may be constructed as a quotient of tensor alge-
bra, namely T (M)/IΦ, where T (M) = ⊕n≥0M

⊗n is the tensor algebra of M ,
and IΦ ⊂ T (M) is the two-sided ideal of T (M) generated by the elements of
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the form x⊗ y − y ⊗ x− Φ(x, y) · 1 for all x, y ∈M .

Note that if {xα} is a system of generators of M , by bilinearity it is sufficient
to require [iM(xα), iM(xβ)] = Φ(xα, xβ) in the definition of CΦ

M and SW (M),
and IΦ is generated by xα ⊗ xβ − xβ ⊗ xα − Φ(xα, xβ).

Remark. Symplectic Weyl algebras are very similar to Clifford algebras, and,
in some other respects, to the universal enveloping algebras of Lie algebras.

8.2. (Basic properties of symplectic Weyl algebras)

a) SW (0) = k, SW (M, 0) is the symmetric algebra S(M).

b) (functoriality) Given a k-linear map f : (M,Φ)→ (N,Ψ) with Ψ◦(f×f) =
f ◦ Φ there is a unique map SW (f) : SW (M,Φ)→ SW (N,Ψ) satisfying the
obvious conditions.

c) If M = ke is free of rank 1, then necessarily Φ = 0 and SW (M) ∼= S(M) ∼=
k[e].

d) Functor SW : (M,Φ) 7→ SW (M,Φ) commutes with filtered inductive limits
in (M,Φ).

e) If M is an orthogonal direct sum of M1 and M2: M = M1 ⊕ M2 and
Φ = Φ1⊕Φ2, then the canonical map SW (M1)⊗k SW (M2)→ SW (M1⊕M2)
(induced by canonical maps SW (Mi)→ SW (M1⊕M2) and multiplication in
SW (M1⊕M2)) is an isomorphism of k-algebras (this is immediate by checking
that SW (M1)⊗k SW (M2) satifies the universal property).

f) SW (M,Φ) commutes with base change:
For any k′/k we have SW (M(k′),Φ(k′)) = SW (M,Φ)(k′).

8.3. (Filtration and Z/2Z-grading) Consider the natural grading of the ten-
sor algebra T (M) = ⊕n≥0T

n(M) := ⊕n≥0M
⊗n and the corresponding in-

creasing filtration Tn(M) = T≤n(M) := ⊕m≤nT
m(M); clearly T0(M) = k,

T1(M) = k ⊕M . T (M) has canonical supergrading: T+(M) := ⊕nT
2n(M),

T−(M) := ⊕nT
2n+1(M). Since IΦ ⊂ T (M) is generated by even elements

x ⊗ y − y ⊗ x − Φ(x, y) ∈ T+(M), SW (M) := T (M)/IΦ inherits a canoni-
cal supergrading: SW±(M) = π(T±(M)), SW (M) = SW+(M) ⊕ SW−(M)
where π : T (M) → SW (M) is the projection. There is also the canonical
filtration (sometimes called “Bernstein” or “arithmetic”) on SW (M) – the
image under π of the filtration of T (M), namely SWn(M) := π(Tn(M)). We
have a canonical surjective map gr(π) : T (M) = grF (T (M))→ grF (SW (M)).
Clearly, grF (SW (M)) is generated by the image of M in gr1

F (SW (M)), and
for any two elements x, y ∈ M ⊂ T1(M), their images x̄, ȳ in gr1

F (SW (M))
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commute since xy− yx ∈ SW1(M). This means that gr(π) factorizes through

T (M)→ S(M), hence we obtain surjective maps S(M)
ϕ→ grF (SW (M)) and

Sn(M)
ϕn

→ grn
F (SW (M)) = SWn(M)/SWn−1(M).

8.4. Theorem. If M is a flat k-module (e.g. free or projective), then ϕ and
ϕn : Sn(M)→ SWn(M)/SWn−1(M) are isomorphisms for all n ≥ 0.

Proof. a) First assume M free with a base (eα)α∈Λ. By Zermelo lemma we
may assume that Λ is well-ordered set. Denote by xα and zα the images of eα in
SW (M) and S(M) respectively. Consider the set of nondecreasing sequences
Seq = {I = (i1, . . . , in) | ik ∈ Λ, i1 ≤ i2 ≤ . . . ≤ in} with notation |I| = n
whenever I = (i1, . . . , in). If J = (i2, . . . , in), we write I = (i1, J). Notation
λ ≤ I means λ ≤ ik, for all k, and similarly λ < I. Now, for any I =
(i1, . . . , in) ∈ Seq define xI := xi1 . . . xin ∈ SW (M), zI := zi1 · · · zin ∈ S(M).
Clearly, {zI} form a basis of S(M), {zI}|I|=n form a basis of Sn(M), and {xI}
generate a k-submodule in SW (M) containing the image of M and closed
under multiplication (to this aim check by induction on |J | that xλxJ lies in
this submodule, and then by induction on |I| that xIxJ lies there as well).
Consequently, it is sufficient to show that the {xI} are linearly independent.
To prove this we proceed as in the proof of PBW theorem in [Bourbaki],
ch. I. We construct by induction a family of compatible bilinear maps ρn :
M × Sn(M)→ Sn+1(M) enjoying the following properties:

(An) ρn(xλ, zI) = zλzI if λ ≤ I, |I| ≤ n (or I = ∅); ρn(xλ, zI) ≡ zλzI

(mod Sn(M)) if |I| = n for any λ ∈ Λ;

(Bn) ρn(xλ, zI) = ρn−1(xλ, zI) if |I| ≤ n− 1;

(Cn) ρn(xλ, ρn−1(xµ, zI)) = ρn(xµ, ρn−1(xλ, zI)) + Φ(eλ, eµ) · zI if λ, µ ∈ Λ,
|I| ≤ n− 1.

We see that such a family is uniquely defined: if λ ≤ I, ρn(xλ, zI) is defined
by (An); if |I| ≤ n− 1 by (Bn); if I = (µ, J), |J | = n− 1 and λ > µ by (Cn);
then one checks directly that the maps ρn so defined do satisfy (An), (Bn) and
(Cn).

This map ρ : M × S(M) → S(M) induces a map ρ̃ : M → Endk(S(M)),
such that [ρ̃(eλ), ρ̃(eµ)] = Φ(eλ, eµ); hence by universal property of Weyl al-
gebras ρ̃ induces a map ρ̃′ : SW (M) → Endk(S(M)). One sees that the map
SW (M) → S(M) defined by x 7→ ρ̃′(x)(1) maps xI into zI , and {zI} are
linearly independent ; hence {xI} are also independent.

b) If M is flat, it can be written, by a classical result of Lazard, as a filtered
inductive limit of free modules: M = lim−→Mα, where all Mα are free; consider
on each Mα the pullback Φα of the form Φ with respect to the natural map
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Mα → M ; then SW (M) = lim−→SW (Mα); everything commutes with lim−→ and
Sn(Mα)→ grn(SW (Mα)) are isomorphisms, hence the same holds for M .

8.5. (Consequences)

a) If M is flat then all SWn(M)/SWn−1(M) ∼= Sn(M) are flat, hence also
SWn(M) (by induction on n) and SW (M) = lim−→SWn(M) are flat.

b) If M is projective, all SWn(M)/SWn−1(M) ∼= Sn(M) are projective, hence
SWn−1(M) has a complement Kn in SWn(M); Kn

∼= SWn(M)/SWn−1(M) is
projective, hence SWn(M) = ⊕m≤nKm and SW (M) = ⊕m≥0Km are projec-
tive as well.

b’) If M is projective and finitely generated, the same can be said about all
SWn(M)/SWn−1(M) and all SWn(M) [ but not about SW (M)! ].

c) If M is free then the same is true for all SWn(M)/SWn−1(M), all SWn(M)
and for SW (M).

c’) If M is free and of finite rank then the same can be said about all
SWn(M)/SWn−1(M) and all SWn(M)

d) If M is flat, then maps k → SW (M) and M → SW (M) are injective, so
k and M can be identified with their images in SW (M); moreover, k⊕M →
SW (M) is injective, and its image is SW1(M).

8.6. (Convolution) Fix a symplectic k-module (M,Φ), and let i = iM : M →
SW (M) be the canonical map. Given u ∈ M∗ = Homk(M,k), the convolu-
tion map Du : SW (M) → SW (M) is a k-derivation restricting to u on the
image of M . In other words, we require 0) Du(k · 1) = 0; 1) ∀α, β ∈ SW (M),
Du(α · β) = Du(α) · β + α · Du(β); 2) ∀x ∈ M , Du(i(x)) = u(x) · 1. These
conditions imply Du(x1x2 · · ·xn) =

∑n
i=1 u(xi) · x1 · · · x̂i · · ·xn for all n ≥ 1

and for all x1, . . . , xn ∈ i(M). This implies the uniqueness of Du. To show
the existence, consider the dual numbers SW (M)[ε] := k[ε] ⊗k SW (M) =
SW (M) ⊕ SW (M)ε, and the k-linear map iu : M → SW (M)[ε] given by
iu : x 7→ i(x)+u(x)ε. One checks directly [iu(x), iu(y)] = [i(x), i(y)] = Φ(x, y),
hence iu induces a k-algebra homomorphism i′u : SW (M)→ SW (M)[ε]. Now
for any x ∈ SW (M) we have i′u(x) = x + Du(x)ε for some Du(x), and this
determines the convolution Du.

8.7. (Deformation) SupposeM = M1⊕M2, butM1 andM2 are not necessarily
orthogonal. Inclusions Mi → M induce maps SW (Mi) → SW (M), hence
(together with multiplication in SW (M)) a map ρ : SW (M1) ⊗ SW (M2) →
SW (M). In general, this is not a homomorphism of k-algebras, but still a
k-linear map.
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Claim. If one of M1 or M2 is flat, then ρ is an isomorphism of k-module.

Proof. a) Suppose M2 is flat; write it in form M2 = lim−→Nα where all Nα are
free of finite rank and consider on M ⊕Nα the symplectic form induced from
M by M1 ⊕Nα →M1 ⊕M2 = M . Since everything commutes with inductive
limits, it is sufficient to prove that SW (M1) ⊗ SW (Nα) → SW (M1 ⊕ Nα)
are isomorphisms, i.e. we can assume M2 to be free of finite rank. An easy
induction argument shows that we can assume M2 free of rank one.

b) Assume M2 = kθ is free of rank 1, M = M1 ⊕ kθ. Put u(x) := Φ(θ, x) for
any x ∈ M1, so we get u ∈ M∗

1 . Consider the action ? of M on SW (M1) ⊗k

S(kθ) = SW (M1) ⊗k k[θ] = SW (M1)[θ]: M1 acts on SW (M1)[θ] by left
multiplication x ?

∑
j≥0 αjθ

j =
∑

j≥0(xαj)θ
j for any x ∈ M1, αj ∈ SW (M1);

and θ ?
∑

j≥0 αjθ
j =

∑
j≥0 αjθ

j+1 +
∑

j≥0Du(αj)θ
j =

∑
j≥0(αj−1 +Du(αj))θ

j.
So we get a k-linear map γ : M = M1 ⊕ kθ → Endk(SW (M1)). It is easy to
see that [γ(x), γ(y)] = Φ(x, y); if x, y ∈M1 or if x = y = θ this is evident; and
in the mixed case x = θ, y ∈M1 we calculate

γ(θ)γ(y)(
∑

j≥0 αjθ
j) = θ ? (y ?

∑
j≥0 αjθ

j) = θ ?
∑

j≥0(yαj)θ
j

=
∑

j≥0 yαjθ
j+1 +

∑
j≥0Du(yαj)θ

j ,

γ(y)γ(θ)(
∑

j≥0 αjθ
j) =

∑
j≥0 yαjθ

j+1 +
∑

j≥0 yDu(αj)θ
j ,

[γ(θ), γ(y)] (
∑

j≥0 αjθ
j) =

∑
j≥0Du(y)αjθ

j = u(y) ·∑j≥0 αjθ
j ,

[γ(θ), γ(y)] = u(y) = Φ(θ, y) .

This means that γ induces a map γ̃ : SW (M) → Endk(SW (M)[θ]); now it
is immediate that α 7→ γ̃(α)(1) gives a map SW (M) → SW (M1) ⊗ S(kθ)
inverse to ρ, hence ρ is an isomorphism.

8.8. Note that if M = ke1 ⊕ . . . ⊕ ken, 8.7 implies that S(M) = S(ke1) ⊗
· · · ⊗ S(ken) → SW (M) is an isomorphism; this proves 8.4 in this case; the
general case of 8.4 can be deduced from this by taking inductive limits.

8.9. Now suppose M = Q⊕P with flat and Φ-isotropic P and Q (i.e. Φ|P×P =
0 and Φ|Q×Q = 0). Then Φ is uniquely determined by the bilinear form ϕ :=
Φ|Q×P : Q×P → K since Φ(q+p, q′+p′) = ϕ(q, p′)−ϕ(q′, p), and any bilinear
form ϕ defines such a Φ. Algebra DQ,P,ϕ = Dϕ := SW (Q⊕ P,Φ) is called the
Weyl algebra defined by ϕ. Since Q and P are isotropic, SW (Q) ∼= S(Q)
and SW (P ) ∼= S(P ); since they are flat, the map S(Q)⊗k S(P ) = SW (Q)⊗k

SW (P )→ SW (Q⊕ P, ϕ) = Dϕ is an isomorphism of k-modules by 8.7.

Any p ∈ P defines a form dϕ(p) ∈ Q∗ by the rule dϕ(p) : q 7→ ϕ(q, p), hence
a derivation (=convolution) Dp := D−dϕ(p) on S(Q) = SW (Q) (note the
minus sign!). On the other hand, any q ∈ Q acts on S(Q) by multiplication
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Lq : α 7→ qα. Since [Dp, Dp′ ] = [Lq, Lq′ ] = 0 and [Dp, Lq] = −ϕ(q, p), we see
that the map q + p 7→ Lq +Dp defines a k-linear map Dϕ = SW (Q ⊕ P ) →
Endk(S(Q)), i.e. a Dϕ-module structure on S(Q). Note that S(Q) ⊂ Dϕ

acts on S(Q) with respect to this structure in the natural way, and S(P ) ⊂ Dϕ

acts by convolutions, and, in particular, P ⊂ S(P ) ⊂ Dϕ by derivations, hence
S(Q)⊗ P ⊂ Dϕ also acts on S(Q) by k-derivations.

Notice that Sr(Q) · Sn(Q) ⊂ Sr+n(Q), Sr(P ) · Sn(Q) ⊂ Sn−r(Q). The con-
struction is preserved up to signs when we interchange Q and P , hence Dϕ

acts on S(P ) as well.

8.10. (Completed Weyl algebra and its action on the completed symmetric
algebra) Consider the completed symmetric algebra Ŝ(Q) =

∏
n≥0 S

n(Q) =

lim←−S(Q)/S≥n(Q) = lim←−S(Q)/(S+(Q))n. Clearly, Q ⊂ S(Q) ⊂ Ŝ(Q); if Q
is a free k-module of rank n, then S(Q) is the algebra of polynomials in n
variables, and Ŝ(Q) the algebra of formal power series.

Recall that S(Q)⊗k S(P )
ρ→ Dϕ is an isomorphism of k-modules; we want to

construct an algebra D̂ϕ ⊃ Dϕ and an isomorphism ρ̂ : Ŝ(Q)⊗k S(P )→ D̂ϕ,

compatible with ρ on S(Q) ⊗k S(P ) ⊂ Ŝ(Q) ⊗k S(P ) (recall that S(P ) is

flat!). Take D̂ϕ := Ŝ(Q) ⊗k S(P ), ρ̂ := id. For any p ∈ P , the convolution
Dp : S(Q)→ S(Q) maps Sn(Q) into Sn−1(Q), hence it is continuous and lifts

to D̂p : Ŝ(Q) → Ŝ(Q). Since maps L̂p : D̂ϕ → D̂ϕ defined by L̂p : α ⊗ δ 7→
α ⊗ pδ + D̂p(α) ⊗ δ, considered for different p ∈ P , mutually commute, they

define some L̂δ for all δ ∈ S(P ).

We define the multiplication ? on D̂ϕ by (α ⊗ δ) ? (α′ ⊗ δ′) := ((Lα ⊗ 1) ◦
L̂δ)(α

′ ⊗ δ′), where Lα : Ŝ(Q) → Ŝ(Q), β 7→ αβ is the usual multiplication

map. It is straightforward to check that D̂ϕ is an associative k-algebra and that

Dϕ → D̂ϕ is compatible with multiplication. It is enough to check associativity

for u, v, w ∈ Ŝ(Q)⊗S≤n(P ) ⊂ D̂ϕ, for arbitrary n ≥ 0. For any k > 0, one can

find some u′, v′, w′ ∈ S<k+3n(Q)⊗S≤n(P ) such that u ≡ u′ (mod Ŝ≥k+3n(Q)⊗
S(P )) and so on. Notice that (Ŝ≥k(Q) ⊗ S≤n(P )) ? (Ŝ≥l(Q) ⊗ S≤n(P )) ⊂
Ŝ≥k+l−n(Q)⊗S≤2n(P ) for any k, l ≥ 0, hence (u ? v) ?w ≡ u′v′w′ ≡ u ? (v ?w)

(mod Ŝ≥k(Q)⊗ S(P )) for all k > 0. In a similar way, we construct an action

of D̂ϕ
∼= Ŝ(Q) ⊗ S(P ) on Ŝ(Q) (elements of P act on Ŝ(Q) by means of the

derivation maps D̂p constructed above), and an action of D̂ϕ on S(P ) as well.

8.11. (Classical Weyl algebras) Suppose P is projective of finite type, and
put Q := P ∗ and ϕ : Q × P → K be minus the canonical pairing. We put
DP := Dϕ, D̂P := D̂ϕ. Then DP = Dϕ = SW (P ∗ ⊕ P ) is a filtered associative
algebra, and gr(DP ) ∼= S(Q⊕P ) ∼= S(Q)⊗S(P ); DP acts on S(Q) and S(P ),

and D̂P acts on Ŝ(Q) and S(P ).
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8.12. If in addition P is free with base {ek}nj=1 and {e∗k}nk=1 is the dual

base of Q = P ∗, then D̂P = SW (Q ⊕ P ) is a free associative k-algebra in
xk := i(e∗k) and ∂j := i(ej) subject to the relations [∂k, ∂l] = 0 = [xi, xj],[
∂k, xj

]
= δkj. In this way, we obtain the classical Weyl algebra written in

coordinates. D̂P in this situation corresponds to differential operators of the
form

∑
fi1...in(x1, . . . , xn)(∂1)i1 · · · (∂n)in , where fi1...in are formal power series,

all but finitely many equal to zero.

8.13. In the situation of 8.9, the k-submodule LP := S(Q) ·P ⊂ DP is a Lie
subalgebra. Indeed, ∀α, α′ ∈ S(Q) ∀p, p′ ∈ P , (αp)·(α′p′) = αα′pp′+αDp(α

′)p′,
hence [αp, α′p′] = αDp(α

′) · p′ − α′Dp′(α) · p ∈ LP . Recall that there is a Dϕ-
module structure on S(Q), for which S(Q) ⊂ Dϕ acts by multiplication and
P ⊂ Dϕ by derivations (namely, convolutions), hence LP = S(Q) · P ⊂ Dϕ

acts on S(Q) by derivations. This way we obtain a Lie algebra homomorphism
τ : LP

∼= S(Q)⊗ P → Derk(S(Q)).

Proposition. τ is an isomorphism under assumptions of 8.11.

Proof. Any derivation D ∈ Derk(S(Q)) corresponds to an algebra homo-
morphism σ := 1S(Q) + Dε : S(Q) → S(Q)[ε], α 7→ α + D(α) · ε, such that
π◦σ = 1S(Q) for π : S(Q)[ε]→ S(Q), ε 7→ 0. By the universal property of S(Q),
the map σ is defined by its restriction σ|Q : Q→ S(Q)[ε] = S(Q)⊕ S(Q) · ε.
Clearly, σ|Q(x) = x + ϕ(x)ε for some map ϕ : Q → S(Q). Since P and Q
are projective of finite rank, Homk(Q,S(Q)) ∼= S(Q) ⊗ P , so ϕ gives us an
element ϕ̃ ∈ S(Q) ⊗ P . One checks that τ(ϕ̃) = D (it is enough to check
this on Q ⊂ S(Q) since a derivation of S(Q) is completely determined by its
restriction on Q). This way we obtain a map Derk(S(Q))→ LP

∼= S(Q)⊗ P
inverse to τ .

8.14. Similarly, L̂P := Ŝ(Q) ·P ⊂ D̂P is closed under Lie bracket, and it acts
by derivations on Ŝ(Q). All continuous derivations of Ŝ(Q) arise in this way.

9 Vector fields on formal affine spaces and end of the proof

9.0. Fix a projective k-module P of finite type, put Q = P ∗. We are going to
compute the k-algebras of vector fields on W(P ) and Wω(P ). More precisely,
we will identify these vector fields with derivations of S(Q) (resp. Ŝ(Q)),

hence with elements of LP = S(Q) · P ⊂ DP (resp. of L̂P ⊂ D̂P ); we will
show that this identification respects Lie bracket. Then we are going to use
this to compute some vector fields defined in Section 7.
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9.1. (Representable functors) Suppose F ∈ Ek = Funct(k\P , Sets) is repre-
sentable by some A = (A, J) ∈ Ob k\P . This means that we have an element
X ∈ F (A), such that for any R = (R, I) ∈ k\P and any ξ ∈ F (R) there is a
unique morphism ϕ : A→ R in k\P , such that (F (ϕ))(X) = ξ. One can also
write F (R) ∼= Hom

k\P(A,R) or F = Hom(A,−).

Now consider TF :=
∏

k[ε]/k F : (R, I) 7→ F (R[ε], I ⊕ Rε) together with the

projection π : TF → F induced by R[ε]
p→ R, ε 7→ 0. By definition, Vect(F ) =

Γ(TF/F ) = HomF (F, TF ) is the set of sections of TF/F . By Yoneda lemma,
any σ ∈ Vect(F ), i.e. a section σ : F → TF , is determined by σ0 := σA(X) ∈
TF (A) = F (A[ε], J ⊕ Rε) ∼= Hom

k\P
(
(A, J), (A[ε], J ⊕ Rε)

)
. Denote by σ̃0 :

(A, J) → (A[ε], J ⊕ Rε) the corresponding morphism in k\P . Since σ is a
section of π iff pA ◦ σ̃0 = idA, then σ̃0 = idA +ε ·D for a uniquely determined
D : A → A, and σ̃0 is k-algebra homomorphism iff D is a k-derivation of A:
σ̃0(ab) = (a+εD(a))(b+εD(b)) = ab+ε(D(a)b+aD(b)). We have constructed a

bijection Vect(F )
λ→ Derk(A). One sees immediately that λ is an isomorphism

of k-modules, where the k-structure on Vect(F ) comes from the k-action
[c]R : R[ε]→ R[ε], x+ yε 7→ x+ cyε for any c ∈ k.

9.2. Proposition. λ : Vect(F )→ Derk(A) is an isomorphism of Lie algebras.

Proof. Recall that the Lie bracket on Vect(F ) = Γ(TF/F ) is defined as
follows. Consider three copies of the dual number algebra, k[ε], k[η], k[ζ], the
tensor product k[ε, η] = k[ε]⊗kk[η] and the embeddings of k[ε], k[η], k[ζ] into
k[ε, η], denoted by ϕε, ϕη, ϕζ , where the last map is determined by ϕζ : ζ 7→ εη.
Given a pair of sections σ, τ : F → TF , we consider σ as a section of TεF
and τ as a section of TηF . Here Tε, Tη, Tζ are the corresponding “tangent
bundles”; of course TεF ∼= TηF ∼= TζF ∼= TF ; besides, TεTηF = TηTεF =

Tε,ηF :=
∏

k[ε,η]/k(F |k[ε,η]). We have two maps F
σ→ TεF

Tε(τ)→ TεTηF = Tε,ηF

and F
τ→ TηF

Tη(σ)→ TηTεF = Tε,ηF . The section [σ, τ ] : F → TζF is defined
by (ϕζ)∗([σ, τ ]) = Tη(σ) ◦ τ − Tε(τ) ◦ σ. Now ∀x ∈ A, σA(x) = x + ελ(σ)x ∈
A[ε], Tε(τ)A ◦ σA : x 7→ x + ελ(σ)x + ηλ(τ)x + εηλ(τ)λ(σ)x, and, similarly,
Tη(σ)A ◦ τA : x 7→ x+ελ(σ)x+ηλ(τ)x+εηλ(σ)λ(τ)x. Therefore Tε(τ)A ◦σA−
Tη(σ)A ◦ τA = [λ(σ), λ(τ)] · εη. Q.E.D.

9.3. All this can be applied to T ωF instead of TF : in this case we will have
σ0 ∈ Hom

k\P
(
(A, J), (A[ε], J⊕Jε)

)
, so σ0 = idA +εD, where D is a derivation

of A such that D(J) ⊂ J . This gives an isomorphism λω : Vectω F → {D ∈
Derk(A) |D(J) ⊂ J}.

9.4. Now consider F := W(P ) for a projective k-module P of finite type.
Functor F is representable by A := (S(Q), 0), where Q := P ∗. Indeed,
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Hom
k\P(A, (R, I)) = Homk−alg(S(Q), R) = Homk(Q,R) ∼= Q∗ ⊗k R ∼= R ⊗k

P = W(P )(R). In this way we see that Vect(W(P ))
λ∼= Derk(S(Q)) ∼=

S(Q) ⊗k P ∼= S(Q) · P = LP ⊂ DP (cf. 8.13). Given a σ ∈ Γ(TF/F ), one
obtains the corresponding element D̄ in S(Q) ⊗ P as follows: σA : F (A) →
TF (A) = F (A[ε]) = W(P )(A[ε]) = P ⊗kA[ε], so σA(X) = X+ε · D̄′ for some
D̄′ ∈ P ⊗k A ∼= S(Q) ⊗k P (recall X ∈ F (A) = P ⊗k A = P ⊗k S(Q)). One
can check that D̄ = D̄′ (this also provides an alternative proof of 8.13).

9.5. (Pro-representable functors) Consider the full subcategories Pn ⊂ P given
by ObPn = {(R, I) ∈ ObP | In = 0}. These subcategories give an exhaustive
filtration P = ∪n≥1Pn; the corresponding slice categories are k\Pn ⊂ k\P .
Fix a functor F ∈ Ob E . It can happen that F is not representable, but its
restrictions F (n) := F |

k\Pn are. This means that for each n ≥ 0 we have some
An = (An, Jn) ∈ Ob k\Pn (in particular, Jn

n = 0) and an element Xn ∈ F (An)
such that for any R = (R, I) in k\Pn and any ξ ∈ F (R) there is a unique
morphism ϕ : An → R such that ξ = (F (ϕ))(Xn). Since An ∈ Ob k\Pn ⊂
Ob k\Pn+1, the universal property of An+1, Xn+1 ∈ F (An+1) gives us a map
ϕn : An+1 → An such that (F (ϕn))(Xn+1) = Xn. In this way we obtain

a projective system A = (. . . → A3
ϕ2→ A2

ϕ1→ A1), or even a pro-object
A := “lim←−”An over k\P . For any R = (R, I) in k\P we get HomPro k\P(A, R) =
lim−→n

Hom
k\P(An, R) = F (R), since if R ∈ Ob k\Pm, this inductive system

stabilizes for n ≥ m.

9.6. A vector field σ ∈ Vect(F ) : F → TF is completely determined by its val-

ues σn := σAn(Xn) lying in TF (An) = F (An[ε], Jn + Anε) ∼= Hom
k\P

(
(An+1,

Jn+1), (An[ε], Jn + Anε)
)
; let σ̃n : An+1 → An[ε] be the corresponding mor-

phism in k\P (here we used that R ∈ ObPn implies R[ε] ∈ ObPn+1 for
R = An). These σ̃n satisfy the obvious compatibility relations

An+1

ϕn

��

σ̃n

{{www
ww

ww
ww

An+2
σ̃n+1//

ϕn+1

��

An+1[ε]

ϕn[ε]
��

An[ε]
pAn //An An+1

σ̃n //An[ε] .

We see that σ̃n = ϕn + εDn for some Dn : An+1 → An satisfying ϕn ◦Dn+1 =
Dn ◦ ϕn+1 and Dn(xy) = Dn(x) · ϕn(y) + ϕn(x) ·Dn(y); in this way, one can
think of D = (Dn) as a derivation of the pro-k-algebra A = “lim←−”An. Sec-
tions Vectω(F ) of T ωF are treated similarly, but we get additional conditions
Dn(Jn+1) ⊂ Jn. Actually An[ε]ω ∈ Ob k\Pn, so in this case we get a compatible
family of derivations D′

n : An → An such that Dn = D′
n◦ϕn and D′

n(Jn) ⊂ Jn,
and the overall description of Vectω(F ) is even simpler than that of Vect(F ).

9.7. Let’s apply this to F = Wω(P ). First of all, F |
k\Pn is representable
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by (An, Jn) =
(
S(Q)/S≥n(Q), S+(Q)/S≥n(Q)

)
. Namely, for any (R, I) ∈

Ob k\Pn we have Hom
k\P((An, Jn), (R, I)) =

{
ϕ ∈ Homk−alg(S(Q), R) such

that ϕ(S+(Q)n) = 0, ϕ(S+(Q)) ⊂ I
}
, what, since In = 0, equals {ϕ |ϕ(S+(Q)) ⊂

I} ∼= {ϕ̃ ∈ Homk(Q,R) | ϕ̃(Q) ⊂ I} = Homk(Q, I) ∼= I ⊗k P .

We see that the vector fields σ ∈ VectWω(P ) correspond to compatible
families D = (Dn) of “derivations” Dn : S(Q)/S≥n+1(Q) → S(Q)/S≥n(Q).
One can take the “true” projective limit and obtain a continuous derivation
D : Ŝ(Q) → Ŝ(Q), that corresponds by 8.14 to some element of L̂P

∼=
Ŝ(Q) ⊗ P ∼= Ŝ(Q) · P ⊂ D̂P . This is a Lie algebra isomorphism by the same
reasoning as in 9.2. Again, given a σ ∈ VectWω(P ), we can construct the cor-
responding element D̄ ∈ LP

∼= Ŝ(Q)⊗P as follows: apply σAn : Wω(P )(An) =
Jn ⊗k P → TWω(P )(An) = Wω(P )(An[ε]) = Jn ⊗k P ⊕ Anε ⊗k P to
Xn ∈ Jn ⊗k P = Wω(P )(An) and get some element σAn(Xn) = Xn + ε · D̄n,
D̄n ∈ An⊗kP = S(Q)/S≥n(Q)⊗kP . These D̄n form a compatible family that
defines an element of Ŝ(Q) ⊗k P ; this element is exactly D̄ (proof is similar
to 9.4).

9.8. Suppose G is a group in E , F is an object of E and G acts on F from the
left: we are given some α : G× F → F satisfying usual properties. Since T is
left exact, T (G×F ) = TG×TF , and we get a left action Tα : TG×TF → TF
compatible with α:

TG× TF Tα //

πG×πF

��

TF

πF

��
G× F α //F

Hence Lie(G) ⊂ TG also acts on TF , so we get a map Lie(G) × TF
β→

TF . Since πG maps Lie(G) into the identity of G, the following diagram is
commutative:

Lie(G)× TF
pr2

��

β //TF

πF

��
TF

πF //F

After composing β with idLie(G)×s where s : F → TF is the zero section of
TF , we get a map γ : Lie(G)× F → TF over F , hence a map γ[ : Lie(G)→
HomF (F, TF ) = Vect(F ), and by taking the global sections (=evaluating at
k) we obtain an k-linear map Γ(γ[) : Γ(Lie(G)) = Lie(G) → Γ(Vect(F )) =
Vect(F ). One checks, by means of the description of Lie bracket on Vect(F )
given in 9.2 and a similar description of the Lie bracket on Lie(G) recalled
in 7.10.4, that γ[ and deα := Γ(γ[) are Lie algebra homomorphisms.

9.9. Fix a Lie algebra g over k, finitely generated projective as an k-module,
and construct the formal group G := Exp×(g) with Lie(G) = W(g), hence
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Lie(G) = Γ(W(g)) = g, as in 7.7. Consider first the left action of G on itself
given by the multiplication map µ : G × G → G. According to 9.8, we get
a map deµ : g → Vect(G) = Γ(TG/G). It is clear from the description given
in 9.8, that Y ∈ g maps to the right-invariant vector field σY : G → TG
given by (σY )R : g 7→ (1 + Y ε) · sR(g) [here 1 + Y ε denotes the image of
Y ∈ Lie(G)(R) in TG(R), s : T → TG is the zero section of TG and g is
an element of G(R), R ∈ Ob k\P ]. This means that, if we identify TG with
G× Lie(G) ∼= G×W(g) by means of the map (g, Y ) 7→ (1 + Y ε) · s(g), then
σY ∈ HomG(G, TG) ∼= HomG(G,G×Lie(G)) ∼= Hom(G,Lie(G)) is identified
with the constant map g 7→ Y in Hom(G,Lie(G)) = Hom(G,W(g)).

9.10. Recall that the exponential map exp′ : Wω(g) → G gives an iso-
morphism of formal schemes, hence we can deduce from µ a left action α :
G×Wω(g)→Wω(g):

G×Wω(g)

idG × exp′

��

α // Wω(g)

exp′∼
��

G×G µ //G

This would give us a Lie algebra homomorphism deα : g → Vect(Wω(g)) =
HomWω(g)(W

ω(g), TWω(g)) ∼= Hom(Wω(g),W(g)). We want to compute ex-
plicitly the vector fields σ̃Y = (deα)(Y ) in terms of this isomorphism.

We have the following diagram (cf. 7.10.6):

Wω(g)
σ̃Y //

∼exp′

��

T (Wω(g)) ∼ //

T (exp′)∼
��

Wω(g)×W(g) //

τ

���
�
� Wω(g)

exp′

��
G

σY //TG
∼ //G×W(g)

πG //G

s
ss

Here τ is given by (X,Z) 7→
(
exp(X),

∑
n≥0

(ad X)n+1

(n+1)!
(Z)

)
for any X lying in

Wω(g)(R) = IR · g(R) and any Z from W(g)(R) = g(R) [ IR is nilpotent, so is
(adX), hence the sum is finite; note the absence of the factor (−1)n factor in
comparison to 7.10.6; this is due to the fact that we have chosen here another
splitting TG ∼= G×Lie(G), given by right-invariant vector fields]. On the other
hand, by 9.9, σY is given by g 7→ Y . This means that σ̃Y maps X into (X,Z)

such that
∑

n≥0
(ad X)n+1

(n+1)!
(Z) = Y , i.e. P (adX)(Z) = Y , where P (T ) ∈ Q[[T ]]

is the series P (T ) = (eT−1)/T . Therefore, Z = P (adX)−1(Y ), and classically
P (T )−1 = T/(eT −1) =

∑
n≥0

Bn

n!
T n (this is actually the definition of Bernoulli

numbers Bn).

9.11. (Definition of embedding θ) We have just seen that for Y ∈ g the vector

field σ̃Y is given byX 7→
(
X,
∑

n≥0
Bn

n!
(adX)n(Y )

)
. On the other hand, by 9.7,

we know that vector fields on W(g) correspond to continuous derivations of
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Ŝ(g∗), or to the elements of Ŝ(g∗)⊗ g ∼= Ŝ(g∗) · g = L̂g ⊂ D̂g, where D̂g is the
completed Weyl algebra of g, cf. 8.10, 8.14. We want to compute the elements
of DY ∈ L̂g that correspond to σ̃Y ∈ Vect(Wω(g)); this would give us a Lie

algebra homomorphism g
θ→ L̂g ⊂ D̂g, Y 7→ DY , hence also a homomorphism

U(g)
θ̃→ D̂g. We will see in 9.14 that both θ and θ̃ are injective.

9.12. Let’s apply 9.7 for P = g, Q = g∗, F = Wω(g), to compute the element
DY ∈ Ŝ(g∗) ⊗ g corresponding to σ̃Y defined by some Y ∈ g. We know
that F is pro-representable by A = “lim←−”(An, ϕn), where An = (An, Jn) =

(S(g∗)/S≥n(g∗), S+(g∗)/S≥n(g∗)), ϕn : An+1 → An is the projection. We have
also the universal elements Xn ∈ An; such an element is equal to the image
of the canonical element cg ∈ g∗ ⊗ g in Jn ⊗k g = Wω(g)(An) ⊂ g(An).
According to 9.7, we have to apply (σ̃Y )An : Wω(g)(An) → TWω(g)(An) =
Jn⊗k g⊕ εAn⊗k g to Xn and to take the second component DY,n. According
to 9.11, (σ̃Y )An(Xn) = Xn + ε ·∑n

k=0
Bk

k!
(adXn)k(Y ); this gives us the value

of DY,n. Elements Xn ∈ An define an universal element X ∈ lim←−(Jn ⊗k g) ∼=
Ŝ+(g∗)⊗k g ⊂ g(Â), where (Â, Ĵ) = (Ŝ(g∗), Ŝ+(g∗)) is the “true” (topological)

projective limit of A. Of course, X is still the image of cg ∈ g∗⊗ g in Ĵ ⊗ g ⊂
g(Â). We see that DY =

∑
k≥0

Bk

k!
(adX)k(Y ) ∈ g(Â)

∼= Ŝ(g∗)⊗k g. This power

series converges since X ∈ Ĵ · g(Â) is topologically nilpotent. Here Y ∈ g is

considered as an element of g(Â) ⊃ g, and (adX)k(Y ) is computed with respect

to the Â-Lie algebra structure on g(Â).

9.13. (Main formula)

Suppose g is a free k-module of rank n. Fix a base (ei)1≤i≤n of g, and consider
the structural constants Ck

ij ∈ k defined by [ei, ej] =
∑

k C
k
ijek. (Here the

completed Weyl algebra is used, hence, unlike in Sections 1–6, there is no
need to use a formal variable t, hence to distinguish Ci

jk and (C0)i
jk.) Denote

by (ei) the dual base of g∗, denote by ∂i the images of ei in S(g) ⊂ Ŝ(g∗)⊗k

S(g) ∼= D̂g and by xi – the images of ei in Ŝ(g∗) ⊂ D̂g. (The apparent loss
of covariance/contravariance here is due to the fact we’ll need to apply the
Weyl algebra automorphism xi 7→ −∂i, ∂i 7→ xi to recover the Main Formula
in form (1); there doesn’t seem to be a completely satisfactory way of fixing
this.)

Clearly cg =
∑

i e
i ⊗ ei, hence X =

∑
i xiei ∈ g(Â) = g(Ŝ(g∗)) is the universal

element, and for any Y ∈ g,DY is given by
∑

s≥0
Bs

s!
(adX)s(Y ). In coordinates,

adX ∈ EndÂ(g(Â)) is given by adX : ej 7→
∑

i xi[ei, ej] =
∑

i,k C
k
ijxiek, hence

the matrix M = (M i
j) of adX is given by M i

j =
∑

k C
i
kjxk (cf. with Ci

j from
Sections 1–5, which involve −∂k-s in the place of xk-s).
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For Y = ej we obtain

Dej
= DY =

∑
s≥0

Bs

s!
(adX)s(ej) =

∑
s≥0

∑n
i=1

Bs

s!
(M s)i

jei

=
∑n

i=1

(∑∞
s=0

Bs

s!
(M s)i

j

)
∂i ∈ Lg ⊂ D̂g

(36)

Thus we have constructed an explicit embedding ej 7→ Dej
of g into the

completed Weyl algebra D̂g. Recall that D̂g is some completion of the Weyl
algebra Dg, and that Dg in this situation is the free algebra over k generated by
x1, . . . , xn, ∂

1, . . . , ∂n subject to the relations [xi, xj] = [∂i, ∂j] = 0, [∂k, xi] =
δk
i , i.e. is the classical Weyl algebra over k with 2n = 2 dim g generators.

9.14. (Injectivity of θ and θ̃) Now it remains to show that our homomorphisms

θ : g → L̂g and θ̃ : U(g) → D̂g are injective. To achieve this we consider the

“evaluation at origin map” β : Ŝ(g∗) → Ŝ(g∗)/Ŝ+(g∗) = k and the induced

maps β ⊗ 1g : L̂g → g and β ⊗ 1S(g) : D̂g → S(g). One checks immediately

that (β ⊗ 1g) ◦ θ = 1g, hence θ is injective; for θ̃ observe that (β ⊗ 1S(g)) ◦ θ̃
maps Un(g) into Sn(g) and induces the identity map between the associated
graded gr(U(g)) ∼= S(g) and gr(S(g)) = S(g), hence is injective, hence θ̃ is
also injective.

10 Another proof in the language of coderivations

10.1. In this section, k ⊃ Q. IfH is any k-coalgebra with comultiplication ∆H ,
then a k-linear map D ∈ Endk(H) is a coderivation if (D⊗1+1⊗D)◦∆H =
∆H ◦D. We denote by Coderk(H) the set of all k-linear coderivations of H.

10.2. Let g be a Lie algebra over k finitely generated as an k-module. Put
H := U(g) and C := S(g). Both C andH are Hopf algebras, cocommutative as
coalgebras. Moreover, there is a unique canonical (functorial in g) isomorphism
of coalgebras ξ : C

∼→ H that is identity on g ([Bourbaki], Ch. II). This
coexponential map may be described as follows: it maps x1 . . . xn ∈ Cn = Sn(g)
into 1

n!

∑
σ∈Sn

xσ(1) . . . xσ(n) ∈ U(g)n ⊂ H.

10.3. Consider the left action of H on itself defined by its algebra structure:
h 7→ Lh ∈ Endk(H), Lh : h′ 7→ hh′. Since H = U(g), this restricts to a Lie
algebra action of g on H. This is an action by coderivations. Indeed, for any
h ∈ g, we have ∆H(h) = 1 ⊗ h + h ⊗ 1, hence (Lh ⊗ 1 + 1 ⊗ Lh)(∆H(h′)) =
∆H(h) ·∆H(h′) = ∆H(hh′) = (∆H ◦ Lh)(h

′).

10.4. The coexponential isomorphism ξ : C
∼→ H allows us to define a left
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action h 7→ Dh := ξ−1 ◦ Lh ◦ ξ of H on C, such that g ⊂ H acts on C
by coderivations, and Dh(1) = h for any h ∈ g. Thus we get θ : h 7→ Dh,
θ : g → Coderk(C) = Coderk(S(g)). By “duality” S(g)∗ ∼= Ŝ(g∗) (we use
here that g is projective f.g., k ⊃ Q) since S(g)∗ = (⊕Sn(g))∗ =

∏
Sn(g)∗ ∼=∏

Sn(g∗) = Ŝ(g∗), and Dh give us derivations tDh : Ŝ(g∗)→ Ŝ(g∗). Hence we

get a Lie algebra homomorphism θ : g→ Der(Ŝ(g∗)) ∼= Ŝ(g∗)⊗ g ∼= L̂g ⊂ D̂g,

where D̂g is the completed Weyl algebra of g, θ : h 7→ tDh.

10.5. The pairing between Sn(g∗) and Sn(g) that induces the isomorphism
Sn(g)∗ ∼= Sn(g∗) used above, is given by 〈x1 . . . xn, u1 . . . un〉 =

∑
σ∈Sn

1
n!
〈xi, uσ(i)〉,

i.e. 〈xn, un〉 = 〈x, u〉n. Elements of the form xn generate Sn(g) and ξ(xn) =
xn ∈ U(g) ∀x ∈ g. We see that Dh(x

n) = ξ−1(hxn). Moreover, ξ(xkh) =
1

k+1

∑
p+q=k x

phxq and (adx).ξ(xkh) = 1
k+1

(xk+1h − hxk+1). For the following
computations, fix x ∈ H and denote by L = Lx and R = Rx the left and right
multiplication by x. Since L and R commute and k ⊃ Q, the polynomials
from Q[L,R] act on H. In particular,

ξ(xkh) = 1
k+1

∑
p+q=k x

phxq = ( 1
k+1

∑
p+q=k L

pRq)(h),

(ad x).h = xh− hx = (L−R)(h),

ξ(xk(ad x)lh) = 1
k+1

(
∑

p+q=k L
pRq)(L−R)l(h).

We would like to find rational coefficients a
(n)
k,l ∈ Q, such that Dh(x

n) =∑
k,l a

(n)
k,l x

k(ad x)l.h. This condition can be rewritten as

hxn =
∑
k,l

a
(n)
k,l ξ(x

k(ad x)lh) i.e. Rn(h) =
∑
k,l

a
(n)
k,l

k + 1

 ∑
p+q=k

LpRq

 (L−R)l(h).

For this it is enough to require

Rn =
∑
k,l

a
(n)
k,l

k + 1

 ∑
p+q=k

LpRq

 (L−R)l to hold in Q[L,R].

Since L−R is not a zero divisor in Q[L,R], this identity is equivalent to

(L−R)Rn =
∑
k,l

a
(n)
k,l

k + 1
(Lk+1 −Rk+1)(L−R)l

Now the LHS is a homogeneous polynomial of degree n + 1, hence in finding
a

(n)
k,l we may also require that all summands of other degrees on the RHS

vanish as well, i.e. assume that a
(n)
k,l = 0 unless k + l = n. This also allows to

simplify the notation, namely set a
(n)
k := a

(n)
k,n−k, 1 ≤ k ≤ n. Next, consider

the isomorphism Q[L,R] ∼= Q[X,Y ] given by R 7→ X, L 7→ X + Y ; it allows

42



us to rewrite our identity as

XnY =
n∑

k=0

a
(n)
k

k + 1

(
(X + Y )k+1 −Xk+1

)
Y n−k

Divide both sides by Y n+1 and put T := X/Y ; so we get the following identity
in Q[T ]:

T n =
n∑

k=0

a
(n)
k

k + 1

(
(T + 1)k+1 − T k+1

)
(37)

For any P ∈ Q[T ] set δP := P (T + 1) − P (T ), DP := P ′(T ). (We don’t use
the classical notation ∆P for P (T + 1) − P (T ) since it might be confused
with our notation for the comultiplication.) By Taylor’s formula (eDP )(T ) =∑

k≥0
P (k)(T )

k!
= P (T + 1), hence δP = (eD − 1)P , i.e. δ = eD − 1. In terms of

Pn(T ) :=
∑n

k=0
a
(n)
k

k+1
T k+1, the equation (37) may be rewritten as

δPn(T ) = T n, Pn(0) = 0. (38)

This determines Pn(T ) uniquely, and the coefficients of Pn(T ) can be ex-
pressed in terms of Bernoulli numbers. To obtain this expression, observe that
δ = eD−1

D
D, so

(
eD−1

D

)
(DPn) = T n, therefore DPn =

(
D

eD−1

)
(T n). By the

definition of Bernoulli numbers Bk, we have D
eD−1

=
∑

k≥0
Bk

k!
Dk, hence

DPn(T ) =
∑
k≥0

Bk

k!
DkT n =

∑
k≥0

Bk

(
n

k

)
T n−k =

n∑
k=0

Bn−k

(
n

k

)
T k.

On the other hand, DPn(T ) =
∑n

k=0 a
(n)
k T k, hence a

(n)
k =

(
n
k

)
Bn−k. We have

proved the following formula:

10.6. For any h ∈ g ⊂ H, x ∈ g ⊂ C, we have

Dh(x
n) = ξ−1(hxn) =

n∑
k=0

a
(n)
k xk·((adx)n−k(h)) =

n∑
k=0

(
n

k

)
Bn−kx

k·((adx)n−k(h)),

(39)
or, shortly,

Dh(x
n) =

n∑
k=0

(
n

k

)
Bkx

n−k · ((adx)k(h)). (40)

This implies for any x ∈ g, α ∈ g∗, n ≥ 0,

〈xn, tDh(α)〉 = 〈Dh(x
n), α〉 = 〈Bn · (ad x)n(h), α〉 = Bn〈(ad x)n(h), α〉.

Both sides are polynomial maps in x of degree n, by taking polarizations we
get

〈x1 . . . xn,
tDh(α)〉 =

Bn

n!

∑
σ∈Sn

〈
(ad xσ(1)) . . . (ad xσ(n))(h), α

〉
, ∀x1, . . . , xn ∈ g.
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The above formula is by no means new: it can be found for example in [Petracci],
Remark 3.4.

10.7. The coderivation Dh : S(g) → S(g) corresponds by duality to a con-
tinuous derivation tDh : Ŝ(g∗) → Ŝ(g∗), which is uniquely determined by
its restriction tDh|g∗ : g∗ → Ŝ(g∗). Such a map corresponds to an element
tD̃h ∈ Ŝ(g∗) ⊗ g ∼= L̂g ⊂ Ŝ(g∗) ⊗ S(g) ∼= D̂g. Now we want to compute this

element D̃h := (tDh)
∼ ∈ L̂g ⊂ D̂g of the Weyl algebra since it defines (by

means of the usual action of D̂g on Ŝ(g∗)) the derivation tDh as well as the
coderivation Dh.

10.8. Any element u ∈ g(Ŝ(g∗)) = Ŝ(g∗) ⊗ g = L̂g corresponds to a k-linear

map u] : S(g) → g and, conversely, since g is a projective k-module of finite
type. Note that g(Ŝ(g∗)) has a Ŝ(g∗)-Lie algebra structure obtained by base

change from that of g. Let’s compute [u, v]] in terms of u] and v] : S(g) → g

for any two elements u, v ∈ g(Ŝ(g∗)).

10.8.1. To do this consider the following more general situation: Let M,N,P
be projective k-modules of finite rank, B : M × N → P a k-bilinear map,
B̃ : M ⊗ N → P the map induced by B, u ∈ M(Ŝ(g∗)), v ∈ N(Ŝ(g∗)). Suppose

u] : S(g) → M and v] : S(g) → N correspond to u and v, and we want to
compute the map w] : S(g)→ P corresponding to w = B(Ŝ(g∗))(u, v) in terms

of u] and v].

10.8.2. The answer here is the following: w] = B̃ ◦ (u] ⊗ v]) ◦ ∆ where ∆ :
S(g) → S(g) ⊗ S(g) is the comultiplication on S(g). Indeed, by linearity,
it is sufficient to check this for u = x ⊗ ϕ, v = y ⊗ ψ, x ∈ M , y ∈ N ,
ϕ, ψ ∈ Ŝ(g∗) = S(g)∗. Then u] : λ 7→ ϕ(λ)x, v] : λ 7→ ψ(λ)y, w = z ⊗ ϕψ
where z = B(x, y) ∈ P and ϕψ = (ϕ⊗ψ)◦∆ by duality between algebra Ŝ(g∗)
and coalgebra S(g). Hence w] : λ 7→ (ϕψ)(λ) · z = (ϕ ⊗ ψ)(∆(λ)) · B(x, y) =
(B̃ ◦ (u] ⊗ v]) ◦∆)(λ). Q.E.D.

10.8.3. Now we apply this for M = N = P = g, B – the multiplication map.
We see that for any two u], v] : S(g) → g we have [u, v]] = µg ◦ (u] ⊗ v]) ◦∆
where ∆ = ∆S(g) : S(g) → S(g) ⊗ S(g) is the comultiplication of S(g)
and µg : g ⊗ g → g, x ⊗ y 7→ [x, y] is the bracket multiplication of Lie
algebra g. We introduce a Lie bracket [, ]g on Hom(S(g), g) by this rule;
then [u, v]] = [u], v]]g, so g(Ŝ(g∗)) → Hom(S(g), g), u 7→ u] is an isomor-
phism of Lie algebras. Observe that there is another Lie bracket [, ]D on
Hom(S(g), g) ∼= Der. cont(Ŝ(g)) ∼= Coder(S(g)) given by the usual commu-
tator of coderivations: [D1, D2]D = D1D2−D2D1. (One must be careful when
passing from derivations to coderivations since [tD1,

tD2] = −t[D1, D2]).
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10.9. We have some specific elements in g(Ŝ(g∗)), hence in Hom(S(g), g). First

of all, any a ∈ g lies in g(Ŝ(g∗)), inducing therefore a map a] : S(g)→ g. Clearly,

this is the map sending 1 ∈ S(g) to a, and sending all of S+(g) = ⊕n≥1S
n(g)

to zero.

10.9.1. One checks immediately that [a], b]]g = [a, b]], ∀a, b ∈ g, [a], u]]g =
(ad a) ◦ u], [u], a]]g = −(ad a) ◦ u], ∀a ∈ g, u] : S(g)→ g.

10.9.2. Besides, the “canonical element” X ∈ g⊗ g∗ ⊂ g(Ŝ(g∗)) (the image of

idg under the identification Hom(g, g) ∼= g⊗ g∗) provides a map X] : S(g)→
g, which is clearly the projection of S(g) = ⊕n≥0S

n(g) onto S1(g) = g. In
particular, for all a ∈ g, X](a) = a if n = 1, and X](an) = 0 otherwise.

10.9.3. Let’s compute [X], u]]g for any u ∈ Hom(S(g), g). Since elements
of the form an generate Sn(g), it is sufficient to determine all [X], u]](an).

Now, ∆(an) = ∆(a)n = (a ⊗ 1 + 1 ⊗ a)n =
∑n

k=0

(
n
k

)
ak ⊗ an−k, hence (X] ⊗

u])(∆(an)) = na ⊗ u](an−1), so [X], u]]g(a
n) = n.[a, u](an−1)] (for n = 0

the RHS is assumed to be zero by convention). In particular, if u] was zero
restricted to Sn(g) for fixed n, then [X], u]]g is zero on Sn+1(g).

10.9.4. Thus, we have proved (adgX
])(u]) : an 7→ n(ad a)(u](an−1)). By

induction, one obtains (adgX
])k(u]) : an 7→ n!

(n−k)!
(ad a)ku](an−k) for n ≥ k

(for n < k the RHS is assumed to be zero). Using this for u] = h] defined
by some h ∈ g, we obtain (adgX

])n(h]) : xn 7→ n!(ad x)n(h), and it is zero
outside Sn(g). By taking polarizations, we get (adgX

])n(h]) : x1x2 . . . xn 7→∑
σ∈Sn

(ad xσ(1))(adxσ(2)) . . . (ad xσ(n))(h).

10.10. Now we can write (39) in another way. Recall that ∀h ∈ g we have
constructed a coderivation Dh : S(g)→ S(g) given by (39) such that h 7→ Dh

is a Lie algebra embedding g → Coder(S(g)) ∼= Hom(S(g), g) ∼= L̂g. Recall
that the map Coder(S(g))→ Hom(S(g), g) maps a coderivation D into D̃] :=
X] ◦D : S(g)→ g. Hence D̃]

h = X] ◦Dh is given by

D̃h
]
(xn) = Bn · (ad x)n(h).

Comparing with 10.9.4 we obtain the following equality in Hom(S(g), g):

D̃h
]
=
∑
n≥0

Bn

n!
(adgX

])n(h])

By dualizing and taking into account 10.8.3 we obtain an equality in L̂g
∼=
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Ŝ(g∗)⊗ g ∼= g(Ŝ(g∗)):

tD̃h =
∑
n≥0

Bn

n!
(adgX)n(h).

This is exactly the main formula (36) of Section 9 in invariant form. So we
have proved it again in a shorter but less geometric way. The above formula
has already appeared in a slightly different form in [Petracci], Theorem 5.3
and formulas (20), (13) and (15). We refer to the introduction to the present
work for a more detailed comparison of our results with those of loc.cit.

10.11. In the proof presented in this section, we started from an invariantly
defined isomorphism of coalgebras ξ : C = S(g)

∼→ H = U(g) and used it to
transport the coderivations Lh : x 7→ hx from H onto C. However, we could
replace in this reasoning ξ by any other isomorphism of coalgebras ξ′ : C

∼→ H
and obtain another embedding g → L̂g in this way, hence another formula.
Yet another possibility is to consider on H the coderivations Rh : x 7→ −xh
instead of the Lh-s. This gives the same formula but with additional (−1)n

factors in each summand. (One can see this by considering the isomorphism
of g onto its opposite g◦ given by x 7→ −x).

10.12. What are the other possible choices of ξ′′ : C
∼→ H ? Actually the only

choice functorial in g is the coexponential map. Thus we need some additional
data. Suppose for example that g is free rank n as a k-module, and e1, . . . , en

are a base of g. Denote by xi the images of ei in C = S(g), and by zi the images
in H = U(g). Then, one can take ξ′ : xα1

1 . . . xαn
n 7→ zα1

1 . . . zαn
n , for any αi ∈ N0.

This is easily seen to be a coalgebra isomorphism, since ∆C(xi) = xi⊗1+1⊗xi,
∆H(zi) = zi ⊗ 1 + 1 ⊗ zi, and these monomials in zi form a base of H by

PBW theorem. In this way, one obtains another embedding g ↪→ L̂g, the
lower degree terms of which have to be given by the triangular matrices.
In the geometric language of previous sections, this corresponds to the map

W(g)
exp′′→ G = Exp×(g) given by x1e1+. . . xnen 7→ exp′(x1e1)·. . .·exp′(xnen).

11 Conclusion and perspectives

Within the general problematics of finding Weyl-algebra realizations of finitely
generated algebras, a remarkable universal formula has been derived in three
different approaches, suggesting further generalizations. Our result and proof
can apparently also be extended, in a straightforward manner, to Lie super-
algebras.

More difficult is to classify all homomorphisms U(L)→ An[[t]], which are not
universal, but rather defined for a given Lie algebra L. We have computed
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some examples of such representations (e.g. [MS]), but we do not know any
classification results. As usual for the deformation problems, we expect that
the homological methods may be useful for the treatment of concrete examples.

In our representation, t is a formal variable. If k is a topological ring, then one
can ask if our formal series actually converges for finite t. Let ρ : An → B(H)
be a representation of the Weyl algebra by bounded operators on a Hilbert
space H, and t fixed. Then for any x ∈ L, the applying ρ ◦ Φλ(x) is a power
series in bounded operators. Under the conditions when this is a convergent
series, for k = C, λ = 1, our formula is known, see Appendix 1, formula (1.28)
of [KarMaslov], with a very different proof.

Similarly to the analysis in [OdesFeigin], it may be useful to compute the com-
mutant of the image of Φλ in An[[t]]. It is an open problem if there are similar
homomorphisms for the quantum enveloping algebras. The approach to formal
Lie theory taken in [Holtkamp] may be useful in this regards. We expect that
our approach may be adapted to the setup of Lie theory over operads [Fresse].
In particular, generalizations to Leibniz algebras (no antisymmetry!) would be
very interesting. There is also an integration theory for Lie algebroids (yield-
ing Lie groupoids), with very many applications. This suggests that the vector
field computations may be adaptable to that case.

Our main motivation is, however, to explore in future similar representations
in study of possible quantum field theories in the backgrounds given by non-
commutative spaces, where we may benefit on unifying methods and intuition
based on the exploration of the uniform setup of Weyl algebras. Some related
physically inspired papers are [AmCam1,AmCam2,Lukierski,LukWor,MS].
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