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Abstract: The order-picking process is the most laborious and the most costly activity in a typical warehouse. As 50% of total order picking time is spent on traveling, organizational changes and application of various order-picking methods to reduce travel distances could lead to significant improvements. In this paper routing, storage and orderbatching methods are analyzed by simulation. The presented results showed up to 80% possible reduction of travel distances using appropriate combination of orderpicking methods.
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1. INTRODUCTION

It is well known that logistic costs have important influence on final successfulness of any company. In western countries these costs are estimated about 10-15% of GDP. Beside transportation, warehousing is one of the largest cost drivers in supply chains. Order-picking process, defined as the process of retrieving items from storage locations in response to a specific customer request, is the most laborious and the most costly activity in a typical warehouse, with up to 55% of warehouse total operating costs (Tompkins et al., 1996). Therefore, it is very important to put some efforts on reducing order-picking costs, i.e. to improve order-picking efficiency. One way to improve order-picking process is to redesign it, using new equipment, layout or/and automatization and informatization of a process. However, these require usually large investment. Hopefully, there is a way to improve order-picking process using some methods that are not so costly. 

The fact that about 50% of total order-picking time is spent on traveling (Tompkins et al., 1996) gives a potential to improve order-picking efficiency by reducing traveling distances. Several methods could be used with that purpose. Routing methods determine the sequences and routes of traveling, trying to minimize total travel distances. Storage methods, assigning items to storage locations based on some rule, could also reduce travel distances compared to random assignment. Orderbatching methods, grouping two or more customer orders in one picking order, are also very efficient in reducing total travel distances. All methods mentioned are well known and proven in improving order-picking efficiency. However, the performances depend greatly on the layout and size of the warehouse, the size and characteristics of orders and the order-picker capacity. Additionally, the performance of a particular method depends also on the other methods used, therefore it is important to understand their mutual interactions. The purpose of this paper is to identify the performances of routing, storage and orderbatching methods in combinations, depending on the given situation. 

2. ORDER-PICKING SYSTEMS
As order-picking is just one of four main warehouse processes (receiving, storage, picking, shipping), order-picking system could be defined as warehouse subsystem for retrieving goods according to customer orders. However, although there are warehouse systems with only unit-load picking (pallet retrieving), it is very common that systems where parts are stored as unit loads but retrieved in less-than-unit-load quantities are referred to as an order-picking system (Tompkins et al., 1996). 

Many various order-picking system types can be found in warehouses due to different equipment and methods used. We can distinguish order-picking systems according to whether humans or automated machines are used. The majority of warehouses employ humans for order picking. Among these, we can further distinguish systems where picker walks or drives along the aisles to pick items ("picker-to-part" systems or "in-the-aisle" systems), and systems where parts are brought to picker at the end of aisle ("part-to-picker" systems or "end-the-aisle" systems). Examples of "picker-to-part" order-picking systems range from various low-level systems where order-pickers pick requested items from storage racks or bins (pallet racks, shelves, gravity flow racks, drawers) while walking along the aisles, to high-level systems with high storage racks where order pickers travel to the pick locations on board of a lifting order-pick truck or crane (man-aboard S/R system). "Part-to-picker" systems include horizontal and vertical carousels, vertical lift modules (VLMs) and automated storage and retrieval systems (unit-load AS/RS and mini-load AS/RS).  In automated picking systems automated machines and robots are used for picking. 

Objective in designing order-picking systems is either to maximize the service level subject to resource constraints such as labour, machines, and capital, or to minimize resources subject to desired service level. The service level is composed of a variety of factors such as order delivery time, order integrity, and accuracy. A crucial link between order picking and service level is that the faster an order can be retrieved, the sooner it is available for shipping to the customer. Minimizing resources is in relation with picking productivity, measured by the picks per hour. Minimizing the order picking time is, therefore, a need for any order-picking system. Since the actual amount of time it takes to physically retrieve the product from location tends to be fixed regardless of the picking method used, improvements are usually in the form of reducing the travel time between picks.

Very large majority of picking systems in warehouses worldwide are picker-to-parts order-picking systems employing humans (and with multiple picks per route). In such systems the travel time is a dominant component of total order-picking time. Accordingly, the analysis of order-picking methods in this paper is dedicated to such conventional warehouses. The analysis is restricted to warehouses with so-called basic warehouse layout. These are rectangular warehouses with parallel aisles, a central depot (pick up/delivery point), and two possibilities for changing aisles, at the front and at the rear of warehouse. The picking aisles (main aisles) are wide enough to allow two-way travel, but picking can be done from both sides of the aisle without a significant change in position. The location of a depot (pick-up/delivery point) is at the front corner of the warehouse. This is consistent with observations of several similar works presented in literature, e.g. (Chew & Tang, 1999), (Petersen, 1997), (Roodbergen & Petersen, 1999).
3. ORDER-PICKING METHODS
3.1.
Routing methods

There are several routing methods (policies) developed and used in practice. Most of them are heuristic methods, with performances depending greatly on the particular operating conditions of the system under study due to their definitions. The simplest routing heuristic is S-shape policy. When this method is used, the order picker enters every aisle where an item has to be picked and traverses the entire aisle. Aisles where nothing has to be picked are skipped. An exception is made for the last aisle visited in case the number of aisles to be visited is odd. In that case a return travel is performed in last aisle visited. Another very simple routing heuristic method is Return policy. Order-picker enters and leaves aisles containing item(s) to be picked from the front aisle. Midpoint routing policy, also one simple heuristics, looks like return method on two halves of a warehouse. Only first and last aisle visited are traversed entirely. Similarly to last heuristic, with Largest Gap policy all aisles that contain even one item to be picked are also left at the same side as they were entered, except the first and last visited which are traversed entirely. The gap represents the separation between any two adjacent picks, between first pick in the aisle and front aisle, or between the last pick in the aisle and the back aisle. If the largest gap is between two adjacent picks, the picker performs a return route from both ends of the aisle. Otherwise, a return route from either the front or back aisle is used. The largest gap is therefore the portion of the aisle that the order picker does not traverse. This policy is slightly more complex routing heuristic method than the first three mentioned. The resulted route is somehow similar, but definitely at least equal or better than the route defined by Midpoint policy in all possible situations. Two relatively new routing methods developed are Composite policy and Combined policy (Roodbergen & de Koster, 2001). Composite routing heuristic combines features of the S-shape and Return heuristics, minimizing the travel distance between the farthest picks in two adjacent aisles for each aisle individually. Combined heuristics is also a combination of S-shape and Return policies, but a small component of dynamic programming gives it a possibility to look one aisle ahead. The decision about return or traversal route in the aisle depend not only on minimized travel in that aisle, but also on better starting point for next aisle. This in turn leads to a better overall result than Composite heuristic. 

All routing policies described above have some restrictions in creating a route. An optimal algorithm (Ratliff & Rosenthal, 1983), combining a graph theory and dynamic programming, results in a shortest possible, thus optimal route. Examples of routes created by mentioned routing heuristics and an optimal algorithm are given in Figure 1. (Roodbergen & Petersen, 1999).
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Fig.1. Examples of routes by routing heuristics and optimal algorithm

Even with an optimal algorithm developed, the majority of order-picking operations use heuristic routing methods (Petersen, 1997). The reason for that is that heuristic methods may provide near optimal solutions and avoid the confusion inherent in optimal solutions (Hall, 1993). It is true that a specific heuristic method could in some situations results with near optimal route, but in some other situations it could perform badly. Therefore, it is important to know in what situations some heuristics are good or bad. Even more, which are better than another and how much better in particular situations.

3.2.
Storage methods

Storage methods assign items to warehouse storage locations, based on popularity, demand, size, hazard etc. In order-picking systems, storage methods are usually based on rule of assigning the frequently accessed items to the locations near depot (Choe & Sharp, 1992), and called activity-based storage. Volume-based storage policy assigns items to storage locations based on the expected picking volume (Petersen, 2001). Note that order frequency is not identical to picking volume as frequency relates to visiting frequency (or order lines) and picking volume to total number of units. The most effective storage method in reducing travel distances seems to be Cube-per-order index (COI) based storage policy, assigning items with the lowest ratio of the item's required storage space to the item's order frequency to the locations nearest to the depot. With assumptions that each type of item is dedicated to only one location and picking volumes are proportional to order frequencies for all items, all three mentioned storage methods are the same (further in paper we use term volume-based storage). There are several different types (patterns) of volume-based storage used in practice, as shown in Figure 2. 
[image: image2.jpg]a) diagonal type

c) along front aisle type d) along front and rear
aisle type





Fig.2. The types of storage

Items with higher volume/frequency (or smaller COI) are stored in darker locations. With diagonal storage, highest volume item is stored in the location closest to the depot while lowest volume item is stored in the farthest location from the depot. Within-aisle storage means that high volume items are stored in the aisle closest to the depot and the low volume items are stored in the aisle farthest from the depot. This type of storage is obviously good for S-shape routing policy, which was confirmed by Petersen & Schmenner, 1999. In along front aisle (across-aisle) storage, the high volume items are stored along front aisle and the low volume items along the rear aisle. This type of volume-based storage could be preferred for return routing policy (Caron et al., 1998). As the Midpoint and Largest Gap routing policies are characterized by return traveling from both front and rear aisle, a possible good type of storage for this routing policies could be along front and rear aisle storage. All types of volume-based storage will reduce the total travel distances in order-picking compared to random storage assignment, but the performance of a particular storage type greatly depends on the routing method implemented. The question is which type of storage suites the best particular routing method.

3.3. 
Picking strategies
Methods of organization of order-picking, called also pick strategies (Choe & Sharp, 1992) determine how orders are picked in warehouses. Most basic method is single order-picking. Pickers pick one customer order at a time (in one route). This method can work well in operations with a small total number of orders and a high number of picks per order. Operations with low picks per order will find the travel time excessive. Additionally, operations with large numbers of orders could cause congestion from many pickers working in the same areas, slowing down the processing (Piasecki, InventoryOps.com). In batch picking, multiple customer orders are grouped into batches – picking orders. Therefore, the items from several customer orders are picked in one route, which generally reduces the travel distances per order. Since multiple orders are picked at the same time, this method requires additional sorting process. Sorting could be done during a picking process ("sort-while-pick" systems), or after picking in a sortation system. In zone picking the picking area is broken up into individual pick zones. Order-pickers are assigned to a specific zone, and only pick items within that zone. Orders are moved from one zone to the next as the picking from the previous zone is completed. Zone picking is most effective in large operations with high total number of items, high total number of orders, and low to moderate picks per order (Piasecki, InventoryOps.com). Wave picking is a variation of zone picking, where items in all zones are picked at the same time and later consolidated. Wave picking method is the quickest method for picking multi item orders. Combinations of batch picking and zone or wave picking are also possible and very common, although require both consolidation and sortation processes. 

3.3.1.
Orderbatching methods

Orderbatching methods group two or more customer orders in one picking order. There are several orderbatching methods (algorithms) developed and used in practice, which could be divided in three main groups: simple, seed and savings algorithms. First-Come First-Serve (FCFS) is the most obvious of the simple orderbatching algorithms. This algorithm adds orders to a group in the sequence they arrive. If the picker is full (capacity reached), a new group is started. Seed algorithms consist of two steps. First, the initial order is selected based on some seed selection rule. Second, the remaining orders are added to a group based on some seed order addition rule, up to the picker's capacity. Savings algorithms are based on travel savings that can be obtained by combining two particular orders in one route as compared to the situation where both orders are collected individually. For an overview of many different seed and savings algorithms readers are referred to (De Koster et al., 1999). 

Some seed selection rules (for example "select the order with the longest travel time/distance"), some seed order addition rules (for example "select that order with the property that the sum of the distances between every item of the seed and the closest item in the order is minimized" with distance measured by travel time/distance), and especially savings in savings algorithms are based on the calculated distances. This implies that applied routing and storage methods may be of some influence on orderbatching performances, opening questions like which orderbatching algorithms is the best to use in a given situation according to the routing method and storage type chosen.
4.
THE ANALYSIS OF ROUTING, STORAGE AND ORDERBATCHING METHODS
The analysis of order-picking methods and their interactions is done by extensive simulation. First part of an analysis was comparison of routing methods and their interactions with storage methods. There were 48 different situations examined (6 pick list's sizes, 2 warehouse's sizes and 4 warehouse's layouts). In order to examine routing methods' performances and to explain the potential travel savings using volume-based storage and their influence on routing methods, first is presented an analysis of routing policies with random storage. The graph shown in Figure 3, representing the performances of routing methods depending on pick list size for just one examined layout, illustrates general conclusions. 
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Fig.3. Comparison of routing methods in interaction with pick list size with random storage

Two routing policies, Midpoint heuristic and Composite heuristic are excluded from presentation because they are very similar but slightly worse than two other analyzed policies, Largest Gap and Combined heuristic, respectively. Return routing policy was outperformed by all other routing policies in all simulated situations, while difference increases as pick list size increases (but note that this policy could be beneficial from some other aspects, for instance total space required as there is no need for a rear aisle). S-shape routing policy is just few percents over optimal in case of large number of picks, but does not perform well with small pick list sizes. On the contrary, Largest Gap policy performs well with small pick sizes (about 5% over the optimal policy), while it is not so good in the case of large number of picks. The Combined policy is in general the best heuristic policy.  For a small number of picks per tour, the best heuristic policy for a given situation is only 5-10% over the optimal policy, depending on the shape of the warehouse.  The difference between optimal and best heuristics in case of a large number of picks per tour is negligible.

To compare the routing methods with volume-based storage, the best type of storage for a particular routing method had to be determined. The simulation analysis included four different volume-based ABC curves, denoted as 50/20, 60/20, 70/20, 80/20 (the percentage of total activity corresponding to percentage of items), in all 48 mentioned situations. Thorough explanation is given in (Dukic & Oluic, 2003), with results summarized in Table 1.

Table 1. The best types of storage for particular routing method

	Routing method
	Region
	Preferred type of storage

	
	# of picks
	ABC curve
	

	S-Shape
	all
	all
	within aisle

	Return
	large
	less skewed
	along front aisle

	
	small
	more skewed
	diagonal

	Largest Gap
	all
	all
	within aisle

	Combined
	larger
	all
	within aisle

	
	few
	all
	diagonal

	Optimal
	larger
	all
	within aisle

	
	few
	more skewed
	diagonal


The simulation showed that all volume-based storage types provide travel savings over random storage. The large savings (45-55%) are possible in the case of small pick list sizes and more skewed ABC curves, while for less skewed curves and large pick lists the advantage of using volume-based storage is diminished (only few to 15%, depending on the routing policy).The performances of routing methods with preferred type of volume-based storage are illustrated for one examined situation in Figure 4.
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Fig.4. Comparison of routing methods in interaction with pick list size with volume-based storage

The Return routing policy is no longer inferior to other heuristics in all situations. With small number of picks and more skewed curves it could outperform S-shape and Largest Gap policy. Also the decision factor between using S-shape or Largest Gap routing policy is no longer only the average number of picks per (visited) aisle, but also the skewness of the ABC curve. For an 80/20 ABC a curve, the Largest Gap routing performs as good as Combined heuristic for even very large number of picks. Generally, the Combined policy is still the best routing heuristic. Right selected simple heuristic with appropriate type of volume-based storage results in a travel distances that are only 4-8% over the optimal route. Combined heuristics is even better, with only 1-5% over the optimal travel, depending on the pick list size and the skewness of the ABC curve.

The analysis of orderbatching methods was also done by simulation. Due to a very large number of different algorithms, the analysis included only 9 seed algorithms, basic Clarke & Wright's and modified Clarke & Wright's savings algorithms (De Koster et al., 1999), Small-Large savings algorithm (Elsayed & Unal, 1989) and FCFS algorithm as a reference, based on experience and some previous research (De Koster et al., 1999). The simulation was performed for 16 different combinations of warehouse size and layout, orderpicker's capacity and order size. Each orderbatching algorithm was analyzed in combination with 4 routing policies (S-shape, Largest Gap, Combined and Optimal). Due to an assumed larger number of picks with orderbatching, Return routing policy was excluded from an analysis regarding their bad performance in such situation. The storage was random, with later extension on preferred type of volume-based storage.

The results showed that among seed algorithms, those with "order with the longest travel distance" selected as a seed order are generally the best. For heuristic routing policies the best addition rule was "select the order which together with a seed order results in greatest saving", while for optimal algorithm it was rule "select the order with the property that the sum of the distances between every item of the seed and the closest item in the order is minimized". Nevertheless, the best orderbatching algorithm was modified Clarke & Wright savings algorithm, but outperforming the best seed algorithms on average only 2,5%. The performances of other savings algorithms are similar to performances of best seed algorithms. The best orderbatching algorithm outperformed simple FCFS algorithm from 4% (with many orders per batch) to 21% (with few orders per batch), on average 12%.

That justifies in some situations the usage of advanced orderbatching algorithms in achieving order-picking efficiency, in spite of their complexity. 

The relative performances of routing methods with orderbatching stay the same as for single order-picking with larger orders, as it was expected. The differences between heuristic routing methods and optimal algorithm are decreased. Simple S-shape routing method is outperformed by optimal algorithm just by few percents, therefore the complex optimal algorithm is not justified in situations with batching more customer orders in one large group.

The potential savings using orderbatching in comparison with single order-picking (picking by order) depend mostly on the number of customer orders per group (order-picker capacity/average order size). They ranged from cca. 40 to 70% in conducted simulations, as illustrated for one situation in Figure 5.

Additional analysis of orderbatching algorithms with volume-based storage resulted with two major observations. First, volume-based storage did not have any influence on ranking of orderbatching algorithms. Second, the potential savings using orderbatching methods stay the same as with random storage. The savings are cumulative, therefore the best combination of order-picking methods is: optimal routing algorithm – within aisle type of volume-based storage – Clarke & Wright modified orderbatching algorithm, with potential savings in travel distances up to 80% compared to a situation with routing by simple heuristics, random storage and single order-picking.
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Fig.5. Travel distance savings using orderbatching in comparison with single order-picking

5.
CONCLUSION

The analysis of order-picking methods in conventional warehouses showed great potential in reducing travel distances, therefore justified their usage in improving order-picking efficiency. Relative effects of various methods are different and depend on particular situation. Figure 6. (based on a figure from Petersen & Aase, 2004, with actual data obtained by conducted simulations) illustrates the possible travel decrease using different combinations of order-picking methods in comparison with the single order-picking (S), simple S-shape routing heuristic (S) and random storage (R) as a baseline. The alternatives are batch picking with Clarke & Wright algorithm (B), optimal routing algorithm (O) and within-aisle type of volume-based storage (V), respectively, leading to seven combinations (with 1, 2 or all 3 methods changed). In this research picker's capacity was 50 items.
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Fig.6. Travel decrease using combinations of order-picking methods relative to baseline
Orderbatching on average showed the greatest potential in reducing order-picking travel distances. This is true particularly when small order sizes are common (larger number of orders per group). The volume-based storage requires significally less travel than random storage. Even for the large order sizes (where orderbatching is not appropriate), volume-based storage could reduce travel distances for more than 30% with more skewed ABC curves.  In such cases, within aisle type is the best type of storage. Note that such method may also increase picker congestion within aisles containing the most popular items, which was not taken into consideration in this paper. Using more complex routing heuristics or optimal algorithm does offer reduction in picker travel compared to simple heuristics (and especially compared to non using any routing method), but this reduction is insignificant for practical purposes while two other methods (orderbatching and volume-based storage) are implemented. The simple heuristics are more consistent in forming routes, while more complex routing methods could cause confusion, which in turn increases errors and picking time (Petersen & Aase, 2004). Therefore, the implication on managerial decision-making process is that changing just one or two of three considered decision policies, depending on their unique situation, could result in significant improvement of order-picking efficiency.

At the end it should be noted that the analysis was restricted to the manual, narrow-aisle warehouses with only one block. Having one or more cross-aisles (two or more blocks) in some situations could decrease travel distances (Roodbergen, 2001). If the aisles are wide, the travel has to include crossovers from one side of the aisle to the other. Consequently, the preferences of some routing policies could be changed with respect to other. Same holds when using narrow-aisle order-picking trucks that need additional time to change aisles.
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