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Abstract:
The base of described knowledge management system is a semantic space that is an outcome of latent semantic analysis performed on certain set of documents. In such a space, defined with semantic coordinates, every document is projected as a vector. Ontology is used to describe hierarchy and relations among categories. Additionally, semantic vector is assigned to every category. Assignment of some document to a certain category is defined with proximity of their semantic vectors. Learning and validity of such system is guaranteed with loopback inputs provided by category moderator.
1
INTRODUCTION

Due to constant growth of electronic documents in all areas of human activity, possibility to quickly and cheap store, search and re-use information is crucial to gain and keep competitiveness on today's market. Every organization is on a day basis forced to handle (store, classify, maintain) great amount of documents, so advanced automated process with “built-in knowledge” is necessity to ease and speed-up this procedure. Complex knowledge management systems are therefore becoming backbones of “know-how“ of any organization.

There is no globally agreed definition of what KM is, but in general most of them are fitting into this description: Knowledge management system is a complex and systematic process composed of wide range of activities going from corporate policies to IT solutions, with a goal to find, select, organize and present information in such manner that knowledge is easily distributed and reused within organization. 
In this paper we are dealing with software part of knowledge management with focus on these aspects:

· Organization of categories of interest.
· Document classification.
· Agents.
· Generation of communities of users sharing the same interest.
· Constant and automatic adaptation of the system.
Other topics that would enhance proposed system, not covered in this paper, are:

· Form-based classification.
· Parsing (creating unified structure for every document with Author, Subject, Abstract, etc.).
· Knowledge extraction and reasoning.
2
Latent semantic analysis
Latent semantic analysis (latent semantic indexing) [S. Deerwester, et al., 1990] is a technique that emphasizes hidden semantic relations between terms and enables projection of queries and documents in same space defined with semantic dimensions.

Initial set of documents is presented in a form of matrix A where one column represents one document. Rows of the matrix are terms that occur in documents. Field Ai,j of the matrix is occurrence of the term i in the document j. If we imagine every row as one dimension of semantic space then every column is a vector that projects corresponding document in such space.

Martix A, composed in described way, have very large number of rows/dimensions (n). To make this space easier to handle, reduction of dimensions is necessary. Reduced space is called latent space, because hidden (latent) knowledge of co occurrence of terms is reviled. One of the techniques for dimension reduction is Singular Value Decomposition (SVD). This decomposition reduces the space in such way that difference between projection in original and latent space is minimal. When SVD is applied to the matrix A we get three new matrices:

A = USVT
where U and VT are orthogonal matrices and S is the diagonal matrix composed of singular values of A matrix. By restricting matrices U, V and S to their first k rows and columns, one can create projection of matrix A in k-dimensional space (k << n). Such projection has minimum deviation because singular values in the S matrix are ordered in a descending order and they are considered to be weights for relevance of a particular dimension.

If one takes the same approach for representing the queries as semantic vectors, then those queries can be projected in same semantic space and compared to vector of particular document. Angle between vectors is usually taken as measure of similarity. This decomposition shows best results when k is around 100, 150 [Rosario, 2000], [Letsche, Berry, 1997].
One of the major drawbacks of SVD decomposition is its updating [Rosario]. When new query or document occurs one has two choices:

· Recomputing the SVD for new matrix A with new documents.

· Folding-in new documents in existing structure.
SVD decomposition is from the point of view of the performance very expensive process. Additionally, it should not be carried on the whole set of documents but only on part of it and the rest should be folded-in. Customizable algorithm for choosing appropriate documents should be used (based on type, size, importance, topic, etc.). Because of this, such updates should be used only occasionally and should be executed on “offline” machine (or cluster).
Folding-in is much simpler method and could be use “online” during insertion of new documents or generation of queries. In this method existing SVD structure is used to represent new information.
Other issues that should not be neglected and in real life application could represent real problems are storage and efficiency. More detailed analysis with concrete realisation should be conducted.
During definition of the semantic vectors it is advisable to apply some stemming mechanism that would transform supplied keywords, used in description of categories and/or in generation of the queries, into terms that are in relationship to selected dimensions of the latent space. For this problem root extraction algorithm [Rados, Jovic, Job, 2005] could be used to recognize groups of words that share same morphology and semantic. Described algorithm is also based on SVD decomposition and therefore existing semantic space could be used.
3    Definition of categories using ontologies

Customization of proposed solution for certain organization is done only in the part of ontology definition. Of course, system could be extended with a module for automatic clustering that would create categories using initial pool of documents. This approach is not recommended, because distribution of documents over different topics is not unified. In this proposal we took approach where every organization creates its own structure of categories and define granularity of classification. Description of categories is realized as ontology where every category is defined with:

· Properties: Name, Moderator, Originator, DateOfCreation, Description, SubCategoryOf, RelatesTo, etc.

· Semantic vector(s): locates a category in semantic space: approach with multiple vectors could be used to spread the
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Figure 1. Ontology
domain of interest. In such way we have influence on recall of the result.

· Threshold: This parameter defines the cone in semantic space that is used to recognize documents that fit into certain category. It has influence on the precision of the result.
Example of the ontology is given in Figure 1.
4    DESIGN OF THE SYSTEM
Since the classification based on simple keyword mapping is too rigid and could lead to errors due to synonyms (e.g. “cop” and “policeman”) and polysemy (e.g. “rock” – as a stone and as a kind of music), more sophisticated method, like LSA, is required.
Proposed knowledge management system, from the end user point of view, would have two types of interfaces: user and moderator. User would have capabilities to store and retrieve documents, modify his profile, manage his agents and perform queries on the system. Moderator would, on the other hand, be responsible for administration and maintenance of ontology used to define categories of interest. 
In this problem two main processes could be recognized: document storage and document retrieval. In both processes ontology is used.
4.1
Document storage
Documents that are important for some organization (such as government) are usually coming from variety of sources and are presented in different forms: official documents, e-mails, Internet sites, etc. Additionally, these documents are usually addressing different topics. Due to these two facts, we need to distinct two types of classification: form-based and content-based. Since form-based classification is highly dependent on organization and its policies, this step is currently left to the user. For example, when document arrives and needs to be stored in the system, user decides its form: scientific paper, newsletter, e-mail. Content-based classification is much harder and time consuming and therefore it is performed by the system.
Upon reception of a document, these steps are performed:

1. User performs a form-based classification.

2. Semantic vector is created for a new document.
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Figure 2. Interfaces of the system

3. System iterates through all categories and compare vector of the new document with a vector of a single category. 

4. If measure of similarity between vectors is higher then administered threshold of some category then the document is assigned to it. Additionally, all interested parties (moderator and subscribed users) are notified about it.

5. Periodically update the LSA structure using new documents.
6. Periodically update the ontology structure using the feedback from the moderator.
Every category is described by it’s relation to other categories and by semantic vector(s). If one category is described by more then one vector, then possibility to create sub-categories should be considered. The moderator plays important role in shaping the categories, especially at the beginning when system is still in its learning phase. His/her role is to provide the feedback that is used as loopback connection. For every assigned document, the moderator receives a notification and has the possibility to confirm it. Depending on the choice he makes, the semantic vector of the category is changed accordingly (some of its coordinates are stressed or weakened). 
During the initial definition of categories it is hard to predict the best hierarchy of categories, so the possibility to adopt them should be present. This change can be initiated by both sides: moderator and system. Moderator can change the structure of semantic vectors of categories if he is not satisfied with recall and precision. System can suggest such reconstruction if entropy of the system increases.
Entropy of documents in the semantic space should be kept on the lowest possible level. Of course, this greatly depends on the needs of the organization. If government needs to distinguish documents about fishing and separate them in multiple subcategories and all documents related to culture should be put in one category, then it should have such semantic space where more dimensions are used for topic of fishing and only few are used for culture. If documents used in SVD decomposition come in same amount from both topics, then semantic space generated out of them will have similar amount of dimensions used for both topics and folded-in documents (that will be mostly related to fishing) will not be recognized in details and entropy of the system will increase. 

Therefore, if certain parts of semantic space become crowded with documents and other are almost empty, then these steps could be executed: redesign of the semantic space and/or restructuring of the ontology. If such disbalance in document redistribution is big, then redesign of semantic space should be considered. Recomputing of the SVD should be done with different initial set of documents. Since SVD is internal issue of the system, moderator can only influence on the parameters that are used in process of document pre-selection, where documents that will be used in SVD decomposition are chosen. Restructure of ontology can go either in direction of creating subcategories in order to distinguish documents in crowded parts of semantic space, or in direction of merging subcategories (where distribution of documents is low) in more general ones. This approach should be used under strict observation of moderator and should be executed after we are convinced that the structure of semantic space is proper.
4.2
Document retrieval

User can retrieve documents from the system in two ways: (a) browsing through the structure of categories or (b) searching using either direct queries or by deploying software agents. The heart of the mechanism is same in all cases.

The steps performed during document retrieval are:

1. Generate semantic vector for the query.

2. Iterate through all documents (or, only in subset of semantic space specified by selected subcategories) and compare their semantic vector with queried one.

3. If measure of similarity between vectors is higher then desired threshold, add this document to the list of results.

4. Using the feedback from the user, periodically update user’s profile and his/her agents.
Browsing and direct querying compared to agent-based querying is  different in a sense that first two are invoked on user request, and the last one is triggered by either time (“lazy”) or insertion of a new document (“eager”).
5 CONCLUSION

Our focus was on IT part of knowledge management system with intention to recognize major modules and possible pitfalls of knowledge management system based on LSA. Latent semantic analysis is proven method, studied by researchers around the world. We have combined it with emerging technology of Semantic Web in order to create flexible, adaptive and powerful knowledge management system. This paper is initial observation of the system where main modules, their interactions and interfaces toward users are stated. 
Described solution has few advantages that are crucial in today’s fast and dynamic surrounding. This system is “off-the-shelf” solution with no predefined knowledge. Organization-specific knowledge is stored only in ontology that is defined and maintained by organization itself. Due to this, installation and updating of such system is fast. Second advantage of such system is its flexibility and possibility to learn and adopt using feedbacks from users and moderators.
In this initial phase, we recognized few important topics that are issues of further studies. Problem of updating semantic space is probably most important one. Corpus of some organization is growing usually very fast, so efficient methods for updating the semantic space should be investigated. Current two methods (folding-in and recomputing SVD) have disadvantages so their improvements are necessity for realisation of large and scalable knowledge management system. 
Performance of such system is crucial, so algorithm used for realization of LSA is important issue. Hardware realization and number of processors also have big influence on performance. Letsche and Berry showed that query on the collection of 100.000 documents can be executed within 1s, if proper implementation of LSA is run on 24 a system with 24 processors [Letsche, Berry, 1997].
One topic worth further research is also influence of ontology on a semantic space. Ontology of categories (thresholds of each category, hierarchy of categories, etc.) can be used as input in process of generation of semantic space and/or document preselection.
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