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Abstract

Uncalibrated, model free, robot visual servoing has been widely applicable in robot vision due to minimal requirements related to calibration and robot kinematic’s parameters. The numerical quasi-Newton methods offer a theoretical background for problem solving, which has been proven hard as the real system has been influenced with the noise. Consequently, additional attention has to be paid which assured stability and the robustness of the proposed method. In this paper we have introduced a new, modified Broyden method for nonlinear optimization problem solving. Modified Broyden method has been achieved applying the variable parameter, which values depend on the Broyden matrix convergence condition. In this paper the standard nonlinear optimization technique (Broyden methods for nonlinear equation solving) has been adopted according to Broyden matrix convergence condition and applied for visual servoing control problem which, due to the noise regularly present in the real systems, could be hardly control by the pure Broyden itself. The developed algorithm is verified by simulations for uncalibrated vision-guided robotic control and compared with four methods from literature, which have usually been used for the similar purpose. Modified Broyden method shows performance improvement over previous methods and is more robust in the presence of noise.
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1 Introduction

In this paper we have introduced a new, modified Broyden method for nonlinear optimization problem solving which performances have been considered through the model free, uncalibrated image base visual servoing system with fixed imaging. Such systems have been widely applicable in robot vision due to minimal requirements which has to be known related to calibration and robot kinematics’ parameters. Also, reduced set of system parameters guarantees that the system has not been error prone. Up to now, there are numerous examples which successfully use described approach for robot visual servoing [1], [2], [3], [10-13]. In this paper, modified Broyden method has been achieved applying the variable parameter, which values depend on the matrix convergence condition. Modified Broyden method shows performance improvement over previous methods and is more robust in the presence of noise.

The rest of the paper is organized as follows. In Section 2, the uncalibrated, model free, image base visual servoing problem is presented with a short review of the standard approaches which can be used for solving the mentioned type of problems. We have also specified what our contributions are over the previous methods. Section 3. described the novel method which results with the performance improvement and higher robustness in the presence of noise. In Section 4. we have compared the efficacy of the novel method with four earlier defined methods in solving the defined visual tracking problems, while Section 5. concludes the paper.

2 Theoretical background

2.1. Approaches to the problem solving

The main goal of the visual servoing is to move the robot tip (or mobile robot) to a certain pose with respect to particular objects or features in images. Based on the error signal domain, two types of visual servoing system could be defined: image base visual servoing (IBVS) and position based visual servoing [4]. The first one assumes that the error is defined in 3D (task space) coordinates, while IBVS is based on the error which is defined in terms of image features. The specification of an image-based visual servo task involves determining an appropriate error function \( f \), such that when the task is achieved, \( f = 0 \) [4]. Visual servoing problem could be formulated as a nonlinear least squares problem in which the goal function \( F \) is defined as:

\[
F = \frac{1}{2} f(\theta, t)^T f(\theta, t)
\]  

(1)

where \( f(\theta, t) \) is an appropriate error function, which could be expressed as:

\[
\Delta f = J(q)^* \Delta q
\]

In (2) \( J \) is the Jacobian matrix, which relates the rate of change in the image space with the rate of change in the task space. The Jacobian could be identified analytically based on the camera calibration parameters, depth estimation, and the number of features parameters related to number of degrees of freedom the robot has to be controlled. Another approach assumes that visual servoing algorithms have been independent of the hardware types of configuration (robot and camera). Such approach is model free visual servoing which we have described in this paper.

One of the first and still today very efficient solutions was offered by Jägersand [1] in which he formulated the visual servoing problem as a nonlinear least squares problem solved by a quasi-Newton method using Broyden Jacobian estimation. Stability is ensured using thrust region method. The similar principles have also been applied for multiple camera model-based 3-D visual servoing [3].

If the target is moving, the system model has encountered the error not only as a function of robot poses but also of the pose of a moving objects. Consequently, Piepmeier [2] suggests use of dynamic quasi-Newton with recursive estimation scheme for Jacobian calculation. Recently, the generalized secant method has been proposed [5] based on the population of iterates which improves the servoing based on the acquired information from past iterates to calibrate at the best the model of a nonlinear function. In this paper we have adopted the standard Broyden method, which take the control over the robot joint to position the robot tip into the static point or to track the moving target along the unknown trajectory. It is worth to accentuate that in this paper the standard nonlinear optimization technique (Broyden methods for nonlinear equation solving) has been adopted according to Broyden matrix convergence condition and applied for visual servoing control problem which, due to the noise regularly present in the real systems, could be hardly control by the pure Broyden itself. The developed algorithm is verified by simulations for uncalibrated vision-guided robotic control and compared with four methods from literature, which have usually been used for the similar purpose.

2.2. The control scheme

In this paper we are interested in robot visual control in a fixed camera configuration. Fig.1. shows the structure of the visual servo system used in this paper. Here, so called image-based visual servoing is considered, in which the error signal that is measured directly in the image, is mapped to the robot actuators' command input. In our earlier paper [16], as well as in [17], the control law has been developed minutely.
Here, for the clarity reasons, we reply that the visual controller is constructed in order to determine the joint velocities $q$ as:

$$ q = J^* Ke $$  \hspace{1cm} (3) $$

where $J^*$, $K$, and $e$ are the pseudoinverse of the Jacobian matrix $J$ that relates joint coordinates with image features, control gain, and the error signal that is obtained by comparing the desired and current image feature parameters, respectively.

The relation between joint coordinates and image features is given by (2). The same relation could be rewritten using derivatives (4)

$$ f = J^* q $$  \hspace{1cm} (4) $$

where $J$ is a compound of a robot and image Jacobian.

If the expression (3) is multiplied by $J$ then we get

$$ Jq = JJ^* Ke $$  \hspace{1cm} (5) $$

that after rearrangement finally yields decoupled closed loop dynamics of first order (6).

$$ f + Kf = Kf^d $$  \hspace{1cm} (6) $$

However, the compound Jacobian $J$ depends on the system calibration parameters that are hard to obtain accurately in practical applications. In the proposed visual servoing scheme, the Jacobian $J$ is obtained by the estimation process. The Broyden algorithm can be used for on-line estimation of the Jacobian matrix.

Then, the update equation of its estimate $\hat{J}$ is given by (7),

$$ \hat{J} = J + \eta (\Delta f - J\Delta q)\Delta q^T (\Delta q^T \Delta q)^{-1} $$  \hspace{1cm} (7) $$

where the adaptation constant $\eta$ is introduced in order to maintain the convergence overcoming the noise problems of the Broyden method [2, 7, 8]. In this paper, we propose to use the algorithm for $\eta$ calculation that is presented in the next part of this section.

2.3. The modified Broyden algorithm

The visual servoing problem has been formulated as a nonlinear least squares problem [1, 2] and it could be solved using quasi-Newton based methods, which consider at each iteration the linear model.

Broyden [6] proposed the most successful class of quasi-Newton methods based on the secant equations, imposing the linear model $L_{k+1}$ to exactly match the nonlinear function at iterates $x_k$ and $x_{k+1}$, that is

$$ L_{k+1}(x_k) = F(x_k) $$

$$ L_{k+1}(x_{k+1}) = F(x_{k+1}) $$  \hspace{1cm} (8) $$

Subtracting these two equations and defining and $y_k = F(x_{k+1}) - F(x_k)$ and $s_k = x_{k+1} - x_k$ we obtain the classical secant equation:

$$ B_k s_k = y_k $$  \hspace{1cm} (9) $$

If the dimension $n$ is strictly greater than 1, there are an infinite number of matrices $B_{k+1}$ satisfying (11). The “least-change secant update”, proposed by Broyden, could be described as:

minimize $\|B_{k+1} - B_k\|$  \hspace{1cm} (10) $$

use constraint expressed with (9), which result with the following update formula

$$ B_{k+1} = B_k + 2s_k s_k^T $$  \hspace{1cm} (11) $$

This method has been proved as successful for visual servoing if an additional technique has been used to improve the robustness and stability of the method. Jägersand [1] demonstrates the robust properties of this type of control using thrust region and Piepmeier [2] develops a recursive dynamic Broyden Jacobian estimation for moving target tracking. In this paper, we have improved the standard method based on the convergence condition, which has to be satisfied for $B_k$ matrix. To prevent singularity of the $B_k$ matrix (or to attenuate the oscillations and/or deviations from the referent trajectory due to the noise), it is possible to force smaller Jacobian update by introducing the factor $\eta$ [7], [8], as:

$$ B_{k+1} = B_k + \eta_k \left( \frac{y_k - B_k s_k}{s_k^T s_k} \right) $$  \hspace{1cm} (12) $$

where $\eta$ is chosen so that for some constant

$$ \theta \in (0,1), \quad |\eta_k| < \theta, $$  \hspace{1cm} (13) $$

and when $B_k$ is nonsingular, so is $B_{k+1}$. In this paper, the value for $\eta_k$ has been determined under the condition in which the matrix generated by Broyden-like methods converges to $B^*_x = J(x^*)$, where $x^*$ is a
solution. It has been already verified [7] that convergence of matrix $B_k$ has been assured if:

$$\|y_j - B_k s_j\| \leq (1 + \theta) 2^{-k} (\mu_{k,j} + \sigma_{k,j}) \|s_j\|$$

(14)

for all $k, j$, if $k \geq j + 1$ where

$$\mu_{k,j} = \max_{p \leq q \leq k} \{x_p - x_q\}, \quad \sigma_{k,j} = \max_{p \leq k} \{\sigma_p\}, \quad \text{for} \quad k \geq j + 1$$

and

$$\sigma_p = \frac{\|y_p - B_p s_j\|}{\|s_j\|}, \quad s_q = x_q - x_p$$

(15)

Consequently, (14) can be verified by induction on $k$. For $k = j + 1$, we have from (12) that

$$\{B_{j+1} - B_j\} s_j = (\eta_j) (y_j - B_j s_j)$$

and from (13):

$$0 < 1 - \theta < \eta < 1 + \theta$$. Therefore,

$$\|y_j - B_{j+1} s_j\| \leq \|y_j - B_j s_j\| + \|B_{j+1} - B_j\| s_j$$

$$= \sigma_j \|\|y_j - B_j s_j\| + \theta \sigma_j\| + \theta \sigma_j\| s_j\| \leq (2 + \theta) \sigma_j \|s_j\|$$

This means that (9) holds for $k = j + 1$. Now, assume that (9) holds for some $k \geq j + 1$. Then,

$$\|y_j - B_{k+1} s_j\| \leq \|y_j - B_k s_j\| + \|B_{k+1} - B_k\| s_j$$

$$\leq (1 + \theta) 2^{k-1} (\mu_{k+1,j} + \sigma_{k+1,j}) \|s_j\| + \eta_k \sigma \|s_j\| + \eta_k \sigma \|s_j\|$$

(17)

$$(1 + \theta) 2^{k-1} (\mu_{k+1,j} + \sigma_{k+1,j}) \|s_j\|$$

from which follows (18)

$$\|y_j - B_{k+1} s_j\| \leq (1 + \theta) 2^{k-1} (\mu_{k+1,j} + \sigma_{k+1,j}) \|s_j\|$$

(18)

For the whole proof, we refer to [7]. In this paper, we use (17) for the convergence condition due to the fact that the values at $(k+1)$ instance $(B_{k+1}, \sigma_{k+1})$, have been unknown. In this paper, we use (17) for the convergence condition. From (13), (14), (15) and (17), $\eta_k (0 < \eta_k < 2)$ can be determined using assumption that we want to calculate the highest possible $\eta_k$ for which the system is stable, which is:

$$\eta_k = 1 + \theta$$

(18)

where $k = j + 1$. Although $\theta \in (0,1)$ represents system characteristic, it is worth to mention that from (13), two parts of solution have to be distinguished, for $\eta_k < 1$ and $\eta_k > 1$. Our simulations show that for $\eta_k > 1$, the system is not stable. Contrary, for $\eta_k < 1$, interval width of possible $\eta_k$ solutions is bigger for bigger $\theta$. The most desirable value, which offers $\eta \in (0,1)$, is $\theta = 1$. Introducing (12) in (17), the $\eta_k$ can be determined by solving the equation (20)

$$\begin{align*}
\|y_j - B_k s_j - \eta_k (y_j - B_k s_j) y_{k+1,j} + \eta_k \sigma \|s_j\| + \eta_k \sigma \|s_j\| & \leq \eta_k \\
\|y_j - B_k s_j - \eta_k (y_j - B_k s_j) y_{k+1,j} + \eta_k \sigma \|s_j\| & \leq \eta_k
\end{align*}$$

(20)

Explicit solution has been obtained from (21)

$$\eta_k \|BB^T - CC^T\| \leq 2 \eta_k \|A^T B + A^T\| = 0$$

(21)

where appropriate vectors are:

$$AA = y_j - B_k s_j$$

(22)

$$BB = (y_j - B_k s_j) y_{k+1,j} + \eta_k \sigma \|s_j\|$$

(23)

and scalar

$$CC = 2^{k-1} (\mu_{k+1,j} + \sigma_{k+1,j} + \sigma) \|s_j\|$$

(24)

The subtraction members, $y_j$ and $B_k s_j$, as well as $y_k$ and $B_k s_j$, have been influenced with the noise. Using (21) assume that the measured signals are noise free, which is not the case with our system. Typical external noises are those from image feature extraction, small scale errors in the tracking and large scale errors in the matching between current and desired features [9]. Regardless the method for feature extraction successfulness, one can expect at least the errors produced as a result of the truncation, which accompanies all the interpreted image data. When object small movements in the image have been feature vector components, such truncation error induces very big noise in comparison to measured image data. For example, if the measured distance among two subsequent position has been truncated to 1 pixel, and real distance belongs to interval $[0.5-1.5]$ pixels, the added noise could belong to an interval of $[30-50]$. Consequently, in real situation, $y_j$ has been accompanied with a big noise, while the other member of the equation $\eta_k s_j$, has been less influenced due to precise measurements related to joint relative movements $s_j$. As the values $y_j$ and $B_k s_j$, have been of the same order of the magnitude and similar shapes, their subtraction results with a signal completely "immersed" in the noise, which is a poor base for the convergence condition fulfillment. Typical example is shown in Fig.1a, in which the amplitude of the signals $y_j$ and $B_k s_j$ have been presented from the simulations described in detail in Section 3. Fig.1a. represents the $y_j$, while Fig.1b represents the signal $B_k s_j$. Figures expose similarity among signals, which is also yield of the assumption from equation (9) embodied in the applied algorithm. Fig.1c. shows the difference of the signals, completely immersed in noise, while Fig.1d. shows
values of the signal presented in Fig.1.c. and filtered with zero-order filter for noise removal.

Therefore, (21) would not be suitable for the convergence achievement and appropriate validation of the term (21) has to be taken into consideration.

The assumption which follows has been based on the experience gathered through simulations and includes the estimation of the noise free value of the (20). To adopt the mentioned the term to appropriate signal values, we assume that the main reason due to which we will not be able to maintain that convergence with appropriate \( \eta_k \) is related with singularities in estimated matrix \( B_{k+1} \). To avoid the problem of singularities, we have to follow the Lemma presented in [8]:

Let \( u, v \in R^n \). Then
\[
\text{det}(I + uv^T) = 1 + \langle u, v \rangle
\] (25)

where, \( \langle u, v \rangle \) represents the scalar product.

Applying (25), (12) can be transformed in (26)
\[
|\text{det} B_{k+1}| = |\text{det} B_k| \left| 1 - \eta_k \right| + \eta_k |\gamma_k|
\] (26)

where
\[
\gamma_k = \frac{(B_k^{-1} \gamma_k, s_k)}{|F_k|}
\] (27)

In [8], \( \eta_k \) has been chosen such that \( B_{k+1} \) is nonsingular. To be more precise, \( \eta_k \) has been chosen such that:
\[
|\text{det} B_{k+1}| \geq \theta \|\text{det} B_k\|, \quad |1 - \eta_k| \leq \theta
\] (28)

Eq. (25) shows that introducing two new constants, \( w_1^0, w_2^0 \), it is possible to avoid singularity, such that
\[
|\text{det} B_{k+1}| |\text{det} B_k| \geq \theta
\] (29)

and calculate \( \eta_k \) to maintain the convergence. For that reason we have empirically chosen the constants, \( w_1^0, w_2^0 \), such that (27) and (28) holds for all \( j, k \):
\[
\begin{align*}
\left| w_1^0 y_j - w_2^0 B_j s_j - \frac{w_1^0 y_j - w_2^0 B_j s_j}{s_j s_k} s_k \right| \leq 1
\end{align*}
\] (30)

In fact, the characteristic signals have been appropriately scaled to minimize the noise influence and under such condition, \( \eta_k \) has been calculated explicitly using (20) to maintain the convergence. Consequently, appropriate corrections related to \( AA, BB \) and \( CC \) members (multiplication with \( w_1^0, w_2^0 \)) have to be applied, which make \( \eta_k \) suitable for Broyden matrix update. If the system is noise free, then \( w_1^0 = w_2^0 = 1 \), otherwise \( w_1^0 \leq 1, w_2^0 \geq 1 \).

Higher noise level assumes lower values for \( w_1^0 \) and higher for \( w_2^0 \). With \( w \) we estimate the worst possible influence of noise, calculating the highest possible \( \eta_k \), which would maintain the system stability. The proposed method results with better performance than most of existed uncalibrated image based visual servoing techniques. Detailed simulations are presented in the next section of the paper.

![Fig.1](image)

Fig.1. a) One component of the feature vector \( y_j \) consisted of target movements measured in image

b) The \( B_j s_j \) component of the equation (21)

c) Absolute value of the difference \( y_j - B_j s_j \)

d) Filtered signal \( |y_j - B_j s_j| \) for the noise removal

3. The algorithms for visual servoing efficiency comparison

3.1. Reference model

The reference model has been represented with the real system model described in the Section IVA. The Jacobian has been determined as a product of robot and image Jacobian. Having in mind the pin-hole camera model, the relation can be written as:
\[
J = J_r J_k = L^* \begin{bmatrix} f_r & 0 & -f_r y_r & x_r \\ f_r & 0 & -f_r y_r & z_r \\ 0 & 0 & \cos(q_1) & \cos(q_2) \\ 0 & 0 & -\sin(q_1) & \sin(q_2) \end{bmatrix} \]
\] (31)

where \( L \) is the robot link length; \( f_r \) is camera internal parameters related with focus length, \( x_r, y_r, z_r \) are robot tip coordinates, expressed in the camera frame, and \( q_1, q_2 \) are referent joints. The matrix RPY has been defined with (36), where \( RPY_{rot} \) is the orientation part of that matrix. For each iteration, calculated Jacobian serves as a base for control vector calculation.
3.2. Dynamic visual servoing model

Piepmeier suggests [2] using of dynamic quasi-Newton with recursive estimation scheme for Jacobian calculation. A new, dynamic visual servoing model has been proposed in which the qualifier “dynamic” refers to the presence of the error velocity term \( \frac{\partial F(x_{k+1})}{\partial t} \). Desired recursive estimation scheme that minimizes a cost function based on the change in the affine model, result with the Jacobian update equation:

\[
J_{k+1} = J_k + \left( y_k - J_k s_k - \frac{\partial F(x_{k+1})}{\partial t} \right) s_k^T, \tag{32}
\]

\[
P_{k+1} = \frac{1}{\lambda} P_k - \frac{P_k s_k s_k^T P_k}{\lambda + s_k^T P_k s_k}, \tag{33}
\]

where 

\[
y_k = F(x_{k+1}) - F(x_k), \quad s_k = x_{k+1} - x_k, \quad s_i = t_{k+1} - t_k \quad \text{and} \quad 0 < \lambda \leq 1 \text{ is a weighting parameter.}
\]

In our simulations we have used \( p = \begin{bmatrix} 5 & 0 \\ 0 & 5 \end{bmatrix} \), for the first simulation example (Fig.4.a) and \( p = \begin{bmatrix} 4 & 0 \\ 0 & 4 \end{bmatrix} \) for the second example (Fig.4.b) and \( \lambda = 0.9 \).

3.3. Broyden visual servoing model with constant modification factor \( \eta \)

This method has been similar to those described in the Section II.B, except the factor \( \eta \) calculation, which has been considered constant. Pure Broyden (\( \eta = 1 \)) has been sensitive to noise, so numerous authors suggest use of the factor \( \eta \) [15]. The influence of changing \( \eta \) has been the subject of our earlier works [16], while in this paper we reference the method for the efficacy comparison reasons.

3.4. Population based uncalibrated visual servoing

Population-based generalization prefers to identify the linear model which is as close as possible to the nonlinear function in the least-squares sense.

At each iteration, the finite population of iterates \( x_0, \ldots, x_{k+1} \) are maintained. The model also belongs to quasi-Newton framework, where \( B_{k+1} \) is computed as

\[
b_{k+1} = \arg \min \left( \sum_{i=0}^{n} \omega_i \| F(x_i) - \omega_i L_{k+1} (x_i, J_i) \| + \| x_i - \Gamma B_{k+1} \| \right) \tag{33}
\]

where \( L_{k+1} \) is defined by (3) and the \( B_{k+1}^0 \in R^{n \times n} \) is an a priori approximation of \( B_{k+1} \). The role of the second term is to overcome the under-determination of the least-square problem based on the first term and also to control the numerical stability of the method. The matrix \( B_{k+1}^0 \) contains weights associated with the arbitrary term \( B_{k+1}^0 \), and the weights \( \omega_{k+1} \in R^+ \) are associated with the previous iterates. Equation (33) can be rewritten in matrix form as follows:

\[
b_{k+1} = \arg \min_{B_{k+1}^0} \left( \sum_{i=0}^{n} \omega_i \| F(x_i) - \omega_i J_{k+1} (x_i) \| + \| x_i - \Gamma B_{k+1} \| \right) \tag{34}
\]

where \( \Omega \in R^{n \times n} \) is a diagonal matrix with weights \( \omega_{k+1} \) on the diagonal for \( i = 0, \ldots, k \). The normal equations of the least-square problem lead to the following formula:

\[
b_{k+1} = B_{k+1}^0 + (Y_{k+1} - B_{k+1}^0 S_{k+1} Y_{k+1}) \Omega^{-1} S_{k+1}^T (\Gamma^2 + S_{k+1} \Omega^{-1} S_{k+1}^T)^{-1} \tag{35}
\]

where \( Y_{k+1} = (y_0, y_1, \ldots, y_k) \) and \( S_{k+1} = (s_0, s_1, \ldots, s_k) \).

The role of the a priori matrix \( B_{k+1}^0 \) is to overcome the possible under-determination of problem (35). We have chosen \( B_{k+1}^0 = B_{k+1} \), which exhibits good properties, so (35) becomes an update formula, which local convergence has been proved in [5]. The weights \( \omega_{k+1} \) capture the relative importance of each iterate in the population, and the matrix \( \Gamma \) captures the importance of the arbitrary terms defined by \( B_{k+1}^0 \) for the identification of the linear model. The weights have to be finite and \( \Gamma \) must be such that \( \Gamma^2 + S_{k+1} \Omega^{-1} S_{k+1}^T \) is safely positive definite. To ensure this property we seek for a technique to guarantee both the problem of overcoming the under-determination, and numerical stability. Such problem can be solved in a variety of ways [5], but we have found out that the most appropriate is to define it trough simulations as a small positive constant which guaranties positive definition of the term \( \Gamma^2 + S_{k+1} \Omega^{-1} S_{k+1}^T \).

4. Simulations

4.1. The system

The simulated system is presented in Fig.2. It consists of components which characteristics are transformed from real experimental setup [10]. During simulations the task has been performed using 2DOF planar parallel manipulator with four revolute joints and a camera that can provide position information of the robot tip and the target in the robot workplace. The robot direct kinematics is given by the following equations,

\[
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where \( q_1, q_2 \) are the robot joint angles, and \( x \) is a vector of robot tip coordinates in the Cartesian world coordinate frame (Fig.3). \( L=0.4 \text{m} \) is the length of the robot single link. Translation and rotation of the camera frame with respect to the robot world base frame is given by the RPY homogenous transformation matrix \( R_c \) (41). It is rotated around y-axis for 135°, and translated for 1.2, and 1.2 m in y and z direction respectively.

\[
R_c = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & -0.707 & -0.707 & 1.2 \\
0 & 0.707 & -0.707 & 1.2 \\
0 & 0 & 0 & 1
\end{bmatrix}.
\]  

(37)

A block named “robot servo” in Fig. 2. represents the robot system dynamics which includes motor, current and velocity-loop dynamics for joints. It has been modeled with the first order open loop transfer function as:

\[
G(s)=\frac{100}{(s+100)},
\]  

(38)

which means that the velocity-loop is very fast with respect to the sampling interval (\( T_{\text{camera}} \)). The input velocity error has been saturated according to robot specification with limit=0.5. Visual feedback gain has been set to \( K=5 \). The “robot servo” itself represents an open loop system, due the direct feedback from joints has been used as input in visual servo controller (Fig.2) for Jacobian update \( B_{\text{str}} \) calculation.

### 4.2. Simulation results

In this paper, the image processing node generates the target point applied in the visual task definition within the image. When the robot tip reached the target, the target point was moved to another position in order to provide traveling of the robot tip through the whole robot work plane. The position of the target point determined corners of a “X trajectory” in the image plane.

![Figure 3. Planar 2DOF parallel manipulator](image)

The projection of the target positions on the robot workplane is depicted by Fig.4. The initial robot tip position is marked with “0” and the corresponding robot joint angles have the following values: \( q_1 = 30°, q_2 = 150° \). The initial target position is marked with “0”, and the referent positions are marked “1”, “2”, “3” and “4”. For the first task, the target point positions were generated in the following order: “0”→“1”→“2”→“4”→“3”→“1”→“0”, while for the second task, the target positions were generated through the reference points: “0”→“1”→“2”→“3”→“4”→“0”, and the robot passing the points have repeated continuously in the specified time interval of 50 s. The control algorithm has been implemented in SIMULINK model using appropriate S function. For reference trajectory, marked with points “0”→“1”→“2”→“3”→“4” in Fig. 4., the rectangle has been chosen with the upper left corner (121,136) and the down right corner (371,336), expressed in the image coordinates. A target start position has been the same as the robot tip start position and it has been moved during simulations with constant speed (measured in pixel/s). The trajectory rectangle has \( X_{\text{max}}=250 \text{pixel} \) and \( Y_{\text{max}}=200 \text{pixel} \) (in the robot world coordinate base frame) width and height, respectively. The trajectory rectangle has the start point \( T_{\text{start}}=(x_{\text{end0}}, y_{\text{end0}}) \) and \( T_{\text{camera}}=0.033 \text{ s} \) has been used in simulations as camera refresh rate (measured in s). Along the curves “1”→“2” and “4”→“3” the y component of the speed has been set to zero. The robot tip starts from the point where target is positioned and marked in Figure 4. as “0”. It is worth to notice that all simulations have been performed under the geometrical noise, which is generated through truncation of image pixels value of the robot tip position, which is a normal procedure in IBVS.
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Fig. 6. Target movement

We have startedour simulationsperforming the
described task using reference robot model. As one
can expected, the robot tip traces presented in Fig.5a,
perfectly follows the desired curve. In comparison
with the ideal reference model results, the next
simulations have been performed with proposed,
modified Broyden method, based on the convergence
condition fulfillment (Fig.5.b). We have used
constants $w^0_1 = 0.44$, $w^0_2 = 2.22$ for the both task
presented in theFig.5. The robot tip tracks the goal
trajectory tightly. Although the small deviations can
be observed in the lower right corner, trajectory visual
inspection exposes very good performance in
comparison with other techniques described in this
paper, which are uncalibrated dynamic visual servoing
(Fig.5.c), the population based quasy-Newton like
method (Fig.5.d) and “ordinary” Broyden with
constant $\eta$ (Fig.5.e.). The traces of the Jacobian norm
have been presented in the third column of the Fig.5.,
for each of the mentioned methods respectively, for
the task described in the second column. It can be
observed from the curves that the biggest correlation
exists among referent and specific methods traces of
the Jacobian norm for the Broyden and the modified
Broyden method. Calculated correlation coefficients
are 0.54, 0.172, 0.46, 0.5674 for Modified Broyden,
Piepmeier uncalibrated, population based and pure
Broyden method, respectively. The convergence
condition, which has been introduced in the modified
Broyden method, reduces the correlation but it
improves the stability and the robustness of the
method. One of the strongest improvements which has
been achieved with a presented method could be
obtained for static point positioning. Fig.6. shows the
traces of the robot tip trajectory while its approaches
to the stationary point (371,336). The modified Broyden
results with the straightest line which connects the
start and the target point, while all other methods
“deviate” from the shortest possible connection. Fig.7.
shows the differences between referent and actual
traces of joint speed. The traces have been observed
for calculated, robot model Jacobian (Fig.7.a) and for
estimated Jacobian based on modified Broyden (Fig.
7b) method. Broyden method results with higher
referent joint speed value which, due to saturation
limit cause bigger deviations from the referent
trajectory (Fig.7.c.d). As one can see from
simulations, the modified Broyden method performs
the best in comparison with other described methods
for uncalibrated visual servoing based on the
numerical Jacobian estimation techniques.

5. Conclusion

The image based visual servoing paradigm represents
the challenge in the visual controller design due to
numerous unknowns present in the system. Such
systems have been usefull in an unstructured
environment which we usually have in the real
world. In this paper we have presented the novel
method which is based on the convergence of the
Broyden matrix condition and which performs better,
for the specified task, than several well-known visual
servoing techniques with similar characteristics.
Although all methods have been declared as quasy-
Newton based, simulation shows that additional
attention have to be paid in overwhelming the
unwanted system characteristics. Consequently,
appropriate method’s improvement yields the
uncalibrated visual servoing paradigm [17] which
offers the solution for typical task solving. Piepmeier
offers the integral solution for moving target tracking
in which two advances have to be taken into
consideration: dynamic update which takes into
account the target speed and the recursive solution
which is the noise resistant. Population based
approach has been proven as a numerical method
which performances are superior over the similar
quasy-Newton methods. It is also suitable for noise
environment and it can be supplemented with
dynamical update from Piepmaier. Although we have
not presented in this paper, it is worth to mention that
Jegersand use classical Broyden update with thrust
region to improve the stability. Although the thrust
region trades the speed for accuracy, Jegersand results
have been experimentally confirmed as very
successfull. Finally, presented new method, which has
been based on the purely mathematical condition
related with Broyden matrix convergence, results with
excellent performance. Except the paper presents
theoretical and simulation performances of the new
method, it represents the clear simulation expose of
the typical methods performance obtained through
Figure 5. First and the second columns: The tasks in which the robot tip has been sequentially moved through the specified points. The image of the reference curve (solid line) and robot tip curve (dashed line) have been presented for:

a) Reference model
b) The new, modified Broyden method
c) Piepmeier model
d) Population based model
e) Broyden model with constant $\eta$

Third column: Norm of the Jacobian for the task presented in the second column
Fig. 6. Static point positioning for different visual servoing methods

Fig. 7. Simulation results: traces of reference (solid line) and actual joint speed (dashed line) for robot kinematic modified Broyden model

typical uncalibrated servoing trajectory tracking which could serve as a good base which helps in choosing the appropriate method for the specific task solving.
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