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Abstract

Aviation is at the spearhead of the technology development. Humans have been considered superior to other live species on Earth. Aviation safety objective and indicators from accident and incident statistics have proven differently. Regardless of technological advancement there is still no risk free transportation. People are becoming the weakest link and one of the major causes for aviation incidents and accidents. Accepting and respecting that, when designing and utilizing transportation systems, should enable all involved to utilize their systems to the lowest risk possible. The paper presents an overview of influence that human psychology has on performance and errors in aviation and other high risk industries together with the way automation and expert systems try to complement them. It has been developed using deduction and analysis to present basic human psychology influence while induction and synthesis have been used to extrapolate information across other transportation industries outside the boundaries of aviation itself.
1. INTRODUCTION
Aviation has been a long time at the spearhead of the technology development. Civil aviation and world nations have benefited from technological advancement introduced for war time supremacy usually. Technology, ergonomics and psychology advancements have usually originated from military to be applied in civil aviation. Nowadays boundaries between civil aviation and other industries have been reduced substantially.

Psychology as an applied science [1.] is meant to explain measure and sometime even influence human and some other living species. It is usually combined with other scientific disciplines (e.g. sociology, anthropology, etc.) in order to study organizational behaviour. The purpose of this paper is to discuss errors in aviation and other high risk industries together with the way that automation and expert systems try to complement them giving an overview of influence that human psychology has on understanding of human performance and to.

Human error is not limited to aviation only. More subtle and less visible to public there are other fields where human error takes substantial number of lives. For example it is understood that operating theatres are even more complex environments than aircraft cockpits. Baggage handlers, make fewer mistakes with our luggage than do medical staff with drugs given to patients in hospital. Merchant marine industry faces one loss of a ship every day (370 ships a year).

The quality of people and organization is not guarantee for problem free functioning or mission accomplishment. As Reason [2.] states: “Best people can sometimes make the worst mistakes.” The greatest problems can even happen to properly run organization. The cause for this is the fact that skill is tied to error very closely by being as an essential attribute of human nature. For that reason important part of human factors studies are focused on nature of error and steps that are necessary to control it.

Very early in the history of aviation people have realized that once aircraft or any other mechanical system’s performance has been pressured to the limit the only other parameter/ element that could make difference was human operator. Not knowing enough about that aviation users (military and civil) have called for a help from psychologists. (with early focus at the areas of aircrew selection and training related to the effects of sleep loss and fatigue, and various aspects of visual perception and display design) between two World Wars
.

Today after more than 60 years most designers of technological systems still do not pay enough attention to human needs and capabilities. The result of that approach is safety systems that by the increase of automation become even more difficult or complex to operate. Users are not against technology, but they need technology that pays sufficient attention to human needs and capabilities.

Let me define the meaning of major terminology that is going to be used in my paper.

Error can be defined as “…the failure of planned actions to achieve their desired end without the intervention of some unforeseeable event” [2.] It results from physiological and psychological limitations of humans. In addition to individual errors there are team errors as well. There are three major error types: skill based (i.e. slips, lapses, trips or fumbles), rule based and knowledge based (i.e. mistakes).

Safety is the lack of danger or risk. It is usually measured by the number of negative outcomes. Safety and risk according to Wiener [6.] are determined by environment (social, organizational, etc.) and experience. Once risk has been analysed it is assessed for acceptance or decided to be managed by different means. Managing risk is a process that seeks to increase the likelihood of achieving program/ project goals.

High risk industries are: nuclear power industry, the military, the space agencies, the chemical process industry and aviation. Their front line operators’ (e.g. control room operators and pilots) mistakes can lead to release of destructive mass, energy, chemical and similar. As Reason [2.] concludes: “…the safety of the system hinge critically on the reliability of a small number of human controllers.” Their safety is influenced by the characteristics of the workplace and informational properties of the human-machine interface.

Human factors (HF) or ergonomics may be defined as the technology concerned to optimize the relationships between people and their activities by the systematic application of the human sciences (behavioural and medical), integrated within the framework of system engineering. [1.] In regard to safety issues, HF embraces a far wider range of individuals and activities than those associated with the front-line operation of a system.
2. EXPERT SYSTEMS AND AUTOMATION TOOLS – FACTS, THEORY AND APPLICATION
2.1. Statistical Facts
Aviation has become one of the most reliable and safe modes of transportation overall. The growth of the airline passenger traffic is substantial (e.g. more than 859 billion passenger miles in 1985. only [1.]). There are two accidents that occur in every million departures.
Technical systems’ share in the total number of incidents is very low. Steiner [7.] quotes only 10% of aircraft accidents are caused by aircraft and aircraft system failures. Mechanical cause factors have been reduced significantly in jet accidents, while human error has increased. Experts are indicating the lack of accidents caused by mechanical malfunctions as a testament to their increased reliability.
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Fig. 1. A diagram illustrating the dominant role played by human performance in civil aircraft accidents (International Air Transport Association, 1975)

The high visibility and often equally large number of fatalities of plane crashes have forced the aviation industry to take error very seriously. In 1995, the risks to passengers (the probability of becoming involved in an accident with at least one fatality) varied by a factor of 42 across the world's air carriers, from a 1 in 260 000 chance of death or injury in the worst cases to a 1 in 11000000 probability in the best cases [1.].

Humans have been considered for long time superior to other live species in our world. Objective and realistic indicators from accident and incident statistics have proven differently. We are becoming the weakest link in the chain. As technical systems have become more reliable, humans have become one of the major cause of incidents and accidents.

As Helmreich [7.] states "Causes of error include fatigue, workload, and fear as well as cognitive overload, poor interpersonal communications, imperfect information processing, and flawed decision making." In addition to objective human limitations there is a potential for failure to exploit the full potential of people and technology. Steiner [7.] suggests that preventive measures are needed to overcome such a situation. Overlooking HF, in systems designed exclusively by engineers only, often leads to alienation from technology and frustration with it. In safety critical applications this can lead to global disasters.

These reasons make common theme with other high risk industries. Human operators are exposed to similar type of environment and challenges regardless whether they sit in the cockpit of an aircraft, control room of an atomic power plant or at the bridge of a chemical tanker. Studies about error, stress, and teamwork among operating and intensive care unit medical staff and airline pilots from around the world have shown similarities in attitude and work values.
2.2. Systems’ Theory and Knowledge
Aviation and other high risk industries share two most important characteristics: front line operators’ responsibility and their safety. Safety is influenced by characteristics of the workplace and human machine interface. Understanding of humans’ psychology, their behaviour and failures should enable users to operate their systems to the lowest risk possible. When designing more efficient human machine systems the most fruitful approach to system design would be according to Wiener [5.]:“…an initial acceptance of individuals’ characteristics followed by the choice or design of other resources to match these properties which must be accepted as given.”

Traditional advantage and burden of aviation compared to other high risk industries are its "visibility" and appeal. Hence aviation has started (early enough) to collect flight data regularly in order to understand what has gone wrong in accidents, and to improve what is not quite right at more recent times.

Expert systems and automation can complement humans. Knowing human limitations, through HF studies, can help deciding what type of complement to use and where. The types of errors committed tell about the type of remedy needed. The two most common ways of augmenting human capabilities are: enhancing basic human senses, and assisting human operator in making decisions.

The most basic way in which mechanical systems complemented human weaknesses was by enhancing basic human senses. Another type of advanced automation has been enabled by vast increase in computational power and speed of contemporary computers. Underlying idea is that understanding of humans' psychology, their behaviour and failures should enable users to operate their systems to the lowest risk possible. In this case automation as Wiener states [1.] monitors humans and assists the pilot in his role by detecting errors as they are made.
2.3. Systems’ Examples and Potential for Application
It is likely a mistake to assume that technology is the ultimate solution to human error in high risk industry and aviation, just as automation was assumed to be the ultimate cockpit solution. Wiener [1.] points out that automation did not eliminate cockpit errors but changed their type and timing.

According to Maurino [8.] automated control systems were introduced to take over from fallible and variable human operator. At the same time human operators were left in the system in order to restore them to a safe state when automation covered scenarios go beyond foreseen circumstances. Although the effective enhancement of the decisions making process of the pilot is a slow process there is a great potential in reducing errors.

The problem with automation is computation capability that sometime executes to fast for the individual to understand. Other problems are intricate organization of automation active modes and their recognition by the operator. Last but not the least when automation is working properly it denies operators to practise their basic professional skills that are intended for recovery purpose if automation fails. The major HF concern of pilots in regard to introduction of automation in the cockpit was: "Who is in control?" [1.].

Humans are involved in all phases of systems’ life. Design, construction, manufacturing, operation, and maintenance have human involvement and therefore there are numerous opportunities for those humans to introduce error unintentionally and unaware of that same fact. Most designers of technological systems do not pay enough attention to human needs and capabilities. Latent errors are usually introduced by people very far "...in time and space" as Reason states [5.] from the direct control interface: designers, high-level decision makers, construction workers, managers and maintenance personnel.
Hence two areas of specific HF design issues must be addressed:
(a) Proper design of user interface (hardware or software).
(b) Integrated process for the design at software around user capabilities and limitations influencing the functions served and modes of application within an organization.
The initial construction of standard aircraft instrument layout boards (in 1930s) is very valid proper hardware design example. Some proper software design examples include utilizing high-resolution color graphic displays because people are very good at recognizing graphical patterns way (e.g. monochromatic test scopes or colored text for such applications as aircraft engine monitors; advanced color graphics such as the horizontal and vertical situation indicators; or computer display for monitoring the safety of water-based nuclear power plants developed by Beltracchi (1987).[3.]). This way of presenting information leads to better interactions between people and technology than traditional one.
If we talk about the functions served these can be creating awareness; detecting and warning of the presence of off-normal conditions; recovering from off-normal conditions and to restore the system to a safe state. Modes of application within an organization can be for example engineered safety devices or implementation in training within organization

Aircraft Flight Management System (FMS) is the example of engineered safety device. FMS has been introduced to support human crew by taking over some tasks or portions of the tasks from them (e.g. flight path guidance, power plant, or environmental control) in favor of discussion and communication of crew members.
The example of creating awareness is the file system for of interpretation of medical x-ray pictures where each image is interpreted by emergency room (ER) room doctor, and then reviewed by radiologist within 12 hours. New system reduced six times the potential of error as shown in Fig. 2.

Another medical example is rules based system for prescribing and recording of drugs given to patients through wireless terminals. Complete and legible prescriptions have eliminated transcription errors preventing 58 unsafe prescriptions and gave over 700 high level warnings during initial 11 months of application. [9.]
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Fig. 2. Change in the number of errors per 1000 images checked. [9.]
Last but not the least training within organization support has been enhanced with recent advancement in simulation technology and replay techniques. Developed and perfected in civil aviation they have been transferred to maritime industry 
[4.] and fire fighting 
[5.]
3. conclusion
Regardless of advancement on the technological front there is still no risk free transportation. That applies in aviation and any other modes of transportation. Human error has played a progressively more important role in accident.

Automatic control systems and their problems are not unique to aviation at all. Still they are the most extensively studied within aviation due to flight data recording available. Taking advantage of data recording and investigation design, manufacturing, operation, and maintenance mistakes have been corrected by prescribing strict technical minimum standards that resulted in sophisticated aircraft technology development and its application

Charles Lindberg, during his 1927 New York to Paris flight, and today flying crew (in the latest technology airliner or high speed train) face the same problem. Their errors for the majority of cases have not been considered in “systems context”.
Wiener makes very clear [1.] that: “…although some solutions are intended to remove single or group of errors system as general are not affected at all.”. Systems that have had latent errors introduced long time before actual breach of system defences will fail regardless of solutions intended to remove active errors by “front-line” operators.

As Steiner [7.] stresses: “preventive actions can be focused either on improvements in design and engineering or the introduction of automation that has been seen as universal remedy with control task sharing between human and machine.”

The most beneficial approach would be changing engineering approach and promote the importance of designing and applying technologies that work for people performing the full range of their workplace professional activities. Design practices must also be modified to focus on producing technological systems that fulfil human needs as opposed to creating overly complex, technically sophisticated systems that are difficult for the average person to use.

The remedy would be for engineers to begin with a human need (rather than a technological possibility) and to focus on the interactions between people and technology (rather than on the technology alone). Technological systems can be designed to match human nature at all scales - physical, psychological, team, and organizational.
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� In 1939. aircrew selection criteria and training has been guided by Medical Research council in UK [1.]


� non mandatory simulation system in maritime industry for navigation; watch keeping; ship handling and manoeuvring; cargo handling and stowage


� Dynamic Environmental Simulation System – DESSY simulation the complex task of fire fighting as seen by fire fighting chief
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