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R&D ACTIVITY AND PATENTS IN CEE COUNTRIES
ABSTRACT
The R&D activity is acknowledged to be an important component for growth and development of countries and subsequent growth differentials among countries. On one side we have creation of knowledge through R&D process and on the other side we have the actual output of the R&D process in terms of patents. Even though Central and East European countries are not at the technology frontier they too produce knowledge which is not only important in terms of royalties, but also as a prerequisite for successful technology transfer, assimilation and diffusion from technology frontier countries. In this paper we analyze the impact of R&D process and output (patents) on growth and development on selected Central and East European countries. The selection of countries is based on data availability, which is in many cases problematic, so we use pooled data and panel data in order to perform the analysis.
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INTRODUCTION

The importance of technology, technology transfer, technology diffusion and technology creation has occupied a significant portion of studies on growth differentials of countries. Historically, technology has played a significant role in development of what we today call modern or developed economies. Great differences among countries in terms of per capita income and overall development started to emerge in 18th century with full realization in 20th century. By the end of the 20th century gap in terms of per capita income between the richest and the poorest country was roughly 1:400. Such development coincides with the First and Second Industrial Revolutions.
If technology was so important in making the development gap so large, it seems this issue needs a closer look in terms of possibilities and capabilities of catching-up with developed countries. Here we analyze selected countries of Central and east Europe in order to look into possibilities of closing the technology gap and thus subsequent development gap.

HYSTORICAL BACKGROUND
The technology, technology change and technological progress have played and important role in development of human kind. In this research we will not discuss overall history of technological progress, but rather, we will take a stand from an important historical event that happened in 18th century Britain.

This event was the First Industrial Revolution, so we build our story from this point in time onward. The First Industrial Revolution was a point when growth of per capita income and simultaneous increase of populations was possible. Before the Industrial revolution economies would be stuck in the Malthusian trap, and any progress in per capita income would be eaten by growing population. In terms of Economics as a science, Adam Smith is the starting point of the time.
In 1776 Adam Smith published his Wealth of Nations. It shifted the classical tradition from France to England and led to the further development of Economics. As suggested by many, the Wealth of Nations was first and foremost an attack against the principles and practices of mercantilism. The economy of Smith’s time was still primarily agricultural and commercial, rather than industrial. Although the spinning jenny and the water frame were already invented, and James Watt patented the steam engine in 1769, but the diffusion of these technologies will take still take some time.

Nef (1943) distinguished three technical inventions that were most important for an extraordinary growth in British industrial output. First, the “puddeling” process which made possible widespread use of coal in the manufacture of bar iron; second, the adoption of the steam engine, and finally, the use of power-driven machinery for spinning. Furthermore, the steam engine and spinning machine sponsored by Arkwright started to influence economy on a greater scale after the patents by Watt and Arkwright were disputed in court in 1785. After this ruling, the new method of making iron becomes extensively diffused. It can be seen here how the legal system had important influence on diffusion of innovations and inventions in eighteenth century. Weather the ruling was just or not is here beside the point, and after all, the judge made the final decision in a court of law. This proves the importance of the legal system and the overall rule of law.
There are several possible factors that may have influenced low TFP growth (and R&D) in the early nineteenth century Britain. Smallness of markets, weakness of science and formal education, inadequacies of the patent system, the continued high rewards to rent seeking, and the difficulties of securing compliant behaviour on the part of workers may have contributed to the slowdown to a certain level. As far as the government is concerned, its policy did not play an active role in correcting failures nor in any other way did it intervene to correct market failures, compared to the successful government role in the Asian success stories like Korea, and Taiwan. The policy had quite the opposite role. This was viewed in the crowding out effect of public spending during the Napoleonic Wars. These financial pressures pushed for more protectionism during the eighteenth century and to rise in taxes during the industrial revolution (Crafts, 1996).

By the beginning of the twentieth century the US took over as the industrial leader over Britain. The technological lead of the US was very real and the gap became even more substantial during and after the World War II. As Nelson and Wright (1992) argue, on the microeconomic level, the US firms were significantly ahead in application and development of the leading edge technologies. US made up the largest portion of the world trade, and overseas branches were often dominant in their host countries. Today, that is no longer the case. US technological lead has been eroded in many industries, and in some, the US is even lagging behind. There are two distinctive slices of the US dominance in the post war world. One is the dominance in the mass production, derived from favourable historical access to natural resources and single largest domestic market. The other part of the story is the lead in the high technology industries induced by massive private and public investment in R&D and scientific and technical education that the US made after World War II. Even though these investments stem from earlier institutional foundations, the leadership in this area is much the product of the post war era. However, it is sometimes argued that the strength that American companies possess is less based on technology per se as in the organisational efficiencies stemming from mass production and mass distribution. One of the most spectacular success stories in the US in the inter-war years was automobile industry. It was a blend of mass production methods, cheap materials and fuels. The technological leadership itself was more lasting in the industries where there was connection of mass production and organised science-based research, e.g. electrical industries and chemical engineering.

Abramovitz (1993) distinguishes different ways in which technology has influenced economy in nineteenth and twentieth century. The first, but not the crucial, difference is the pace of technological progress; however, the character of technological progress seems to be more crucial in this division of centuries. This may be the reason why the conventional capital accumulation has played such an important role in growth accounting for the nineteenth century and a much smaller role in the twentieth century. In the nineteenth century technological progress was heavily biased in a physical capital using direction, only to shift toward intangible (human knowledge) capital using direction in the twentieth century. This bias produced substantial contribution of education and of other intangible capital accumulation. The technological change of twentieth century tended to positively influence the relative marginal productivity of capital in terms of education and training of the labour force at all levels, from deliberately acquired knowledge through R&D investment, and in other forms of intangible capital (e.g. support for corporate and managerial structures and cultures, development of product markets subject to the infrastructure of the economies of scale and scope). The bias shift of the twentieth century encompasses the change in employment patterns. The shift occurred from agriculture (low education levels) to manufacturing, mining and construction (intermediate education levels) to services (relatively high education levels). There are several factors that contributed to this shift. First, there was an increase in income level per capita and associated Engle effect on the structure of the final demand. Second, growths of the service industries, due to requirements of exploitation of scale intensive technological progress (e.g. trade, communications, and finance, legal, accounting and engineering professions). Finally, there was a technology bias toward agriculture and industry, where the productivity of labour was raised more than in services.

The process of industrial development, with the increase of complexity of technologies and research activities, from the end of nineteenth to the beginning of the twenty-first century has been marked by the formal organisations (R&D laboratories of big firms, government and university laboratories, etc.). This situation is different from the situation until the end of nineteenth century, where individuals, inventor-entrepreneurs, dominated developments in technological breakthroughs.

The turning point of introducing major institutional innovation of the in-house industrial R&D was in Germany in 1870. However, product and process innovations by firms took place some hundred years before the said time, but it was the German dyestuffs industry which first realised that there is some profit in research of new products and development of new chemicals processes on a more regular, systematic and professional basis. Even though it is a fact that in past centuries or millennia before 1870 there were many inventions, professional R&D lab seemed like a giant leap forward. This was especially reinforced during the Second World War. Science was already very important in the First World War, but the Manhattan Project and the outcome at Hiroshima was what impressed on people throughout the world. The power of science was evident, especially the Big Science. Many other inventions and innovations from both sides (e.g. radar, computers, rockets, explosives) resulted from large R&D projects which included government and industrial and academic engineers and scientists (Freeman, Soete, 1997: 299-300).

In terms of organizational capacities to perform R&D, we have seen that by the outbreak of the Second World War there was extensive research network with organized research laboratories along with the related institutions in government, university and industry. The researchers in said institutions were employed on a full time basis. As any other industry, R&D industry can be a subject to an economic analysis, with recognition of some unique characteristics. The “output” of a research process is a flow of new knowledge, both of general character (basic research) or specific application (applied research). The output may be incorporated as flow of models, sketches, designs, manuals and prototypes for new products, or of pilot plants and experimental rigs for new processes (experimental development) (Freeman, Soete, 1997: 6).

TECHNOLOGY, R&D AND PATENTS
Some authors consider technology to be a very pulp term that is hardly definable. Radošević (1999) is of the view that technology as a concept has no clear boundaries, and where generation and diffusion process is deeply embedded in the institutional fabric of economy and society. The forms of technology may vary according to the level of disembodiment from patents and licences to those embodied into machines or persons, i.e. tacit knowledge.

As stipulated by Jones (1971), it is important to distinguish between science and technology. Technology is “know-how” while science is “know-why”. On one side we have science producing knowledge, while on the other side we have technology, which helps to produce wealth. We usually have a choice of importing technology and conducting local R&D. These two ways of acquiring technology should not be in conflict but rather they should complement each other.

According to Sachs (2000), it is evident that most of the new technology innovations come from developed countries, which accounts for some 15 per cent of total population. A second part, containing some half of world’s population is able to adopt the new technology generated by the developed countries in consumption and production, while the remaining part, containing around a third of the world’s population, is actually technologically disconnected, neither innovating at home not adopting foreign technologies.

Process of production and experience in use yields increases in productivity of a new technology. Because of this fact, the new technology is allowed to substitute the old technology, which as a consequence increases profits to who ever hold the patent for the technology. With time there will be new inventions as experience accumulates and the new technology will substitute now mature technology. The lifecycle of technology and the discounted profitability of new technologies will be determined by the rate of innovation and the rate at which production experience accumulates (Young, 1993: 447).

As stipulated by Romer (2001), there are common characteristics to all types of knowledge. First, they are non-rival. This is to say that the use of some knowledge, no matter whether it is the Pythagorean Theorem or a soft-drink recipe in one application makes the use by someone else no more difficult. However, private economic goods are in contrast rival. This is to say that use of a particular pair of shoes by an individual precludes its simultaneous use by someone else. The fundamental properties of knowledge stipulate that competitive market forces cannot completely govern the production and allocation of knowledge. Once a particular knowledge has been discovered, its marginal cost for an additional user is zero. This would suggest the rental price of knowledge in a competitive market to be zero. However, in this case creation of knowledge would not be motivated by private economic gains. The conclusion here is that either knowledge is sold at above its marginal cost or market forces do not motivate its development. Therefore, competitive model cannot be fully applied here. However, there is another possibility. Although knowledge is non-rival in essence, it can be excludable. This is the case when we are able to prevent others from using it. The excludability in the case of knowledge will depend both on the nature of the knowledge itself and on law, regulations and institutions governing property rights. The good examples are the patent laws, where the inventor is given the right over the use of their designs and discoveries. So, if some knowledge is excludable, the producers of new knowledge can take out a license on the rights to use their knowledge at a positive price, and earn positive retunes on their R&D efforts. 

Stephan (1996) argues that science should be in a focus of economist for three reasons. First, science is a source of growth. The lags between basic research and subsequent economic consequences may be considerable, but economic impact is indisputable. Second, labour market for scientists, and incorporated human capital, are a fertile ground for study. Third, the reward structure has evolved in science that goes towards solving appropriability problem associated with the production of public good. It is further argued that science makes technological innovation possible, but on the other hand science itself is influenced by technology. Economic theory based on competitive markets underpins the poor incentives that market provides for production of public good. The providers of public good cannot appropriate benefits derived from use. However, the appropriation relates to rewards that are market based. Sociologists and economists have demonstrated that scientific work is not necessarily based on market, but rather on non-market reward system. Here, a particular argument is the fact that there are rewards to being first in recognition by the scientific community. The priority in awarding by recognition of scientific community depends on importance that the same community attaches to the discovery. One of the most important is the practice of attaching the name of the scientist to the discovery (e.g. Haley’s comet, Phillips curve, Say’s law). Another way is in the form of prizes. Among others, the Nobel Prize is the best know, with the largest award. However, many other prizes exist with smaller awards. Further, many countries have societies where scientists are elected (e.g. National Academies of Science, Engineering, and Medicine in the US, the Royal Society in England, the Académie des Sciences in France, Croatian Academy of Science and Arts). In the extra institutional variety of rewards, a successful scientist may be rewarded for speaking or through consulting fees. A scientist with successful patents may generate future income flows, which has been a standard practice, especially in the life sciences (e.g. as scientific advisors and director of new companies). The bottom line reward for a scientist may be in the satisfaction derived from solving the puzzle.

On the account of more direct measures of technologies there are several approaches to this problem. As stipulated by Keller (2004), technology is an intangible that is difficult to measure directly; however, there are three widely used approaches. These are inputs (R&D), outputs (patents), and the effect of technology (higher productivity). Regarding the data on R&D, not too many countries report substantial amounts of R&D. Because this measure capture primarily resources spent towards innovation, with omitted resources spent on imitation and adoption of technology, the data for R&D cannot typically be analysed for middle and poor countries. However, the data on R&D becomes more available as countries income’s rise. There is further information because surveys include R&D conducted by affiliates of multinational companies located abroad. One important aspect of R&D is that the returns on publicly funded R&D are lower than the returns to privately funded R&D. In comparison to R&D, patents have the advantage that the patent data has been collected for longer time. However, there are some issues in using patent data. Small number of patents may account for most of the value of all patents, thus the mere count of patents may not capture technology output well. The other problem lies with the choice of patenting or not patenting, which eventually lies with respective firms. Thus, some innovations never get patented. However, there is a further issue, which involves codifiability of technology. In the case when technology is partly non-codifiable, patent data will omit this part of information, thus technology in this part will not be captured well.

Research and development
Basic research (as opposed to applied research) is sometimes seen as research without any specific goal or apparent purpose. It is due to the character of basic research, which appropriation of invested funds may be far into the future. This is the reason why companies do not fund and engage in many basic research projects on a larger scale. They need appropriation of their funds as soon as possible, while basic research sometimes cannot warrant any results even within a lifetime. Thus majority of funds and efforts concerning the basic research comes from government and universities. This is not to say that basic research is less important, but the mission of governments and universities allows more funds to be dispensed into this area as generators of social gains rather than just short or medium term financial gains of companies.

In terms of costs of acquisition and adapting to local conditions of new knowledge, Chavas, Aliber and Cox (1997) emphasise that the process of adoption can be slow. There is a lag between R&D investment and the subsequent payoff, which can vary with each technology or industry. These lags, as a rule, are longer if R&D is basic research, and shorter if the research is more applied. Furthermore, funding of research is of concern, namely if it is private or public. If knowledge being generated is of public character it is appropriate to fund it from public fund, however, if property rights can be privately assigned, e.g. through patents, it private institutions have incentives to invest into such R&D. Due to a fact that basic research has long period of payoff, incentives for private involvement are weak. As a result, public funds are assigned for basic research in most case, and applied research with shorter payoff period is supported by private funds. However, the internal rates of returns from both public and private R&D are fairly high in the agricultural sector in the US.

In the structure of funds, pure or basic research has the character of relative publicness, and it is mainly financed through public funds, universities and other non-profit institutions. On the other hand, industry meets a greater portion of applied research and development, while some funds are still devoted to basic research. Along with the formalised R&D, a significant amount of improvements is originated through “learning by doing” and “learning by using” (e.g. Arrow 1962, Rosenberg 1982, Hollander 1965).

In terms of costs of acquisition and adapting to local conditions of new knowledge, Chavas, Aliber and Cox (1997) emphasise that the process of adoption can be slow. There is a lag between R&D investment and the subsequent payoff, which can vary with each technology or industry. These lags, as a rule, are longer if R&D is basic research, and shorter if the research is more applied. Furthermore, funding of research is of concern, namely if it is private or public. If knowledge being generated is of public character it is appropriate to fund it from public fund, however, if property rights can be privately assigned, e.g. through patents, it private institutions have incentives to invest into such R&D. Due to a fact that basic research has long period of payoff, incentives for private involvement are weak. As a result, public funds are assigned for basic research in most case, and applied research with shorter payoff period is supported by private funds. However, the internal rates of returns from both public and private R&D are fairly high in the agricultural sector in the US.

In conventional thinking of economists, R&D is seen as generating one product: new information. Cohen and Levinthal (1989) suggest additional aspect, where R&D is not only generation of new information, but also enhancement of the firm’s ability to assimilate and exploit existing information. It is further argued that R&D obviously generates innovations, however, at the same time it also develops the firm’s ability to identify, assimilate, and exploit knowledge from the environment. This is also called a firm’s “learning” or “absorptive” capacity. On these lines, a firm’s ability to imitate fits into the scope of absorptive capacity, but it also includes the firm’s ability to exploit outside knowledge of a more intermediate sort. This includes basic research findings that provide the basis for subsequent applied research and development.

Basant and Fikkert (1996) argue that the available studies from developed countries do not take into consideration factors that are at least as important as R&D for the developing countries. Since these countries mostly operate within the technology frontier, the expenditures of firms in developing countries on disembodied technology through licensing is of importance. The results from the research of Indian manufacturing firms indicate when all industries are taken together there are high private returns to expenditures on both technology purchases and R&D. Furthermore, the rate of return to technology purchases outweighs returns on R&D.

Regarding the R&D activity and growth, Allen (2001) argues that the increase in R&D and acceleration in growth of the capital labour ratio coincide with increased wage gaps by schooling within industries, and that increases in R&D are associated with wider gaps by experience. In terms of technological change that varies across different industries, it should not be surprised to see correlation between technological change and wage growth for this group that would persist if the pace of change were accelerating. 

Caselli and Coleman II (2001) stress the importance of well-known fact that an increase in technical efficiency plays a critical role in log term growth. This fact has led research to concentrate on R&D process and data. While this data is commonly used for analysing developed countries, it is argued that it may be unsuitable for developing countries. This is due to an assumption that developing countries operate inside the technological frontier, so the efficiency gains may be acquired through technology already available in developed and technologically advanced countries. Thus Caselli and Coleman II use computers diffusion in order to encompass both developed and developing countries. The reason lies in the fact that computers have been introduced recently, and computers are clear case of embodied technology. In order to diffuse computers they have to be physically installed, which makes it easier to measure technology adoption. On the other hand, it is very hard to measure diffusion of disembodied technologies. In this respect there is strong evidence that computer adoption is associated with high levels of human capital. Furthermore, good property-rights protection, high rates of investment per worker, and a small share of agriculture in GDP enhance computer adoption. There is also evidence of a negative role of the size of the government and a positive of share of manufacturing in GDP.

As suggested by Helpman and Coe (1995), in the light of openness to international trade in goods and services, FDI, and international exchange of information and dissemination of knowledge, a country’s productivity depends both on its own R&D and on the R&D by its trade partners. A country’s own R&D efforts produce traded and nontraded goods and services that induce more effective use of existing resources and thus raise productivity levels. On the other hand, own R&D makes acceptance benefits from foreign technical advances possible. The more a country is able to take advantage of these benefits the more productivity it becomes. Furthermore, the benefits of foreign R&D can be direct and indirect. Direct benefits are those which relate to learning about new technologies and materials, production processes, or organisational methods, while indirect benefits stem from imports of goods and services that have been developed by trade partners. In both cases the foreign R&D affect a country’s productivity.

Patents
Furthermore, in our analysis we will take account and analyse patents. Patents are considered to be an indicator for output of a research and development process. This indicator may be considered as very handy in valuing output of research activities. However, there are some shortcomings to this indicator. For example, a company or an individual sometimes do not want to disclose results of their research in order to preserve exclusive or monopoly rights to their invention or innovation. Therefore, some research result never see patent offices, thus are not included into the patent statistics.

Other shortcoming of this indicator is that patents do not have same weights regarding their impact on an economy. There are merely summed up. However, trends in patenting are clear indicator of research activity, thus cannot be neglected.

The final big issue regarding patents is patenting process itself. It may take some time before an invention or innovation is actually patented. This may depend on the number of examiners, which may change in time. This may cause delays of patenting process in some years, thus the data may show fluctuations that are not caused by the lack or bust of R&D activity but merely administrative constraints to the patenting process.

However, patents are generally considered to be a good proxy for output of R&D activity with all the shortcomings that come with it. Historically, establishment of patenting system has lead to a boost in readiness of individuals and companies to reveal results of their research to the rest of the economy. The patenting process is a guarantee that a company or an individual will preserve exclusivity to invention or innovation for some time. Furthermore, this has led to greater influence to economies in general, as with the patenting innovations and inventions were available to general public much earlier that what would be the case without protection of patents.

R&D AND PATENTS IN CEE

While the problem of knowledge is a problem in some Asian and African countries, the same cannot be said for the transition countries. However, both groups of countries share the disproportion in creation of new knowledge. Furthermore, in Central and Eastern Europe, the accumulated stock of knowledge is significant, but it is not utilised. Thus, creation of knowledge by itself does not automatically mean a country will benefit from it. Much of the research and development (R&D) in ex-communist countries went on military research. While the military R&D may have spin-off effect in other areas, it seems that these countries did not benefit from it to a greater extent.
Beside the data on GDP, employment and domestic investment already described in section 6.1.1, R&D, residential and non-residential patents, as well as data on scientist and technicians will be used for this analysis.

Research and development expenditure (% of GDP): Expenditures for research and development are current and capital expenditures (both public and private) on creative, systematic activity that increases the stock of knowledge. Included are fundamental and applied research and experimental development work leading to new devices, products, or processes.

Patent applications, non-residents and residents: patent applications are applications filed with a national patent office for exclusive rights for an invention--a product or process that provides a new way of doing something or offers a new technical solution to a problem. A patent provides protection for the invention to the owner of the patent for a limited period, generally 20 years.

Researchers in R&D (per million people): Researchers in R&D are people trained to work in any field of science who are engaged in professional R&D activity. Most such jobs require completion of tertiary education.

Technicians in R&D (per million people): Technicians in R&D are people engaged in professional R&D activity who have received vocational or technical training in any branch of knowledge or technology. Most such jobs require three years beyond the first stage of secondary education.

Figure 1: Log R&D (% of GDP), 1990-2004
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Figure 2: Log R&D (% GDP)/log GDP, 1990-2002
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From the figure 1 we can observe tremendous changes in R&D expenditures as percentage of R&D (Bulgaria, Croatia, Czech Republic, Hungary and Slovak Republic), while other countries experienced almost negligible fluctuations. 

Among these countries Bulgaria has diminished R&D activity beyond recognition. Croatia, on the other hand, managed to return its R&D expenditures to levels before the drop. Czech Republic seemed to have reached a new lower steady level of expenditures. Other countries experienced either a permanent drop or fluctuate around the same trend.

From the scatter plot in figure 2 we can see the relationship between R&D and GDP in the observed period. However, only few countries have data prior to 1995, and even that data has missing values. We can see that Poland, being the largest economy in the sample, does not exhibit higher levels of R&D expenditures, while Slovenia contributes a lot to R&D.

The extreme value for Bulgaria can be considered as an outlier, since all other values for Bulgaria lie more to the left. While Czech Republic and Croatia exhibit modest levels of R&D expenditures given the GDP values, other countries (except Slovenia) show more modest figures given the size of the economy.

Figure 3: Log R&D/log Scientists and technicians in R&D per million people
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From figure 3, we can see that Slovenia is leading the show again. Although Bulgaria has few values close to Slovenia, these may be considered as an outlier given the overall performance of Bulgaria.

We can observe Croatia, Czech Republic, Hungary, Romania and Slovenia to cluster above the linear fit, while other countries lie beneath the linear fit. It is obvious that smaller countries in general have lower R&D expenditures and fewer scientists. However, Slovenia may not be considered to be among bigger nations in the sample, but it does have highest R&D expenditures, along with the highest number of scientists per million and the highest GDP per capita in the sample.

Figure 43: Log R&D/log Scientists and technicians in R&D per million people, no Slovenia, 1990-2002
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When we exclude Slovenia, again picture (see figure above) does not change very much. There are few Bulgarian outliers, but main conclusions stay the same.

Figure 44: Residential patent applications (logs), 1994-2002
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From the data on residential patents we may observe output of R&D activity across selected countries (see figure above). While Bulgaria, Croatia, Czech Republic, Hungary, Poland, Slovak Republic and Slovenia exhibit relatively stabile or increasing trends in patent applications we cannot say the same for the remaining countries. Estonia exhibits clearly an increasing trend, while Latvia exhibit quite clear and dramatic drop. Lithuania and Romania exhibit volatility, which is not so dramatic.

Figure 45: Non-residential patent applications (logs), 1994-2002
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From the figure above we can observe non-residential patent applications. Among all countries Croatia exhibits the most dramatic increase. Other countries do exhibit increase also, but it is far less dramatic than in Croatia.

Even though this indicator has increasing trend for all countries, it will not be considered in the formal regression analysis due to its unit root nature, while other variables do not exhibit this property, thus cannot be combined in the same regression.

Figure 46: Residential patents and R&D, 1994-2002 (logs)
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From the scatter plot above Slovenia to be on top, however, this has not yielded the top position in patent applications. It seems that Romania and Poland have the highest number of inventors; however, their population sizes are large given the sample too. 

Among all countries it seems that only Baltic countries are lagging considerably behind, given both expenditures for R&D and number of patents. To some extent this is not surprising given the population size.

Figure 47: Patents and scientists, 1994-2002 (logs)
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We can see from the above figure that the linear fit between scientist and patents is negatively sloped. This is to say that residential patent applications do not follow the increase in the number of scientist but quite the opposite. Countries with fewer scientists per million people seem to have higher number of resident patent applications.

This may be due to the fact that many inventors are not counted as scientists, especially in the area of mechanical and electrical engineering where lab size is not the dominant determinant like in chemistry.

The other issue is that a large number of scientists work in public institutions that are not very much interested in patenting their achievements but rather getting published, which diminishes actual number of patents given the discoveries.

Figure 48: Patents and GDP per capita (logs), 1994-2002
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From the figure above we can observe the relationship between GDP per capita and patents. The linear fit is a bit ambiguous because it marginally slopes downward. In essence, there is no clear relationship. We can conclude here that number of patents have ambiguous relationship to increases in GDP per capita. We can observe that higher GDP per capita does not make people more inventive. It is more likely that populations of respective countries play a role. We may also conclude that some countries have larger innovative potential than others, which has nothing to do with per capita incomes.
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