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INTRODUCTION

The rapid growth of data traffic, primarily Inter-
net traffic, in the past several years is driving the
demand for high-speed communication net-
works. Optical networks based on wavelength-
division multiplexing (WDM) have been
established as the most promising solution for
satisfying the ever increasing capacity require-
ments in telecommunication networks. WDM is
a technology that can exploit the large potential
bandwidth of optical fibers by dividing it among
different wavelengths. Transparent optical net-
works (TONs) are dynamically reconfigurable
WDM networks that establish and tear down all-
optical data connections, called lightpaths,
between pairs of nodes. These connections can
traverse multiple links in the physical topology,
and yet transmission via a lightpath is entirely in
the optical domain. The reliability of such net-
works is critical since a single failure can cause
tremendous data loss. Although transparency
has many attractive features, such as speed and
insensitivity to data rate and protocol format, it
introduces several vulnerabilities to security.
Optical performance monitoring is much more

difficult since it must be performed in the opti-
cal domain.

A failure management system is used to deal
with failures in the TON, which could be due to
either component faults or deliberate attacks
that aim to disrupt the proper functioning of the
network. Due to the transparency inherent in
TONs, nodes do not have access to service-bear-
ing wavelengths except where data lightpaths
terminate. Thus, management and control infor-
mation is carried over a separate supervisory
wavelength that is optoelectronically processed
at each node [1]. We refer to this interconnec-
tion of supervisory channels as the supervisory
plane. In case of failure, failure management
receives alarms from the monitoring equipment
available (via the supervisory plane), and then
attempts to locate and isolate the source. Mean-
while, the source and destination nodes of failed
lightpaths are notified of the failure, after which
they launch their restoration mechanisms. In this
article we propose creating a hybrid supervisory
plane whose structure is such that it can speed
up and improve critical security information
exchange, and thus improve the network’s ability
to reconfigure and reestablish communication in
the presence of failures. We propose adding a
set of long-range supervisory lightpaths in addi-
tion to the point-to-point channels between
physically neighboring nodes, aimed at creating a
small-world scale-free topology.

The small-world and scale-free properties are
structural properties that have been observed in
many self-organizing complex systems. Self-orga-
nizing systems are those in which local low-level
interactions and processes between individual
entities spontaneously achieve global properties
with certain functionality. Since structure affects
function, these systems often self-organize into
structures which enable efficient and successful
operation. We propose applying these concepts
to TONs in order improve the efficiency of fail-
ure management in them. This is a first step in
applying self-organization to optical networks.
Our ultimate goal, and vision for the future, is to
develop a self-healing and self-management
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approach that will be able to supervise the func-
tioning of TONs in the presence of increasing
complexity and unforeseen attacks.

The rest of this article is organized as follows.
In the next section we discuss failure manage-
ment and optical monitoring in TONs. Complex
network structures are then discussed. We pro-
pose a new hybrid optical supervisory plane and
topology generation algorithms. We then discuss
numerical results, and finish with some conclud-
ing remarks and ideas for future work.

FAILURE MANAGEMENT ISSUES IN
TRANSPARENT OPTICAL NETWORKS

FAILURE MANAGEMENT
Failure management in TONs deals with the
countermeasures taken to compensate for vul-
nerabilities in the network and failures that can
occur. Failures can be due to component faults
and deliberate attacks on the proper functioning
of the TON. Component faults include single or
multiple component malfunctions that can be a
consequence of natural fatigue, improperly
installed or configured equipment, or external
influence (e.g., power loss). Attacks, on the other
hand, are deliberate attempts to interfere with
the secure functioning of the network. Attacks
differ from faults in that they can spread and
propagate throughout the network and can
appear sporadically. These characteristics make
them much harder to locate and isolate. Various
attacks have been described in [2, 3]. They most
often include jamming and/or tapping legitimate
data signals by exploiting component weaknesses
such as gain competition in optical amplifiers
and crosstalk in switches.

The countermeasures taken by failure man-
agement to ensure secure network operation
include prevention, detection, and reaction
mechanisms [2]. Prevention schemes can be real-
ized through hardware (e.g., strengthening
and/or alarming the fiber), transmission schemes
(e.g., coding schemes), or network architecture
and protocols. Detection mechanisms are
responsible for identifying and diagnosing fail-
ures, locating the source, and generating the
appropriate alarms or notification messages to
ensure successful reaction. Due to attack propa-
gation capabilities and the constraints inherent
in optical performance monitoring, these tasks
are more difficult than in electrical networks.
Various alarms generated by monitoring equip-
ment, changes in performance trends, and cus-
tomer call-ins all help to detect failures.

The third aspect of failure management is
reaction to failures. Reaction mechanisms restore
the proper functioning of the network by isolat-
ing the failure source, reconfiguring the connec-
tions, rerouting, and updating the security status
of the network. In order to establish, tear down,
and reroute lightpaths in the presence of major
traffic changes, new connection requests, and/or
unexpected failures, a control plane employing
various signaling and routing protocols is main-
tained in the TON [4]. In case of attacks it is
crucial that reaction mechanisms quickly isolate
the source to preclude further attacks. Surviv-
ability techniques, which are responsible for

restoring failed lightpaths, utilize either pre-
planned backup paths or reactive rerouting
schemes [5]. Both techniques require that the
source and destination nodes of failed lightpaths
be informed of the failure quickly to ensure high
restoration speeds.

OPTICAL PERFORMANCE MONITORING
Failure management mechanisms are highly
dependent on alarms received from optical mon-
itoring equipment. Optical monitoring devices
that are currently available include optical power
meters, optical spectrum analyzers, OTDRs, eye
monitors, and others [6]. These devices help
monitor passing signals and send alarms if they
detect certain suspicious behavior. Various opti-
cal monitoring equipment can be used to detect
certain failures, but by no means all of them. For
example, optical power meters (which monitor
changes in the power of an optical signal) can
detect component faults or overt in-band jam-
ming, but may not detect sporadic jamming.
Some optical monitoring techniques can esti-
mate the bit error rate (BER) without electroni-
cally processing the data payload. These methods
include using subcarrier multiplexed pilot tones
or evaluating histograms derived from eye dia-
grams. Additionally, some optical components
can have monitoring capabilities themselves
(e.g., transmitters may send an alarm if their
temperature exceeds a given threshold). An
excellent survey of optical monitoring techniques
can be found in [7]. Due to the high cost of such
equipment, it is not realistic to assume all nodes
are equipped with full monitoring capabilities.
Thus, obtaining monitoring information from
nodes with high monitoring capabilities efficient-
ly is critical for successful failure management.

STRUCTURAL PROPERTIES OF
SELF-ORGANIZING
COMPLEX SYSTEMS

Until the middle of the 20th century, complex
systems were modeled using regular topologies
and Euclidian lattices. After the pioneering work
of Erdös and Rényi in the 1950s, random graphs
became predominant. However, many real-world
self-organizing networks, from the collaboration
of film actors to biological ecosystems, lie some-
where between order and randomness. These
complex networks have been successfully
described using the small-world [8] and scale-
free [9] models developed in the 1990s. In order
to describe these models in more detail, we first
define the basic parameters most often used to
characterize complex network structures. They
are:
• The average path length L: The average

hop distance between all pairs of nodes.
• The clustering coefficient C: The typical

cliquishness of a local neighborhood. For
each node, we find the ratio of edges in its
immediate one-hop neighborhood (includ-
ing itself) to the total possible number of
edges in this neighborhood. These values,
averaged over all the nodes in the network,
define the clustering coefficient C.
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• The degree distribution P(k): The probabili-
ty that a randomly selected node has exactly
k neighbors.

SMALL WORLDS
Small-world networks are highly clustered (like
lattices), and yet have low average path lengths
(like random networks). Watts and Strogatz [8]
proposed a rewiring method, which we refer to
as the WS algorithm, to generate small-world
graphs that can be tuned to lie at various points
between regular and random graphs. The algo-
rithm initially starts with a ring lattice and then
randomly replaces, or rewires, existing links with
random ones with probability p. If p is set to 0,
the network remains regular. For a probability
of p =1, a random graph is created. It has been
shown that even for very small p (i.e., a tiny bit
of rewiring), the procedure dramatically lowers
the average path length with respect to that of a
regular lattice, and yet does not significantly
affect the clustering coefficient. Thus, a small
world is born. An example of a small-world net-
work generated in this manner is shown in Fig.
1a. Such small worlds have Poisson degree distri-
butions that peak at an average degree and then
decay exponentially.

The realization that a small world can easily
be created by introducing just a few shortcuts
between cliques could prove advantageous in the
context of communication networks [10]. Name-
ly, applying these concepts has the potential to
improve information flow and propagation speed
in the Internet, ad hoc networks, and possibly
TONs. Intuitively, high-speed shortcuts between
distant parts of a network could enable faster
system-wide communication, thus aiding dynam-
ic processes such as synchronization, control,
and management.

SCALE-FREE NETWORKS
The characteristic property of scale-free net-
works is their power law degree distribution.
This basically means that there are a few nodes
with many neighbors and many nodes with just a
few neighbors. An example of a scale-free topol-
ogy is shown in Fig. 1b. The high-degree nodes
are referred to as hubs and basically hold the

network together. Barabasi, Albert, and Jeong
[9] showed that such power law properties can
emerge from stochastic growth and preferential
attachment. Basically, as a network grows, new
nodes tend to connect to already well connected
nodes (the so-called rich get richer phenomenon)
and thus self-organize into a scale-free state.
They propose an algorithm to generate such a
network, called the BA algorithm, which initially
starts with just a small number of interconnected
nodes (m0). Each new node connects to m < m0
existing nodes, where the probability of connect-
ing to a node is proportional to its degree. Scale-
free networks have been shown to be highly
robust against accidental failures, but very sensi-
tive to coordinated attacks. Hence, attacking
only a few key hub nodes could devastate the
entire system, while random failures rarely have
a significant effect.

A HYBRID SUPERVISORY PLANE FOR
SECURE TONS

THE PROPOSED SUPERVISORY PLANE
We would like to explore whether the scale-free
and small-world models could help to design a
more robust TON. We investigated certain small-
world characteristics in [11] and further elabo-
rate on them here. Unfortunately, applying these
structural models to TONs is not straightfor-
ward. If we consider the physical interconnection
of optical fibers, which is more lattice-like and
clustered due to geographical considerations,
utilizing the WS “rewiring” mechanism to
achieve a small world is simply not realistic.
Rewiring random edges would involve major
cost concerns related to digging and laying down
new fiber. Furthermore, physical optical net-
works do not grow continuously at a significant
rate since most fiber plants have already laid
down large amounts of extra fiber that has not
yet been lit for use by Internet service providers
and other users of bandwidth. When such net-
works do grow, fibers and/or nodes are added at
locations that best suit the owner of the fiber
plant, whose goal is to improve network perfor-
mance as a whole and not the selfish needs of
the newly added node. Thus, growth by prefer-
ential attachment to create scale-free topologies,
which is the basis of the BA algorithm, may not
be applicable.

However, recall that in TONs all-optical con-
nections called lightpaths create a virtual topolo-
gy over the underlying physical network. This
topology is much more flexible and can be
dynamically reconfigured, subject to certain con-
straints. Creating a small-world and/or scale-free
topology of data lightpaths independent of the
physical interconnection of fibers may be possi-
ble. However, in the context of failure manage-
ment, ignoring the physical topology does not
seem logical since optical monitoring informa-
tion exchange between physical neighbors is cru-
cial. For example, propagating attacks can trigger
a large number of redundant alarms, which can
often be resolved via communication between
physically neighboring downstream and/or
upstream nodes.

We propose creating a hybrid supervisory

�� Figure 1. An example of a) a small-world network generated using the WS
small-world generation procedure from [8] where 0 < p << 1; b) a scale-free
network.

(a) (b)
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plane by maintaining the bidirectional point-to-
point supervisory channels along each physical
link, but also introducing a few long-range super-
visory lightpaths between distant nodes. Thus,
we could create a small-world supervisory plane,
clustered as a result of the physical topology, but
with a low average path length due to the small
number of transparent shortcuts. An example of
such a supervisory plane for a reference Euro-
pean core topology from [12] is shown in Fig. 2.
Communication via these lightpaths would be
somewhat slower than between physically neigh-
boring nodes due to longer propagation delays,
but would still be very fast as a result of their
transparency. In addition to the small-world
property, these shortcuts could be arranged to
yield a scale-free topology that could possibly
help create a more robust supervisory plane.

MOTIVATION
The main motivation for creating a small-world
supervisory plane is to speed up the exchange of
monitoring and control information, particularly
in the context of failure management. Our goal
is to ensure that the management system
receives monitoring alarms and messages as
quickly as possible to ensure fast failure detec-
tion and localization. Furthermore, we aim to
speed up the process of signaling the end nodes
of failed lightpaths to start their restoration pro-
cedures quickly before triggering higher-level
restoration and causing severe data loss and
data contention.

Besides the faster exchange of monitoring
information, long-range supervisory lightpaths
could potentially be used to help nodes with
access to local information obtain a better pic-
ture of the global network state. In the pro-
posed supervisory plane, “local” information
exchange would also include communication
between distant parts of the network via virtual
shortcuts. Important additional information
could be exchanged and merged with local infor-
mation obtained from physical neighbors to cre-
ate a more robust network. This information
could possibly be used to avoid suspicious parts
of the network, help localize attacks, find routes
for reconfiguration purposes more quickly,
and/or share past experiences and preplanned
responses.

Meanwhile, maintaining high clustering in the
supervisory plane is desirable in the context of
optical monitoring and security to help detect
false alarms and resolve redundant ones. Clus-
tered individuals in various self-organizing sys-
tems have been known to establish trust easier
and communicate more frequently, and thus
work together more efficiently [13].

SUPERVISORY PLANE GENERATION ALGORITHMS
In order to generate a supervisory plane with the
desired structural properties, we investigated the
possibilities of applying various rewiring, preferen-
tial attachment, and growth techniques. Topology
generation algorithms for wireless networks were
proposed in [14].

Preliminaries — We refer to the source nodes
of supervisory lightpaths as informants since they
provide the destination nodes with additional
information. It is important to note that not all
nodes are equally attractive to use as informants.
Nodes with access to more information, better
monitoring equipment, and perhaps a good rep-
utation for providing trustworthy and quick
responses may provide more reliable informa-
tion. We define the attractiveness of a node i as
an informant to be based on a combination of
the following factors:
• The number of data lightpaths that traverse

the node, called transient lightpaths, denoted
DPi

tr after the data plane. Nodes that have
more lightpaths passing through them will
be able to monitor and analyze more data
connections.

• The node’s optical monitoring capabilities,
denoted Moni.

• The number of data lightpaths terminating
at the node, denoted DPi

dest. Here the opti-
cal data signal is converted into the electri-
cal domain; hence, extensive BER
monitoring can be performed.

• The number of data lightpaths originating
at the node, denoted DPi

source. Here, the
node can obtain detailed information
regarding the traffic being sent along these
lightpaths.

• The node’s in-degree in the supervisory
plane, SPi

in (i.e., how well informed it is)
• The node’s out-degree in the control plane,

�� Figure 2. An example of a hybrid supervisory plane on a reference European core topology.
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SPi
out, multiplied by a factor α. This is a

measure of the node’s reputation and desir-
ability among other nodes, which is crucial
in growth procedures to enable the rich get
richer phenomenon. Varying parameter α
allows us to tune the effect of this phe-
nomenon to the desired level.
The overall attractiveness of node i, A(i), is

calculated as

A(i)= MoniDPi
tr + DPi

in + DPi
out

+ SPi
in + αSPi

out (1)

Note that the first element ensures that a
node can only provide information regarding
transient lightpaths if it employs optical monitor-
ing. Otherwise, data lightpaths simply pass trans-
parently through the node. Herein, we propose
four supervisory plane topology generation algo-
rithms:

•The Random Attachment algorithm: The
Random Attachment (RA) algorithm, inspired
by the WS rewiring procedure, considers nodes
in random order and chooses for each a random
informant. The algorithm terminates after a
desired number of shortcuts have been estab-
lished.

•The Preferential Attachment algorithm:
Instead of randomly choosing informants to
which to attach, considering their attractiveness
could prove beneficial. The Preferential Attach-
ment (PA) algorithm selects nodes at random
and chooses for each an informant with a proba-
bility proportional to its attractiveness. Potential
informants are all nodes in the network, except
for those that are physically neighboring the
node choosing the informant since they are
already connected in the supervisory plane via
point-to-point supervisory channels. This process
is repeated until a desired number of long-range
shortcuts are established.

•The Randomized Preferential Attachment via
Growth algorithm: Since most of the supervisory
plane is fixed (i.e., the links corresponding to the
physical topology), all the nodes are already
included in the topology and thus cannot be
grown as in the BA algorithm. However, we can
grow an informant web of supervisory lightpaths
and then superimpose it onto the physical topol-
ogy to get our hybrid supervisory plane. The
Randomized Preferential Attachment via
Growth (R-PAG) algorithm runs as follows. It
first chooses a set, m0, of the most attractive
nodes that are not physical neighbors, and inter-
connects them in an informant web. The algo-
rithm then randomly selects nodes not yet
included and assigns to each of them m infor-
mants from the existing informant web (provided
they are not physical neighbors) with a probabili-
ty proportional to their attractiveness. This dif-
fers from the PA algorithm in that potential
informants are only those nodes already includ-
ed in the informant web. After a desired number
of long-range shortcuts are assigned, the algo-
rithm terminates, and the directed informant
web is merged with the physical topology to
form the supervisory plane.

•The Ordered Preferential Attachment via
Growth algorithm: Since the informant web
grown by the R-PAG algorithm may not include
all nodes (depending on the desired number of
shortcuts), it may prove beneficial to not only
select informants according to their attractive-
ness, but also select the nodes that choose infor-
mants according to their attractiveness. The
Ordered Preferential Attachment via Growth
(O-PAG) algorithm, like R-PAG, begins by
interconnecting m0 of the most attractive nodes.
The algorithm then iteratively selects the most
attractive node not included in the informant

�� Figure 3. The average path lengths: a) L; b) Lmon_to_s_and_d; c) clustering of
the supervisory planes generated by the proposed algorithms and the physical
topology for traffic type 1.
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plane and assigns to it m informants from the
existing informant web (provided they are not
physical neighbors) with a probability propor-
tional to their attractiveness. The informant web
is then superposed onto the physical topology.

NUMERICAL RESULTS
In order to assess the potential benefit of the
proposed failure management model and topolo-
gy generation algorithms, we implemented these
four algorithms in C++ and tested them on a
reference pan-European topology from the
COST Action 266 project [12] with 30 nodes and
48 bidirectional edges. To create a set of data
lightpaths, we generated traffic matrices where a
fraction F of the traffic is uniformly distributed
over [0, C/a], while the remaining traffic is uni-

formly distributed over [0, C * ϒ/a] as in [15].
Here, C represents the lightpath channel capaci-
ty, a is an arbitrary integer greater than or equal
to 1, and ϒ represents the average ratio of traffic
intensities between node pairs with high and low
traffic values. We ran 25 test cases for three dif-
ferent types of traffic: Traffic type 1 had the val-
ues set to C = 1250, a = 20, ϒ = 10, and F =
0.7, as in [15]. Traffic type 2 considered all traf-
fic to be uniformly distributed over the same
value (ϒ = 1 and F = 1), while traffic type 3 had
mostly uniformly distributed traffic, but with a
few very long bursts (ϒ = 100 and F = 0.95).
Lightpaths were then established on the shortest
paths between pairs of nodes in decreasing order
of their corresponding traffic, with at most five
lightpaths originating and terminating at each
node.1 Monitoring capabilities were assigned to
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�� Figure 4. Sample informant web topologies with 30 shortcuts for traffic type 1 generated by the a) RA; b)
PA; c) R – PAG; (d) O – PAG algorithms.
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nodes according to the monitoring placement
policy described in [16]: if a node is non-moni-
toring, all its neighbors must be monitoring
nodes. Furthermore, if a node is of degree one,
its neighboring node must be a monitoring node.

We ran the proposed algorithms for all test
cases with the desired number of shortcuts rang-
ing from 0 to 30, in increments of three, assum-
ing that each node could be assigned a maximum
of one informant. In the growth algorithms, R-
PAG and O-PAG, m0 was set to 2 and m was set
to 1. Various values for α in the attractiveness
function were tested. The results shown in Figs.
3, 4, and 5 are those with a = 10.

For each test case, we recorded the average
path length, L, and the clustering coefficient, C.
Since the clustering coefficient is defined on an
undirected graph, the supervisory lightpaths
were considered undirected in the calculation of
C. Furthermore, we found the average path
length in hops from each monitoring node to the
source and destination nodes of all data light-
paths passing through it averaged over all the
monitoring nodes in the network. We refer to
this as Lmon_to_s_and_d. This is a measure of how
fast an alarm can get from a monitoring node to
the corresponding end nodes of failed lightpaths
to signal that they are to launch their restoration
mechanisms. The results, averaged over the 25
test cases for traffic type 1, are shown in Fig. 3.
The results are compared with the standard
supervisory plane composed of only point-to-
point supervisory channels along all physical
links, denoted Phy. Results for traffic types 2
and 3 are analogous, and are thus omitted for
lack of space.

We can see from Figs. 3a and 3b that a signif-
icant decrease in the average path lengths L and
Lmon_to_s_and_d are already achieved by assigning
informants to only 10–30 percent of the nodes,
adding only 3–9 long range lightpaths to the
fixed 48 bidirectional physical links (i.e., 96
directed point-to-point supervisory channels).
Further increasing the number of informants

seems inefficient due to the increase in overhead
and resources used, as well as the decrease in
clustering. When comparing the clustering coef-
ficients in Fig. 3c, we can see that for a small
number of informants, a high level of clustering
is maintained. In fact, the ordered growth proce-
dure O-PAG actually increased the clustering
coefficient for cases with up to 18 extra light-
paths.

In order to determine the kind of patterns
generated by the proposed algorithms, we plot-
ted the interconnection of supervisory light-
paths for a large number of informants. An
example with 30 lightpaths is shown in Fig. 4. It
is evident that the growth algorithms (Figs. 4c
and 4d) generate topologies more hierarchical
in nature, centered around certain hub nodes.
Figure 5 shows the corresponding degree distri-
bution of the supervisory planes generated by
the growth algorithms. We can see from the
graphs that they are fairly close to following a
power law. Although this property may not be
very pronounced for a small number of infor-
mants, supervisory lightpaths are still centered
around a small number of the most attractive
nodes. A potential advantage of having such
hub nodes in the supervisory plane is robust-
ness to random failure, although it may increase
vulnerability to attacks on hubs. Fortunately,
hub nodes in our hybrid supervisory plane gen-
erated via R-PAG or O-PAG are mainly those
with the best monitoring equipment due to the
attractiveness function and thus are inherently
better protected.

CONCLUSIONS AND FUTURE WORK
As a result of the increasing complexity of trans-
parent optical networks and the tremendous
amount of information they carry, efficient fail-
ure management is crucial. While transparency
offers many advantages, it also imposes various
vulnerabilities in optical network security. Self-
organizing concepts could possibly be applied to

�� Figure 5. The out-degree distributions of the supervisory planes generated by the a) R-PAG; (b) O-PAG algorithms by superposing the
informant webs from Fig. 4 onto the physical topology.
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develop a highly scalable and robust failure
management scheme. Commonly observed
structural properties in many self- organizing
networks can be described by the small-world
and scale-free models. In this article we propose
using these models to develop a more efficient
supervisory plane to deal with failure manage-
ment in transparent optical networks. A small-
world scale-free supervisory plane could
significantly speed up monitoring information
exchange and potentially improve reliability. We
propose various topology generation algorithms
and show how they can achieve the desired
structure. After establishing such a supervisory
plane, several things will need to be considered
in order to design an efficient self-organizing
failure management architecture, which is our
ultimate goal. Future work will include embed-
ding individual nodes with sufficient intelligence
aimed at migrating failure management from its
currently centralized form to a more distributed
self-organizing approach. This will include
developing individual node behavior protocols,
defining the content of local information
exchange , and introducing mechanisms to
establish trust between nodes.
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