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Abstract - Thispaper presentsthe design space exploration of
a multi-cor e implementation of the JPEG algorithm using the
Embedded System Environment (ESE). ESE is a tool-set,
which enables multi-core system design by high-leve
modeling of both the hardware platform and software
application. In order to define an application model for ESE,
sequential JPEG code written in C was partitioned and
translated into concurrent processes, which communicate via
abstract channels. The application model is then mapped on
the system platform captured as a graphical netlist consisted
out of SW and HW cores, buses and buffers. ESE provides
means for automatic transation of these models to
Transaction Level Models (TLM) in order of seconds. High-
speed TLM simulation was used to identify possible
bottlenecks and evaluate different design options for both
HW and SW partitioning of the JPEG algorithm application.
The obtained experimental results have shown that such
approach may find a good solution regarding specific design
constraintsin avery short time.

I. INTRODUCTION

Heterogeneous multi-core systems are essentially a
collection of general-purpose processors, DSP gemrs,
custom hardware accelerators and various othescsueh
as memories, bus modules, peripheral devices etc.
Hardware accelerators can either be specificalbigied
or automatically generated in order to accelerate a
particular time-critical application task. The main
advantage of using multi-core systems is theintghid use
task-level parallelism inherent to the applicati®tarallel
execution enables performing the same amount ok wor
fewer clock cycles, thus lowering the system fremye
while maintaining the required performance. Lowgrihe
frequency reduces the power consumption and enables
meeting low-power constraints.

However, multi-core systems are difficult to design
both from hardware and software point of view. Besga
of the wide choice of processing elements (PEs) and
possible hardware/software partitioning strategesd
parallelization techniques, design space explanati®
extremely time-consuming process. To efficientlyplexe
the design space and find appropriate hardwardophat
and adequate software mapping in a reasonable ambun
time, systems are usually modeled on a higher lefel

The high-performance requirements and stringenigdes apstraction. Such high-level model is then usedirive
constraints imposed on modern embedded systems aignjation-based evaluation of alternative designd to
making the designer's job increasingly difficulthi§ is  gynthesize and implement the final system. Accardin
especially challenging in the f|elt_j of mobile deescwh_mh _the application-specific constraints, design can be
usually have to support a wide range of multimedigyniimized with respect for speed, chip area or powe
capabilities, which require high-performance andv lo consumption. Special system-level design tools like
power consgmptlon at_ the same time. This is impdssi £ mbedded System Environment (ESE) are used to
using a traditional design flow based on a singleegal-  tailitate this design process and automate geiperatf
purpose or DSP processor and sequential softwdiesel jifferent models employed for simulation, synthesisd
systems require careful planning of system architecand implementation [4].
comands that new devices must be. available s ason _ !mage encoding algorithms have become apopular

example in studying multi-core system on chip desig

possible. Shortened time-to-market imposes shaitene . 4~ 0\ hardware/software co-desian as well as
design time, which makes it extremely difficulté¢galuate 9y 9

different design options and design custom hardwar&UStom acceleration. In this paper, we presentigsgn
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software-based design flow can b g . .
viewed as the approach which has the highest desiqa)erl.'?at'.on [19] using ESE tool-set. Different HWS .
artitioning schemes are analyzed and corresponding

productivity (i.e. shortest time-to-market), butwiest ; : . . o
design quality in terms of performance and poV\/e'Iunctlonal and timed properties are estimated anrdied.

utilization. The problem with this approach is thiats
often unable to meet the required design consgaiftie
other extreme is the implementation of the wholgsigtein
custom hardware, which offers high design qualityt b
o ams Deat s o eliating Gieren Gesign aemaives i orcfind
heterogeneous multi-core systems-on-chip represants configuration, which fits specific design constsaifg].
trade-off between these extremes. Such approaowsall 1h€ values for certain design parameters can be

for a design of high-performance and low-power esyst, determined statically (e.g. the _ estimated _ maximum
while keeping time-to-market short enough for conen  fréquency), but evaluating a design alternativealigu
electronics. involves simulation. Simulation is also used forifyéng

functional correctness of the system when changes a
made. The growing complexity of modern systemsthe

II. DESIGN SPACE EXPLORATION OVERVIEW

Design space exploration is a process of exploaing)



increasing amount of software and the number of &Es language. In [3] timed Programmer view (PVT) level
making low-level simulation extremely difficult aritne-  within TLM modeling approach was proposed. System i
consuming. With the advent of multi-core systerapjdly = modeled on the two complementary sublevels of ti& P
growing software content and shortened time-to-miark with respect to accuracy and simulation speed up.
RTL modeling and verification is no longer practidhis  However, proposed approach includes modeling system
certain that size, complexity and heterogeneityfubfire = components in SystemC language and therefore equir
multi-core systems will present a problem evennimdels  for a designer to have deep knowledge of the SyGtem
targeted at Instruction Set Simulators (ISS). Tabébs There have been several other approaches thafrstart
faster simulation and faster design time, systeeesirio be 3 very high-level specification and go to a cycbeuaate
modeled on a higher-level of abstraction. High-levemodel or synthesizable model implemented in a FPGA
models sacrifice some of the accuracy in measwté®ign  hoard. Paper [10] proposed system design flow istart
parameters to enable simulating the design in sorezble  from the specification in Simulink, which is theanverted
amount of time. In this way, it is possible to @@l to different abstraction levels by the refinememt t
several design alternatives and design process Cafstruction Set Simulators. Namely, specification i
converge more quickly to a solution that meets ifipelc  converted to a Simulink Combined Algorithm and
constraints. Architecture level, a Virtual Architecture, Transao-
Transaction level modeling has emerged as the nexsiccurate Model and finally to a Virtual Prototyphigh is
level of abstraction for system design. Transactiemel cycle accurate. The main drawback of this apprésthat
Model (TLM) approach clearly separates communicatio designer needs to be familiar with Simulink to sfyethe
details among modules from the implementation djgeci design, before being able to do any
details of these modules [5]. Communication is nedle transformation/refinement. Another approach based o
using channels, which are simply a repository folUML specification that results in a synthesized ®eiod
communication services. Transaction requests tdkeep mapped to a FPGA-based platform is presented ih [d1
by calling interface functions of these channeldicw [8] authors have proposed a design flow where
encapsulate low-level details of the informatiortleange. specification is given in a subset of a System@uage,
At the transaction level, the emphasis is more lo@ t while target platform template is built from compgois
functionality of the data transfers - what data arespecified in the library. As already mentioned adothe
transferred to and from what locations - and lesgheir common disadvantage of all described approachésats

actual implementation. designers need to learn and use another languageén
to perform the design space exploration.
A. Related Work ESE requires application specification in C languagd

provides means for automatic generation of the Tddeh

In recent years, there has been a lot of researddSE  In contrast to all previously described technigaes tools,
addressing the problem at the higher level of ab§tin.  system designer does not have to learn any addition
As a result, several modeling environments for esyst language to model the system and perform the design
design and synthesis were developed. Balarin ef2al. space exploration.
present Metropolis, a DSE environment that intexgat
tools for simulation, verification, and syntheswetropolis
supports refinement and abstraction, thus allowtogr IIl. JPEG ENCODER ALGORITHM
down and bottom-up methodologies with a meet-in-the
middle approach. Sesame [15] is a tool for perforwea

evaluation and exploration of heterogeneous arctbites used still image compression standard, very popidar

for _the_ muItime_d_ia _appl_icati(_)n domain. In Sesameembedded systems, especially in multimedia devaces
application specmcgnon IS given as a Kahn pr.ecesdigital cameras [11]. The JPEG standard specifies t
neftwork modgle_:d with a C++ class Il_brary. I?Iatforssn classes of encoding and decoding approaches, namely
built from building blocks accessible in the liyaBy |5qqeqs ang lossy compression [7]. In this pajmessy
simulating TL model of the application, performance ., ossion is discussed. Generally, three typesssyy
evaluation can be done. In order to co-simulate thEompre:ssion are defined by the JPEG standard;ibasel

application and_the architecture, a trace-drivenutation sequential, progressive and hierarchical methodveyer,
approach technique is employed. Kopetz [12, 13ppses the most popular compression method is indeed ibasel

g Cﬁmponent ?:Odel for depenc:]:?\ble agtomogvgl_system equential because it provides sufficient capadslitfor
re?itabiliilppr?ic tes am to aclt_leve epten ability -ang; e range of applications. JPEG baseline compessi
ity of heterogeneous multi-core systemsuyng o o105 0n blocks of pixels and is based on fatwar
pred_eflned platform tef“.p'f'“es- However, their desigw discrete cosine transform (DCT) and Huffman entropy
reqw_res pIatform-_specmc mpgt models. encoding. The bitmap is first segmented into 8 rROB-
Using TLM, different design flows were developed. gverlapping pixel blocks from left to right and tdp
Approach presented in [16] uses SpecC to genefiai® T pottom, Fig. 1. On each of these blocks, DC letifting
in order to perform design space exploration. Ithsu js performed followed by DC transformation and
approach, modeling abstraction requires implemamat quantization. Zig-zag pattern scanning mechanism is
decisions for synchronization to already be madeapplied in order to transform the image block iateector.

Moreover, there is no discussion of modelingyectors are then entropy coded using either Huffroan
communication processes such as bridges and routeggithmetic coding algorithm.

However, designers are still required to understand
complex channel modeling in a non-standard SpecC

JPEG (Joint Photographic Experts Group) is a widely



IV. MODEL BASED DESIGN SPACE EXPLORATION
IN ESE

O table

image

entrnpy
In this section, model based design exploratiorcgse
” compressed using ESE is described in detail. ESE [6] is a debffor
[ VECI ¥ mage data modeling, synthesis and validation of multi-corebexided
m system designs. It has been developed at the Cémter
= VLC Embedded Computer Systems (CECS) at the Univessity
California Irvine. ESE is comprised out of two parfESE
FrontEnd and ESE BackEnd. ESE Front End provides
table automatic generation of SystemC transaction levadets
(TLMs) from graphical capture of system platformdan
Fig. 1. Baseline JPEG encoder block diagram [7]. applicaton C/C++ code. ESE Back End provides
automatic synthesis from TLM to Pin-Cycle Accurate
JPEG can also be used in coding of video, on tisesha Model (PCAM) consisting of RTL interfaces, systeW/ S
that video is a succession of still images. In tiise, the and prototype ready FPGA project files. ESE geeerat
process is called Motion JPEG (M -JPEG) [7]. As aRTL can be synthesized using standard logic syrthes
response to the increasing demands of multimedi¢genp tools and system SW can be compiled along with
in variety of applications, especially on Internet,application code for a given processor. ESE autivaibt
JPEG2000 standard was issued [14]. Despite thettiact creates Xilinx EDK projects for download to Xilinboards
new versions of the standard have been issued, JPEGI[18]-
still widely used and falls into the wide categooy Overview of the design process using ESE FrontBhd [
computationally intensive digital signal processiySP) is given in Fig 2. Modeling process begins at the
problems. Therefore, conclusions derived from thsigh  application level, which is comprised out of C msses
space exploration process for this algorithm carldber communicating through synchronized point to point

applied to other similar algorithms. channels and shared variables. System platformpticed
graphically in ESE as a net-list of the processnelats
A. Embedded JPEG implementations (PEs), memories, buses and communication interfdaes

given application, model elements are then mappetia

In recent years many JPEG-related (JPEG, JPEG 200wrresponding platform components, i.e. application
Motion JPEG) algorithm implementations in embeddedrocesses are mapped to the PEs, while channels are
systems were proposed. JPEG related encoding thigrs;i  Mmapped to routes in the platform.
especially blocks performing discrete transformaio  Above described system definition along with the
(Discrete Wavelet Transformation or Discrete Cosindibrary of the data models for PEs, buses and REQSe
Transformation) are very computationally consumitg. used in Transaction Level Model (TLM) generatioiSEE
order to speed up the transformation process, taelw Front-End allows for automatic generation and satioh
accelerators are used. Paper [1] presents an irepkation  of the TL model in order of seconds. Transactiowdle
of the JPEG 2000 encoder and decoder algorithinetef Model represents the PEs as SystemC modules and
in Part 1 of the standard. Custom hardware modates corresponding application processes as System@déire
used to implement discrete wavelet transform, intraCommunication architecture is comprised out of bus
subband bit-plane coding, and binary arithmeticimgd channels and SystemC buffer modules. ESE FrontEnd
System architecture has been implemented in VHDLprovides means for automatic generation of the tiypes
Zhang et al. in [21] applied loop transformationheiques of the Transaction Level Model: functional and tdme
on a scalable JPEG 2000 coder during the archidctu Functional TLM presents a completely untimed maoafel
exploration stage. The emphasis in this paper wathe
maximization of the throughput between JPEG 2000
building blocks. Suggested HW/SW partitioning wasdd

upon profiling experiments on the standard PC. the. System Definition

most time-consuming blocks like DWT and entropyingd o e 3
were implemented in hardware, while the rest of the @@
application was implemented using standard software |
cores. Effectiveness of their approach was provan o \ i
Xilinx FPGA. In [20] FPGA-based multi-core systewr f SH Timing Estimation
JPEG encoder application was presented. Sevefatatit PE/RTOS 9
. . Models [y
interconnections between cores were explored aamtetr :

offs between them were analyzed. However, proposec

tools and methods cope with the design of the JPEC

application on the low level, designing the RTL rabd TLM Generation
Models

manually. In order to fill the gap between the aggilon
specification given in high-level language like @daRTL ?
model given in VHDL/Verilog, in this paper, we pess a @
methodology for system level design with an appiica

level model as input and TL model as a result. Y §SE, Fig. 2. ESE FrontEnd tool flow [4].

such TL model can be further refined into Pin-Cycle

Accurate model [5] suitable for board implementatio



the system considering only causal dependencies
Therefore, it is adequate for the system behavior
verification. On the other hand, timed TLM is geated
using timed estimation algorithm and it is suitafde the
performance evaluation of the system design. Gien
performance analysis results of the timed TLM gyste
definition, software and hardware partitioning che
easily refined allowing for quick and efficient dgs space
exploration. Application and platform specification
overview is given in the following chapters.

[ v [

o
2|
3J

| Arbiter |
)
v
Bridge
v

3 P4
A. Application model in ESE J . T

Application specification is comprised out of C HW P

processes communicating through abstract channels o _ . o

shared variables [4]. Both, processes, (P2, P3 andP4 in Fig. 3. Multi-core system definition in ESE [4].
Fig. 3) and channelsCphl and Ch2 in Fig. 3) may be

defined through graphical user interface (GUl)adiition,

C code assigned to specific processes could befigadi V. CASE STUDY: MULTI CORE JPEG DSE
easily. Processes use channels for synchronized ) ’ -

communication and variables for unsynchronized . . .
communication. For both synchronized and n this section, a case study of the design space

unsynchronized communication mechanisms, ESE ApyXPloration for multi-core JPEG encoder implemeatat
calls are defined: (apendrecv methods for process-to- USINg ESE is described. First, an application madel
process channels and (badwrite methods for shared described followed by the experimental results loé t
variable based communication. Such approach clear§€Sign space exploration process.

separates communication interface from the actual L

computation code. Consequently, application modef JPEG encoder application model

partitioning is easily refined by applying modiftimns in

the interface implementation only. Above descrit®l The original JPEG encoder source code was obtained
calls are sufficient to implement other complexfrom [20]. This code was already optimized for exem
communication services like FIFOs, mutexes, maiisosr  in embedded systems. According to the JPEG standard

events. application source code was partitioned manually faur
C processes, Fig. 4. Data flow of the applicatisnas
B. Platform template in ESE follows. Bitmap image is first segmented into bledky

JPEG_main process. SubsequentlyColor_conversion
gprocess converts block by block of the original gado a
suitable color space, namely RGB information corgdiin
the original image blocks is encoded in YCbCr color
space. Blocks are then transformed using discresine
transformation byYDCT processEntropy_codingprocess is
comprised out of several operations. First, it @enk
guantization of the DCT transformed blocks, thenvests
such image blocks into a vector by zigzag pattern

support such multi-threaded applications, severaDg Scanning. Finally, it performs entropy coding using
models are available in ESE. Storage cores cormespm  Huffman's algorithm. o _
the platform elements that don't have any activeatth of For inter-process communication, message-passing
computation. Application variables are mapped tonechanism implemented by send/recv API calls in ESE
memories, which are either local to process elenment was used. Send/recv methods impose handshake
shared between several process elements. Buses &p#ichronization semantics, where the receiver pce
generic communication units that can act as poipeint ~ blocks until the sender have sent the data [5].

links, shared buses with arbitration or even nekwimks.
Buses have well defined protocols and may connect t
compatible ports on a given core. Transducers sepite
generic interface cores and they can denote shared
memories, bridges or routers. Internally, transdsicae
comprised out of buffers and provide functionaliy
store-and-forward static routing. In order to casine
incompatible buses via different ports, transducaso Fig. 4. JPEG encoder application model.
implement protocol conversion mechanism. Appligatio

model channels for process communication are mafped

routes consisting of buses and bridges.

ESE FrontEnd toolset provides means for graphic
definition of a multi-core system platform. In geale a
platform is composed out of process elements (Riasgs,
storage cores and transducers[5], Fig. 3. Prodesseats
are either general-purpose cores, custom HW conmiene
or IPs on which application processes are mappexeral
different application processes can be execute
simultaneously on the single process element. dieroto

Entropy
Coding

Color
Conversion
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suggested the usage of hardware accelerator ta sgee
the DCT function. In third experiment, followinggtforms
were used: three MicroBlaze cores and DCT32 custom

TX-1Pon hardware accelerator (3mB + DCT32). DCT32 is hardwa
C EN accelerator designed specifically to perform DCction
1B = [17].

Bus0 To evaluate the advantages of using the DCT32

OPB [CO"DCTENTE CODCTENFECHCCDCTBCHCCDCIECH.]  hardware accelerator, we first measured the speetiap

custom DCT32 processor over a MicroBlaze core when

- running DCT algorithm only, Table I. As a perfornoan

DCT PE ENT PE metric, performance time was used. Results show tha

DCT32 MICROBLAZ... usage of the DCT32 hardware accelerator increases
performance of the DCT function 4.81 times, whishai
significant speed up.

Finally, performance of the heterogeneous systerm wa
measured and compared with the homogeneous syagem.
a quality metric, computational utilization of tipeocess
element is used, Table Il. Due @CT process element
speedup, utilization of other process elements in
heterogeneous system is increased 3.58 times. Howiev
comparison to other process elemeBistropy codingPE
has achieved greatest utilization (78.8%). Thdidsause

Nthis PE receives its inputs directly from tBET process
element. Utilization of the DCT process is decrdaf®

Fig. 5. Homogeneous multi-core platform (4mB).

C. Experimental results

According to the application model described
previous section, the goal was to find a good hardvand

software partitioning schemes with respect o Caalen 55 go; pecause process elements producing its inputs

distribution and communication overhead betweees.or (JPEG_mainandColor_conversioparen't able to process
In the first experiment, we have mapped the entirgiata at adequate speed.

application model to the single MicroBlaze core.ifwas Furthermore, described platforms were compared with
to be expected, timed TLM simulation results halvevwm respect to overall performance time, Table |.

that the DCT function is computationally the most,eierggeneous multi-core system performance isased

consuming function of the entire application (taB8s% of 3 57 {imesiin comparison to the homogeneous matt-c

the_overall exgcution time). Thus, DCT was ideatifias system. The achieved speed up of the DCT function f

an ideal candidate for offloading onto a separat® ©f  4'g; {imes increases overall system performance fr.

migration to the custom hardware. As already described above, that because the syistem
According to the performance estimation resultsonly partially balanced, i.e. in comparison witte tBCT

obtained from the first experiment as well as tbfiveare  process element, the elements generating its ivports at

partitioning presented in chapter A, JPEG applicatiode |ower rate.

was partitioned over the four MicroBlaze cores (YmB

Fig. 5.

Nevertheless, utilization of the DCT process elemen VI. CONCLUSION
was still high (95.5 %), identifying it as a botterk. This

In this paper, model based design space exploration
TABLE | the JPEG encoder multi-core implementation using ES
DCT PROCESS EXECUTION TIME COMPARISON toolset was eXplored. ESE allows for SyStem |e\&S|gh
approach employed in the development of the JPEE-mu
core system. An application model was defined astaf
Speed-|| the C processes communicating via message passing
upratiof channels. A system platform was defined as a gcaphi
netlist and with corresponding design parametesgyasd.
89.115 18.513 4.81( Furthermore, both system platform and applicatian be
easily extended and refined. Thus, only few modtfans
of the existing model are required for modelingicas

TABLE Il other design options. Developed application levedet is
PROCESS ELEMENT UTILIZATION COMPARISON

MicroBlaze DCT32

Performance
time(cycles)

PE amB | 3mB+DCT32| Vtizaton oL
m m ratio SYSTEM PERFORMANCE COMPARISON
JPEG_main 8.9% 31.8% 3.58 timgs
. . Speed-up
Color_conversion  18.4% 65.7% 3.58 timgs 4mB 3mB+DCT32 ratio
DCT 95.5% 71.0% 25.6% Performance
Entropy_coding 22.0% 78.8% 3.58 times time (cycles) 272.200.230 76.064.760 3.57




mapped on a corresponding platform forming theesyst [6]
definition. For the defined system model, Transacti
Level Model (TLM) is automatically generated in ESE
order of seconds. High speed timed TLM simulationl’]
allows for system performance analysis using the
utilization of particular process elements and
communication overhead as quality metrics. Accadim (8]
the performance estimation results, both systerticaion

and platform are easily refined. Thus, differemsidn
choices are efficiently explored and evaluated.

Experimental results of the JPEG encoder9]
implementation have shown that presented TLM-based
exploration approach may find a good solution reupay
the design constraints in a very short time (owfea few
seconds). Several multi-core systems were modeded) u
ESE. Due to high-speed simulation of the TLM, medel
were easily refined eliminating the bottlenecks tive

processDesign space exploration using ESE tool-set coul?ll]

be efficiently used for further improvements on gilat
execution of the JPEG encoding algorithm.

VIl. ACKNOWLEDGEMENTS

The work presented in this paper is developed withé
Application-oriented Embedded System Technology
project supported by the Unity through Knowledgendru
This work builds upon many years of research in th

[13]

Gajski, D. D.; Gerstlauer, A.; Abdi, S.;. (2007nudary 23).
Embedded System Design: Concepts and Tools. ASP-DAC
2007 Pacifico Yokohama, Japan.

Ghanbari, M. (2003). Standard Codecs: Image Corsjmes
to Advanced Video Coding. London, UK: The Institutiof
Electrical Engineers.

Haubelt, C.; Falk, J.; Keinert, J.; Schlichter, $treubihr,
M.; Deyhle, A.; Hadert, A.; Teich, J.; (2007). A S§mC-
Based Design Methodology for Digital Signal Proasgs
Systems.EURASIP Journal on Embedded SystenZ007
(1), 15 - 37.

Jerraya, A.; Wolf, W. (2005). Multiprocessor Systean-
Chips. San Francisco, CA: Elsevier Inc.

[10] Kai Huang; Sang-il Han; Popovici, K.; Brisolara; Guerin,

X.; Lei Li; Xiaolang Yan; Soo-lk Chae; Carro, L.erdaya,
A.A.. (2007). Simulink-based MPSoC Design Flow: €as
Study of Motion-JPEG and H.26BAC 07: Proceedings of
the Design Automation Conferenggp. 39 - 42). San Diego,
California;: ACM New York, NY, USA.

Kangas, T.; Kukkala, P.; Orsila, H.; Salminen, E,;
Hannikainen, M.; Hamalainen, T.D.; Riihimaki, J.;
Kuusilinna, K. UML-Based Multiprocessor SoC Design
Framework. ACM Transactions on Embedded Computing
SystemsNew York, Vol.5, No.2, p.281-320, 2006.

[12] Kopetz, H.; Obermaisser, R.; Salloum, C.E.; Huhgr,

Automotive software development for multi-core gyston-
a-chip.In Proceedings of the 4th International Workshop on
Software Engineering for Automotive Systems (SEHAS'O
Washington, DC, USA, 2007.

Kopetz, H.; Bauer, G.. The Time-Triggered Architeet
Proceedings of the IEEE, 91(1):126-113, January200

system level design at the Center for Embedded Q@mp [14] Marcellin, M. W., Gormish, M. J., Bilgin, A., & Bk, M.

Systems (CECS), University of California at IrvinEhe
authors wish to thank CECS for allowing downloadhsf
ESE tool-set and Samar Abdi for support. In addijtive
would like to thank Sun Wei, Joris van Emden andddh
Lauwerijssen from Technical University Eindhoverr fo
providing the JPEG application source code. Finally
special thanks to Roko GruhiSfor his help in overall
system implementation.

REFERENCES

Andra, K.; Chakrabarti, C.; Acharya, T.; (2003). Mgh-
performance JPEG2000 architectuleEE Transactions on
Circuits and Systems for Video Technologd3 (3), 209 -
218.

Balarin, F.; Watanabe, Y.; Hsieh, H.; Lavagno,
Passerone, C.; Sangiovanni-Vincentelli, A.; Meti@paan
integrated electronic system design environméoimputer
vol. 36, no. 4, pp. 45-52, 2003.

Ben, R.A.; Niar, S.; Meftali, S.; Dekeyser, J.-[2007). An
MPSoC Performance Estimation Framework Using
Transaction Level Modeling?roceedings of the 13th IEEE
International Conference on Embedded and Real-Time
Computing Systems and Applicatioffstr. 525 - 533).
Daegu, Korea: IEEE Computer Society.

Gajski, D. D.; Abdi, S.; Hwang, Y.; Yu, L.; Cho, Hiskic,

I.; (2007, October). ESE Front End 2.0. Universif
California, Irvine.

Gajski, D. D.; Abdi, S.; Viskic, I.; (2008). Moddased
Synthesis of Embedded Softwareroceedings of the 6th
IFIP WG 10.2 international workshop on Software
Technologies for Embedded and Ubiquitous Systems
Anacarpi, Capri Island, Italy.

L.;

(4]

(5]

[18] Xilinx

P. (2000). An Overview of JPEG-200Data Compression
Conference (DCC)pp. 523-541). Washington, DC, USA:
IEEE Computer Society.

[15] Pimentel, A. D.; Erbas, C.; Polstra, S., A systétnat

approach to exploring embedded system architectates
multiple abstraction levels, IEEE Transactions on
Computersvol. 55, no. 2, pp. 99-112, 2006.

[16] Shin, D.; Gerstlauer, A.; Peng, J.; Doemer, R.;sidajD.

(2006). Automatic generation of transaction-leveldels for
rapid design space exploratioRroceedings of the 4th
International Conference on Hardware/Software Cagles
and System Synthegjsp. 64-69). Seoul, Korea: ACM, New
York, NY, USA.

[17] Trajkovic, J.; Gajski, D.D. (2008). Custom ProcesSore

Construction from C Code6th IEEE Symposium on
Application Specific Processordpp. 1 - 6). Anaheim
Convention Center, CA.

Embedded Development

Retrieved from http://mwww.xilinx.com/.

Kit[online].  (n.d.).

[19] Wallace, G. K.; (1992). The JPEG Still Picture Coegsion

StandardlEEE Transactions on Consumer Electronjc38
(1), xviii - Xxxiv.

[20] Wei, S. (2005). A FPGA-based Soft Multiprocessost8m
for JPEG Compression. Eindhoven: Technical Universi

Eindhoven, the Netherlands.

[21] Zzhang, C.; Long, Y.; Kurdahi, F.; (2007). A scakbl

embedded JPEG 2000 architectudaurnal of Systems

Architecture: the EUROMICRO Journab3 (8), 524-538.



