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Abstract: This work considers the designing of robotic assembly system as multiagent  system. Any multidevice system or any system whose performance is naturally decomposable can be interpreted as the corporation of agents. Such scheme comprises the ability of creating the collaborative system which can provide the achieving of the social intelligence. The social behavior is the highest form of intelligence which can provide the solving of very complex problems, autonomous creation of new procedures and efficient adaptation to new tasks. 
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1 INTRODUCTION

The actual robotic assembly systems, even equipped with the vision and other perception systems, are still very sensitive with regard to product or process changes. Even small changes in product geometry could imply considerable modifications in assembly process, the alteration of tool geometry or working environment structure. At a same time, in spite of digital determinism of automatic systems, the deterministic chaos produces unpredictable conditions. It usually stops the process or result with the defect assemblies. Therefore, the development of autonomous robot behavior is a key approach in assembly system automation. 

2 AUTONOMOUS BEHAVIOR 

   BASED ROBOTS 

The autonomous robot means a working device with certain motoric capability (motion and/or moving), which implements a generative planning system that interacts with a changing environment in real time. The given definition actually describes an intelligent agent with embedded dynamic-reaction model based on belief-desire-intention architecture. It is usually called “softbot”, behavior based robot or decision making “rational” being. In the terms of automatic assembly, the autonomous agents should provide adaptation and planning methods as the answers to the nondeterministic dynamism of working environment. 

The complexity of intellectual mechanism points out that the ambition of developing the artificial intellectual models could be fruitless or disappointing effort. The magic of intelligence is evolving in long time learning process. Our genetic legacy is dominant particularly in the domain of learning (Jerbić et al.., 1999). But, it seems that learning models are more obvious, more understandable, since we are able to observe them in contrary to hidden brain activities (Canamero, 1996). Hence, it is much more effective to build the learning system capable to design the corresponding intellectual mechanism on its own. The system of this kind can be tought or trained, instead being programmed. The reinforcement learning, neural networks and fuzzy logic are proven methods in intelligent robotics (Sutton & Barto, 1998). The most advanced results are achieved in the area of mobile robots due to the simplicity of 2D problem paradigms (Bergman, 1995). In 3D world the problems could be more complicated, like in assembly process which includes recognition of 3D scenes and decision making (controlling) on at least three degrees of freedom. 

3 ASSEMBLY SYSTEM AS MULTIAGENT

   ROBOTIC SYSTEM

The automatic assembly system complexity comes from the complexity of the nature of assembly notion, which comprises building geometry structures. It requires very sophisticated motoric and perception capabilities, but also certain intellectual potential to make conclusions about product geometry and assembly structure characteristics. The robot itself satisfies just a part of requirements. Single-handed and nearly blind the robot needs help based on the complementary devices, or other robots, for transport, orientation, positioning and fixtering. All together they constitute synchronized system. Particular component is responsible for particular task, representing certain individual mechanical being responsible to the others combined in the assembly system. We expect from the each of them the capacity of responding to the change, actually the capability to adapt own geometry or the course of action. Looking to the assembly system in this way, it can be interpreted as a kind of “social modus operandi” or the system built from the collaborative individuals (agents). Any multidevice system or any system whose performance is naturally decomposable is multiagent system. It means that even one robot can be controlled by several programs or computers which, collaborating each to other, construct complex intellectual behavior. The social behavior is the highest form of intelligence which can provide many advantages in multiagent robotic systems:

· improved system performance by exploiting the parallelism of sensing and action,

· collective decision making based on distributed criticism, contributing the creative construction of ideas how to solve new problems,

· reliability which comes from the agent redundancy and reduction of individual complexity.

4 MODEL OF COLLABORATIV 

   MULTIAGENT SYSTEM 

The main parameters of multiagent system are social organization and communication. 

The social organization defines the structure of a robotic society which specifies system hierarchy, agent responsibilities and roles: leaders, followers, opponents, helpers, teachers, … The social organization directly affects on the behavior of multiagent system. Some of the agents will follow and help each other, some of them will look for optional ways, some will take care of agent security, the other will suggest congregation or will incline to cover wider working area. The arbitration function evaluates the behavior of the each agent and the progress of the whole system. It shows when some behavior have resulted with good actions which should be learned as positive experience, or alerts when bad behavior produced undesired effects.


The communication between agents is a basis of agent community. Without the ability to communicate the agents cannot create community. The communication system must define:

· whether to communicate,

· what is the information content,

· who are the members in communication,

· what is the range of communication.

Figure 1. The model of collaborative multiagent system

The communication should be established on the basis of  perception, role and current position/state. For example, some of the agents could not be allowed to initiate communication, because they are not the leaders or responsible agents; some of the agents could be out of the communication range, i.e. their position or state does not give them a chance to be efficiently used for the solving of the encountered problem. The versatility of the communication rules and their combinations give the opportunity to create very complex and creative multiagent social behavior which can roll out the robust problem solving engine.

The Figure 1. illustrates the model of collaborative multiagent system. Each agent includes the processing unit which combine the recognition network, problem solving strategy and learning engine. The recognition engine is assumed to recognize the similar problems which can be solved by existing knowledge, the knowledge acquired on the basis of experience (previous problem solving cases). The problem solving strategy is the embedded simple general knowledge which should enable the agent to explore the problem and find out the solution. This is not sophisticated and intelligent mechanism, but rather primitive step by step trying true-false procedure. The learning engine has the aim to improve the previously mentioned simple problem solving strategy, adapting the existing procedures and/or including new steps. Estimating the success of  the actions the engine accepts or rejects them. The positive actions are recorded forming the new paradigm of robot behavior. It will represent the model of the agent behavior in future similar situations. 

The problem interpretation and conclusions represent the control and collaboration set of information. The control data are used to initiate an action or the collection of actions which can be recognized as a behavior. The collaboration information abstract the agent's problem interpretation. They are transferred and/or received to/from the other members of the multiagent system. The collaboration information serve as excitatory or inhibitory functions which rise or lower the motivation of the agent to undertake certain action (help another agent, persists in current work, changes or stops the action, ...).

5 CONCLUSION

The interpretation of robotic assembly system as the multiagent  system opens a quite new way of the designing of the intelligent and autonomous robotic cells. Such scheme comprises the ability of creating the collaborative system which can provide the achieving of the social intelligence.  It has several advantages: the AI system is built from simple intellects which can be efficiently created, simple control programs assure the robustness of the whole system, the versatility of communication rules and their combinations give the opportunity to create very complex and creative multiagent working behavior. The presented multiagent model comprises the processing unit which combine the recognition network, problem solving strategy and learning engine. It integrates the main prerequisites: perception, recognition, problem solving, learning and communication. That model serves as the basis for building the computer simulation of the collaborative multiagent system which will be afterward tested on real equipment.
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