





Mobile Robot Path Planning in 2D Using Network of Equidistant Path








Abstract. This article proposes mobile robot path planning in the presence of static obstacles by arbitrary shapes. The realized path is optimal in a global sense (shortest). The path searching process is divided in three steps: network of equidistant path design, optimal path selection and simulation along the optimal path. The obtained freeways model is small, therefore the solution time is short. During the motion, the robot is absolutely safe from obstacles and never makes sudden rotations. The presented algorithm has been successfully tested on many examples in different situations and difficulties. It is able to solve even maze-type problems. Solution times are comparable with human reactions faced with the same problem. The main contribution of this paper is increasing the efficiently of equidistant path searching and introduction the widest path algorithm.








1. Introduction





	Successful mobile robot path planning is the basic prerequisite for its autonomous work. After solving the path problem, direct task programming is possible instead of its motion programming. There are several ideas for path planning solution. Which of them will be used depends on environment information, demands on robot motion and control unit characteristics. It is necessary to make a compromise between a planned path accuracy, a free-space model size and the time for its solving.


	In a mobile robot movement, the task is to arrive from the source position to the goal position and orientation, requiring that no collision occurs with any obstacle along the path. On the realized motion an additional requirement could be set: the path from the start to goal must be the shortest path, the robot must not approach any obstacle less than the setting value, etc. The solution of this problem is actual and stands in open research field.








1.1. Problem Classification





	Path planning classification is possible in accordance with several aspects. From the aspect of feedback and information about environment, the path planning could be:


A1) Local path planning supposes that only information about local environment is known (from the point where the robot is temporary).


A2) Global path planning supposes that the information of global environment state is known, or that it is possible to reconstruct it from the received information. In that case it is possible to design optimal path in a global sense.





According to the robot dimensions and free ways among obstacles, there are two situations:


B1) The robot dimensions are much smaller than freeways dimensions. In this case path planning is simplified because robot orientation could be omitted. The planned path usually consists of lines.


B2) The robot dimensions are of the same order as freeways dimensions. Therefore, path planning is more complicated because robot dimensions must be taken into account.





From the aspect of an obstacle in motion, there are two situations:


C1) Obstacles are static, which means that obstacles do not change their positions, orientations and shapes during the robot movement from a start to a goal.


C2) Some obstacles are moving and some are static. If obstacle movement is not predetermined, then optimal path in global sense is not possible.





If some obstacles are moving, there are two general approaches of obstacle avoidance:


D1) Change of moving speed on nominal path (similar to car movement along a road). The method is simple and efficient in wide range of situations.


D2) Aberration from nominal path (speed change is also possible).








1.2. Solving Methods





	All methods for path planning have the same idea: from complete physical space with obstacles, it is necessary to extract a free space and build its mathematical model. A free space is a space that is not occupied by obstacles and could be used for robot movement. In most cases, a free space model is described by a graph theory. Optimal path searching is then transformed into the search of an extreme of a cost function that is selected for optimizing.


	Path searching methods differ one from the other in the way how the free space is extracted. It is possible to separate several approaches to problem solving:





 I) Configuration space method (C-space). Path planning in a physical space, for the robot with N degrees of freedom, is transformed into a path planning in an N-dimensional configuration space. Configuration space is an enlarged space obtained by the N-dimensional discretization of a physical space. Passing in C-space, robot is shown as a point. C-space model is large, so the execution time is long. The method is used for solving situations A2, B2, C1. (Lozano-Perez 1983; Ilari et al. 1990; Zhu et al. 1991, Greenspan 1996). By using different strategies for building and searching the C-space, this method can be significantly improved.





II) Network of equidistant path. If obstacles are polygonal, then very often general Voronoi diagrams (GVD) are used. Designed path consists of linear and parabolic line segments. Free space design is transformed into freeways design. Mathematical model of freeways is small, therefore the execution is fast. The method is used for solving situations A2, B2, C1. (Takahashi et al. 1989; Ilari et al. 1990, Crnekovic 1990, Crnekovic 1991)





III) Potential field method. If all obstacles in the space and the goal point are known, then it is possible to design a potential field of a free space (or its gradient). Potential field defines the path from any point in the free space to the goal point. Execution time is acceptable, but it is difficult to obtain an optimal path in a global sense The method is used for solving situations A1, B1, C1. (Arkin 1989; Noborio et al. 1990, Kyriakopoulos et al. 1996)





IV) Fuzzy logic approach. The main advantage of this approach is no need to build a model of free space. From received information (obstacle distance and speed), static and dynamic degrees of the danger are determined which define degree of collision danger. From the degree of collision danger and prepared decision tables, the behavior of the obstacle avoidance is decided. Execution is fast and the method is successful. The method is used for solving situations A1, B1, C2. (Kubota et al. 1990)








2. Concept Definition and Solving Method





	Path planning problem is limited to the two-dimension Euclid space bounded by setting limits. Mobile robot is a rectangle and has three degrees of freedom: translation along x-axes, translation along y-axes and rotation around z-axes. It means that the robot dimensions are of the same order as the freeway model. Number, shape and obstacle dimensions are arbitrary. The robot start point and orientation RS(xS, yS,(S), and the goal point RG(xG,yG,(G) are set, like all obstacles, in the space. According to the state of the space, it is necessary to design a path from RS to RG. The requirement is that no collision occurs between the robot and any obstacle by satisfying optimal criterion (the shortest path). It means that we must find a set of vectors Ri through which the robot must pass. It is supposed that the position changes and the obstacle shape changes are very small or zero during the time when the robot is passing from RS to RG. Also, it is supposed that there is no change of the robot dimensions and shape. Space boundaries are also obstacles.


	It follows from the problem definition and environment conditions that the designed path must be optimal in a global sense. Also, the aspiration is that a method should be fast and reliable, and a free-space model small and simple. Thus, we get a practically usable algorithm with good characteristics. As this task is very complicated, the path searching process has bean divided in three steps:


Step 1.  Network of equidistant path design


Step 2.  Optimal path selection


Step 3.  Movement simulation along the path (nominal path searching)








2.1. Obstacle Definition and Distance Calculation





	We consider a bounded and finite, two-dimensional Euclid space filled by obstacles. Only inside these bounds the path searching process will be carried out. Space dimensions are 321(264 units (in the screen one unit corresponds to one pixel). It means that the space model is discrete and the least dimension length is 1, no matter which length unit. 


	Every obstacle P in this space is defined by its boundary that must be closed. It means that the end of its bound must be connected to its beginning. Obstacle shape is arbitrary. Obstacle bound is defined as a set of points, noted by a field P of every obstacle, in the form of setting points (xi, yi). Obstacles are marked by numbers from 1 to NOb, and space limits (walls) by numbers -1 (up), -2 (right), -3 (down) and -4 (left).


	The complete algorithm for network of equidistant path design is based on two basic calculations:


point to obstacle distance DAT


obstacle to obstacle distance DAB


�








Figure 1. Point to obstacle distance DAT and obstacle to obstacle distance DAB





	A distance of a point T(x,y) from an obstacle A will be defined as the distance of the point T from a point on the obstacle A that is closest to the point T, fig. 1. A distance of two obstacles A and B is a distance of the points on obstacles A and B that are closest to each other, fig. 1. For an obstacle set point, to obstacle distance is calculated by � EMBED CorelEquation  ���complexity, and obstacle to obstacle distance is calculated by � EMBED CorelEquation  ��� complexity. This is valid in the phase of initialization. During the network arc design, DAT calculation does not depend on bound points number NA of the obstacle A, and DAB calculation is not necessary.





3. Network of Equidistant Path





	The network of equidistant path consists of two types of elements: nodes and arcs, fig. 2. A network node is a node that is equidistant to three nearest obstacles. The node is described by the set of three numbers (PA, PB, PC). Numbers PA and PB are obstacle numbers which tell us between which obstacles the arc has been designed. Number PC is the obstacle number that tells us which obstacle stops the arc design. A node is also the place where arcs branching takes place (if branches exist). Maximums of three arcs are possible from every node. It is valid for true nodes. In addition, there also exist pseudo-nodes. Maximum number of pseudo-nodes is four. Pseudo-nodes are start and goal robot positions, and two points on the network that are closest to the start and goal position. Pseudo-nodes have not the properties of true nodes (except if they are the same ones).


	Network arcs are connections between nodes and are equidistant among obstacles. Arcs are designed only among obstacles A and B for which it is:





			� EMBED CorelEquation  ���							(1)





By this criterion, a condition is set so that robot of width HR must not approach any obstacle less than the setting value dmin.


	In the network path design it is supposed that a mobile robot has no dimensions, i.e. it is a point. None of the robot dimensions are taken into account except robot width, equation (1). Arcs are designed to be equidistant from two nearest obstacles A and B. The path obtained in that way will, in the first approximation, permit maximum width. Because obstacle shapes are arbitrary, the method is called General Equidistant Path method (GEP).


If in a point T, a scalar function is defined as:





			� EMBED CorelEquation  ���,						(2)





then the equidistant path between obstacles A and B is defined by a set of points where (=0, and points continue side by side. Some authors define function ( as potential field function. In that case, the searching path is potential field minimum between obstacles A and B. Because than appears a problem of local minima, instead of using a potential field function, in this paper function defined by equation (2) is accepted.


The network of equidistant path is defined as:





			� EMBED Equation.2  ���						(3)





	Because space model is in discrete form, demand (=0 is realized by (=min. From the practical point of view it is necessary to find an algorithm that will realize the equation (3).


The design of every network arc starts at some node T= Node (x,y). Further procedure is as follows:


Step 1. From the table of network description we shall take obstacles A and B (among which the equidistant arc will be designed), and the arc starting point - node T. It is also necessary to calculate starting index of direction s = 1..8 (see later in the network description).


Step 2. Next point from the environment of T is taken as a new point on the arc (new point T). The selected point must satisfy the request (=min.


Step 3. The distance of a new point T from all other obstacles, which are not A and B, has been calculated. If condition


			� EMBED Equation.2  ���


	is satisfied arc design is stopped. Instantaneous point T has the meaning of a node (new or old one). Step 1. If condition is not satisfied, step 2.





	If in step 1 it is not possible to find a new pair of obstacles A and B and new node - arc starting point, the procedure is stopped. It means that the network is finished.


	At the beginning of network design, none of nodes are known. To find the first node arc, design begins from a point T0 - half distance DAB, because it certainly lies on the equidistant path but need not be a network node. After that, step 2 of the algorithm is carried out.








3.1. Path Network Description





	Path network, i.e., freeway model has been described in two different ways: by the picture in the computer video-memory and by the network table. Network table has been built during the network design. It describes network nodes and their relations. An example of the network description is given in table 1 and corresponds to the network on fig. 2.
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Figure 2. Network of path
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�
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�
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�
13�
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 0    0   0�
14   0   0�
  3    0   0�
   7     0    0�
  0    0       0�
0�
�
14�
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13   3   7�
  7    1   5�
   7   76   85�
  0  52     52�
0�
�
Table 1. Network description from fig. 2.





Meanings of single columns are as follows:





Node		ordinal number of the node (the last four nodes are always pseudo-nodes). If the total numbers of nodes are Nnd then:


			node  (Nnd -3) 	- start node


			node  (Nnd -2) 	- net point which is closest to the start node


			node  (Nnd -1) 	- goal node


			node  Nnd 	- net point which is closest to the goal node





x,y		node coordinates





PA  PB PC	obstacle numbers which participate in node design. PA and PB are obstacles among which the arc has been designed. PC is the obstacle that stops the arc design when the node is reached. For pseudo-nodes these columns are always 0 because they are not designed by the equidistant criterion.


N1  N2  N3		node numbers by which the node is connected. Number -1 means there is no connection. For pseudo-nodes the same sense has number 0. From these columns it could be found out how many arcs are coming out of the node (it is necessary to count numbers that are greater than zero). In the first column is always the number greater than 0 and tells us from which node the arc design has been started when the node has reached it for the first time.





s1  s2  s3		index directions from the node to connected nodes mentioned in columns N1  N2  N3. Where in column Ni there is no connection (0 or -1) in si column states 0. Index directions has meaning: s=0 means right, s=3 means down, s=5 means left and so on.





LN1  LN2  LN3	arcs length to connected nodes mentioned in columns N1  N2  N3.





DAB  DAC  DBC	obstacle distances PA-PB, PA-PC and PB-PC for the mentioned node.





Dn		node diameter.





	Freeways model defined in that way consists of all elements that are necessary for path defining from the start to the goal. Also, the model is small and easily examined, with clear physical idea of the freeway model.








4. Optimal Path Selection





	After the table of the network description has been done, it is necessary to define a criterion for the path selection. For this purpose we will define a cost function w that will be minimized. Because the most important are the path length and its width, the cost function could be stated as:





			� EMBED CorelEquation  ���						(4)





	In this paper the criterion of the shortest path from the start to the goal has been defined ((= 1, ( = 0), so the cost function is w = L(i,j). Dijkstra algorithm (Carre 1979) is one of the most efficient algorithm for a network minimum searching when w > 0 (for the defined cost function this is always satisfied). The time for Dijkstra algorithm is in the order O(N2nd), where Nnd is the total number of network nodes. Because thr number of network nodes is always relatively small, no heuristic search function (grass fire for example) is used.








5. Movement Simulation Along the Optimal Path





	Equidistant path designed in the previous two steps is still only path's first approximation, i.e., the optimal path, defined by the network nodes. The only condition in the optimal path design, which takes into account robot dimensions, is stated by the equation (1) and requires enough width among obstacles. This condition is necessary but not sufficient for the robot movement along the optimal path without contact with any obstacle. If we want to be sure that the robot will not touch any obstacle along the path movement, simulation along the optimal path must be done. Simulation takes into account robot dimensions and real environment conditions on the optimal path. Thus, the main reason for the movement simulation is a possible contact (collision) detection with obstacles during the robot motion along the optimal path, and its avoidance.


	A mobile robot shape is defined by a rectangle, fig. 4a, because this is robot's shape most often. On the robot main axis, points P and Z are defined. Referring to the robot coordinate system their coordinates are: P(LR/4 , 0), Z(-LR/4 , 0). The distance between points P and Z is always LR/2.
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Figure 3. Robot position and orientation on the designed path





	During the robot motion along the optimal path, points P and Z will always try to be on the optimal path. It means they will define robot position S and orientation (, fig. 3. In that way, a sudden changing of the robot orientation is avoided where there is a great curvature on the optimal path.











5.1. Critical Movement Between Nodes and Through the Critical Nodes





	Let the mobile robot move among obstacles that are distant DAB. If the robot shape would be a circle, then the robot with maximum diameter DAB could pass among obstacles. Because the robot is a rectangle, its shape could be replaced by two circles with centers in the point P and Z, fig. 4a. Circles also include safety distance dmin. New shape completely includes robot real rectangle shape. Because points P and Z are always on the optimal path, any contact between the robot and obstacles A and B is not possible if their distance DAB is greater than critical diameter Dk:





			� EMBED Equation.2  ���					(5)


	If DAB < Dk then the contact between the robot and obstacle A or B (or booth) is possible. Whether it will occur depends on equidistant path curvature between obstacles.


�








Figure 4. Mobile robot shape (a) and conditions for movement reversion in a node (b)





	Robot will movemethrough the node if at least one node of the optimal path lies among points P and Z. Let a critical node diameter, Fig. 4b, be defined by a robot diagonal:





			� EMBED CorelEquation  ���							(6)





then the method of the robot passing through the node depends on the relation between the node diameter and the critical node diameter. 


	If Dn > Dnk, then the robot passing through the node is safe, therefore collision checking during the robot motion through the node is not necessary.


	If Dn ( Dnk, the contact between the robot and obstacles is possible, and collision checking during the robot motion through the node is necessary.


	Nodes are places where the robot turning aside is maximum. If the node diameter is less than the critical and turning is sharp, then reverse movement planning is the best. Reversion is possible if the critical node has the third arc. The algorithm for the movement reversion could be divided in two steps.





Step 1. Point P turning from the optimal path to the auxiliary arc (the third arc of critical node) and movement along the auxiliary arc until the point Z reaches the critical node, Fig. 5a.


Step 2. Points P and Z exchange the sense, and the robot returning from the auxiliary arc on the optimal path until the point Z reaches the critical node, Fig. 5b.
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Figure 5. Mobile robot coming to auxiliary arc (a) and return to the optimal path (b)


After that procedure, front and back side of the robot will change place. Because the reverse movement condition mostly depends on the turning, i.e., path curvature, it is defined by the angle (, Fig. 5b.


Depending of the Dn and ( we can define three types of path nodes. They are as follows:





	if Dn > Dnk then NodeType = 0


		    else if ( > (k then NodeType = 1


			           else  NodeType = 2;





It is set (k = 100(. The node type meaning is as follows:


	Nd = 0 	there is no need for collision checking during the movement through the node


	Nd = 1	collision checking is necessary during the movement through the node


	Nd = 2	movement reversion and collision checking are necessary





	Because of the movement reversion the path length is increased by the double amount of needed third arc length, or approximately LR. If the collision between the robot and obstacles is detected during the simulation of motion reversion on the optimal (equidistant) path, then the gradient of widest pass algorithm is trying to solve the conflict situation. In step 1 of reversion it determines the maximum gradient of pass between obstacles A and B according to the arc before the node. In step 2 of reversion, it determines the maximum gradient of pass between obstacles A and B according to the arc after the node.








5.2. Gradient of the Widest Pass





	If collision is detected during the motion along the optimal path, the conflict situation is solved by the gradient of widest pass algorithm (GWP). The idea is to find the position between the two nearest obstacles where path widest is maximum, and to orientate robot at that direction. Thus, we try to solve conflict situation by changing the robot orientation, but small changes in its position also occur.


	In fig. 6 an example of GWP is shown. First, it is necessary to find contact points K1 and K2 between the robot and obstacles from both sides. If from one side contact doesn’t exist, then the contact point is the point at the obstacle that is closest to the robot from that side. Then for each contact point K, adequate points M1 and M2 must be found. Each point M is the point on the obstacle from the robot opposite side, and at the same time closest to K1 or K2.
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Figure 6. Gradient of widest pass


	The half point of the length K1M1 is the point F1 and through it passes a straight line p1 that is perpendicular to the length K1M1. The half point of length K2M2 is the point F2 and through it passes a straight line p2 that is perpendicular to the length K2M2. Straight line p1 and the main robot axis defines the angle (1, and line p2 defines angle (2.


	The GWP algorithm from angles (1 and (2 selects the angle which is less. From the selected angle adequate line p and the correspondence point F are also selected. Then we could find a point C, which is the intersection of the line p and the main robot axis. The robot rotates around the point C for angle (, i.e., until the main robot axis reaches the line p. It means that the robot aims the direction of widest pass between obstacles A and B. Using a simple analytic geometry we can calculate required values. By this new robot position and orientation, points P and Z need not be on the optimal path, but they lie close to the optimal path.


	GWP is a set of rules and methods that are heuristic. It is not possible to make a proof that it will always give a solution. GWP could give a wrong solution if one of obstacles is concave, because then it is possible that more than one point M exists on the concave obstacle. But, in most cases solutions of the GWP algorithm are satisfactory.








6. Examples





	All algorithms for the path searching are tested on many examples. Some of them that are the most interesting in the sense of complexion and realized paths are presented. Basic characteristics for all examples are given in the table 2. In all examples dmin = 1 is set.


	Fig. 7. shows the most simple problem with only one obstacle (excluding bounds) and the path solution. In fig. 8 are three complex solutions from Takahashi et al. 1989, and in fig. 9 is the solution from Zhu et al. 1991. Fig. 10 shows solutions for the robot movement in the space cluttered with obstacles, and in fig. 11 concave obstacles are present.
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Figure 7. Simple example with one obstacle
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Figure 8. Three examples from Takahashi et al. 1989
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Figure 9. Example from Zhu et al. 1991
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Figure 10. Movement in the presence of many obstacles
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Figure 11. Movement in the presence of concave obstacles
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Figure 12. Maze-type problem





	The most complex situations are the maze-type problems and there is the emphasis on ability and importance of the global optimal path planning. Fig. 8c and 12 show maze-type problems. Solution time has increased, but it does not exceed 1 second in the most complex example (for used grid size and up to 15 obstacles). If the number of obstacles is the measure for the problem complexity (although it is only partially truth), then the solution time for equidistant network increase linear with the number of obstacles (correlation coefficient is 0.93). While the time for the optimal path selection is small, compared by the total time, time for simulation along the optimal path could be significant. It mainly depends on calling GWP algorithm and can reach the time for the network design. Because solutions are very fast it is not possible to measure their accurate values by the PC system clock. All simulations have been done on Pentium 166 MHz and using Turbo Pascal 7.0 programming language (16 bit compiled EXE file).
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�
7�
1�
8�
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�
8a�
4�
14�
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852�
�
8b�
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�
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�
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�
10�
14�
32�
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�
11�
5�
16�
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�
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14�
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�



Table 2. Solutions characteristics





	For the execution control level of the mobile robot, it is necessary to design dependence R(t), i.e., their three components x(t), y(t) and ((t). In fig. 13 this dependence is shown for example in fig. 10. The diagram is designed on the presumption of the robot constant resultant velocity along the path.
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Figure 13. Diagram R(t) for example in fig. 10





7. Conclusion





	The GEP-GWP method for the autonomous mobile robot path planning, stated in this paper, permits global optimal path planning in the presence of static obstacles of arbitrary shape.


Network design with generalized equidistant paths (GEP) has some advantages:


design is very fast (proportional to number of obstacles)


freeway model is small


there are no limits for obstacles shape


path problem is solved in only two dimensions


GEP method is suitable for parallel processing





On the other hand there are some disadvantages of the GEP method:


if more than three obstacles are equidistant from a node, the algorithm (in present state) cannot find a solution


path is sensitive on obstacle concavity, which results in path length and time increase


in extreme concavity shape decomposition is necessary


if obstacles are very close, the path between them is sensitive, i.e. it is hard to find an equidistant point


selected path is longer than if a person would design it





	The third dimension of movement (rotation) is solved only in a movement simulation along the optimal path. When collision between the robot and an obstacle is predicted, the gradient of the widest pass algorithm (GWP) is trying to solve the situation.


Advantages of this method are:


there is no sudden change in the robot orientation


robot is logically oriented (tangential on the path)


third dimension is solved only along the optimal path


	The main disadvantage of GWP algorithm is less reliability if one of the obstacle is concave. In comparison with other methods, GEP-GWP method is very fast and reliable enough. Solution times are comparable with human reaction faced with the same problem.
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Summary of changes








1. Proposed grammatical changes has been accepted.


2. It is added that O=            (p.4) and O=                 (p.5) means complexity.


3. It is clearly stated that some authors takes ( function as a potential field function, but in this paper function ( is defined by equation (2). (p.5)


4. Reference to Dijkstra algorithm is added (p.8), Carre 1997.


5. Some new explanations are added about calling widest pass algorithm (p.11). Now it states:


   " ... during the simulation of motion on the optimal (equidistant) path, then the gradient of widest pass algorithm ... "


   So, the word "then" clearly states that the algorithm is call after ...


6. In abstract is added one sentence which in short describes contribution of this paper.


7. It is added that optimal criterion (p.3) is the shortest path.


8. About index of direction s=1..8 (p.6) it is added:


   " ...(see later in the network description) ..."


   and on the p.8 explanation for s is added (s=1 means "right" ...)


9. Word Movement is changed to Equidistant (p.8) at the beginning of the chapter 5, and I think that the sentence is much clear now.


10. Unclear sentence about "less angel" in the p.12 is replaced by two sentences.


11. Four sentences are added at p. 13 to explai
