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Abstract: In this paper, a procedure for acquisition and processing of the human locomotion system kinematics data is given. Software for 3D motion analysis system has been developed. Data aquisition was done using two commercial video cameras (camcorders), framegrabber and PC. Data processing by direct linear transformation provided 3D co-ordinates of the measured movement. System accuracy, regarding error due relatively low frame rate and non-synchronised cameras, was improved using software. The procedure for synchronisation error elimination will be described in detail. 
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1.
Introduction

Motion analysis has wide field of application such as movie industry, sports and for the gait analysis [1] and patient rehabilitation in clinics. Two basic types of motion measurement systems are in use today: electrogoniometers and video motion systems. Although other techniques exist, hand digitized film, strobe light photography and electromagnetic, they have either been replaced by newer technologies or have never been widely applied. Video systems utilize one or more video cameras to track bright markers placed at various locations of the person (object) being tested. The markers are either infrared (IR) light-emitting diodes (LEDs) for active marker systems or solid shapes covered with retroreflective tape for passive marker systems. The systems keep track of the horizontal and vertical co-ordinates of each marker from each camera. In three-dimensional (3D) systems, the computer software computes 3D co-ordinates for each marker based upon the 2D data from two or more cameras. 

If only one camera is used (2D), the assumption is that all motion is occurring in a plane perpendicular to the camera axis. This is seldom case and many marker movement outside this plane will be distorted [2]. As a result, if we focus on human locomotion analysis, 2D systems are not recommended and should only be used in very controlled situations. 

3D motion systems such as Ariel, Vicon, Optotrak [3] are becoming standard equipment in gait laboratories and their performances are satisfying the requirements for the clinical gait analysis. In the perfect world, there will be no serious disadvantages of these movement-tracking systems. Unfortunately, their high-cost is sometimes the most important obstacle when deciding about purchasing new equipment for the gait laboratory. Also, a cheaper system could be mounted in larger number of non-specialised laboratories that can be dislocated from the main clinical centres.

There are some critical points considering development of the cheap 3D motion analysis system. Main problems with this type of system are technical limitations considering system resolution and frame rate, or we can say “the accuracy problems”. Additional problem in obtaining precise 3D marker co-ordinates and reducing differences between two images due to subject motion is synchronisation. Perfect hardware synchronisation is not possible and electrical hardware synchronisation requires cameras with an electrically activated shutter [5]. 

In this paper, software camera synchronisation improving 3D tracking accuracy will be presented. This idea is applied in 3-D motion analysis system developed in Laboratory of Biomechanics and Automatic Control Systems, University of Split. 

2.
Measurement and data processing

Whole movement measurement and data processing procedure was carried out in six basic steps presented in Figure 1. These steps are: (1) video tape recording of the moving object in the laboratory, (2) transferring recorded movement to PC as AVI files for each camera, (3) extracting calibration co-ordinates, (4) extracting co-ordinates from the markers positioned on the moving object, (5) C++ program execution for camera data synchronisation and calculating 3D co-ordinates, (6) graphical presentation of the results.












Figure 1. Measurement, data processing and presentation of the kinematics data 

We used two commercial cameras for the experiment: Sony Digital 8 (DCR-TRV110E) and Panasonic VHS (G101 VHS). Programs were running on Pentium PC with Windows 98 OS. PC was supplied with ATI 3D RAGE framegrabber. 

Now, we can describe the procedure step-by-step with special attention on the step 5 in which camera data synchronisation along with data filtering and interpolation is done. 

Step 1 - In the laboratory, kinematics data of human locomotion system was measured on a person with attached markers to the right side of the body (Fig 2.). Prior to the gait measurement, a calibration cubic frame was recorded by left and right camera. Because of internal orientation calibration [4], there were no pre-defined positions for the cameras. 

Step 2 - Gait was recorded with two cameras simultaneously and avi files for both cameras were obtained. Because of the framegrabber limitations, maximal picture resolution was 640x480 at 25 frames per second. 

Step 3 & 4 - Calibration frame co-ordinates were extracted from the first observed frame and after that, marker co-ordinates for the observed gait cycle were extracted using program “Hod” developed in C++ Builder (Figure 2). Raw data was saved in the matrix form suitable for further data processing.

Step 5 - camera data synchronisation and 3D co-ordinates calculation. This step demands more detailed explanation. Human gait can be considered as a periodic event, but because of the camera positioning, vertical component of the markers have an offset (in our case, vertical heel co-ordinate in the moment in which heel strikes ground changes proportionally with number of steps).  After taking this fact into consideration, offset could be easily erased using vertical component transformation and data for each marker were filtered using Discrete Fourier Transformation (DFT). Cut-off frequency was set at 7th harmonic, which is, considering Whittaker-Shannon sampling theorem, high enough for normal walking speed [2]. Although our frame rate was 25 frames/sec, which means that we had one measured marker co-ordinate every 0.04 s, we have interpolated new data according to the obtained fourier coefficients. For our experiment we interpolated 100 new points between every measured (and filtered) point but there are no obstacles in increasing that number because computer processing is fast enough. With this new points we obtained one marker co-ordinate every 0.0004 sec, so the highest possible delay between left and right camera data due to lack of ideal hardware synchronisation was 100 times smaller.

[image: image1.png]X M7 Y 454

Broj markera:

& Owori

Velicin
o ma

EIES

|

i

B

B

267 103 279 191 320 281

Lt

3|

B, Spremi podatke

& Prethodna | | = Sliiedega | [D-VemsvpivO61 EHP





Figure 2. Frame from the AVI file recorded with right camera (Camera 2). 

Markers are attached to the right side of body and co-ordinates are saved in the matrix

Signal maximum for both cameras is the same real moment in time. If we consider one camera (Camera 1) as referent, obtained filtered co-ordinates for the other camera (Camera 2) had to be modified according to delay of frames taken from the Camera 2 and Camera 1. 
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Figure 3. Knee-marker vertical co-ordinate (y) for each camera.  (t denotes time delay between first and second data set.

Lets denote y1,i as the marker co-ordinate y in the moment ti (i-th frame), y1,i+1 co-ordinate y in the moment ti+1 (successive frame) taken from the Camera 1, (t as delay time between two cameras (Fig.3). New, interpolated points between measured marker co-ordinates at ti and ti+1 are added so all values for the Camera 1 can be written as

y1,i+1/n, y1,i+2/n, ..., y1,i+k/n,..., y1,i+1
and for the Camera 2

y2,i+1/n, y2,i+2/n, ..., y2,i+k/n,..., y2,i+1
If the maximum of the signal from the Camera 1 occurs at tj and maximum of the Camera 2 occurs at tj+k/n, then we can calculate the time delay between two cameras
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Transformed co-ordinate y2,i* for the Camera 2 marker data in moment ti is obtained according to equation

y2,i*(ti) = y2,i+k/n(
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Using the same formula we obtained new values for every co-ordinate taken with the Camera 2 in the observed sampling moment. In this way, the cameras are synchronised. 

Finally, 3D marker co-ordinates are calculated using the Direct Linear Transformation method. 

Step 6 - Processed 3D co-ordinates are presented in Fig. 4 using the MATLAB software package (The MathWorks Inc.) Obtained results were used for further gait data analysis [6] as well as for the gait animation and compared with the results obtained by previous 2D gait measurements [6]. As an example, calculated hip and knee angles presented in 2D are given in Fig. 5.
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Figure 4. a) 3D knee marker co-ordinates, b) sequence from the 3D gait presentation
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a) hip angle
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b) knee angle

Figure 5. Calculated hip and knee angles

3.
Discussion

The accent was on the accuracy of the observation, so we are focused on improving that factor. At the picture resolution of 640*480 pixels and field of view (FOV) approximately 2 m high and 2.7 m wide, error due to quantization is under 0.5 cm which can be considered as satisfactory. As opposite to this, error due non-synchronised cameras at 25 fps can be 20 times higher (10 cm). This error is calculated for normal walking velocity considering expected highest marker speed. Some manufacturers are trying to solve this problem with synchronisation of the fields but further improvement should be made. With presented camera synchronisation involving data filtering and interpolation, this error is cut-down to less than 0.1 cm. Other possible errors due to marker size, marker misplacement, soft tissue movement, lenses are not discussed in detail, but they should be taken into account when we talk about overall system accuracy. 

As the result of the presented procedure, we have built inexpensive system with satisfactory performances that can be easily mounted and maintained. Although we used only two cameras in this experiment, there are no obstacles for using three or more cameras. More cameras means further accuracy improvement.
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(4) Marker co-ordinates extraction





(5) Camera data synchronisation and 


3-D co-ordinates calculation





(6) Graphical presentation of the results
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