INFORMATICS AND ETHICAL QUESTIONS IN THE WORK OF HANS JONAS

Society in which we live today is on a lesser scale determined by the manufacture of material goods, and increasingly determined by the exchange of information and knowledge, as well as by communication over-networking. Introduction of ethics into informatics proves that modern science should also comply with ethical standards, adjusted to technology, as the grounds of basic human values. The ethics of informatics determines an ethical framework in the procedure of collecting, processing and the use of data, and it is based upon unquestionable ethical premises, as well as on those that have imposed themselves during informatics development: information privacy, openness, safety, availability and justification of their violation. The main goal of this paper is to bring those theses into connection with informatics and handling computers, and then to discuss about possible consequences connected with jobs of informatics experts, that primarily refer to their area of expertise. Ethics is, in general communication, rather loaded or even overloaded by morality, so its practical meaning – or practical meaning of ethical efforts – is often no longer recognizable. Postulates or imperatives are pushed in front, as well as the image of ethics as a result of separate efforts. It is less than that, but also more than that. In that way, the competence centers of communicational over-networking of data, information and knowledge are primarily created in the area of politics, science, mechanics and education. They are created within a system of mutual relation, where technologically rationalized communication processes determine not only social development, industry growth, economical rise and fall and allocation of power, but also the course of social migration itself.
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American psychological association appeals to videogame producers to decrease the level of violence in games designed for kids and youngsters. In one of the videogames, which is about to appear on the market in October, the hero marches into a wild campaign against his classmates and teachers. 
Carol Pearson

Other games exploit other tragic events. In one of them, modeled on bomb attacks on London transport system, the players activate an explosive in the subway. Although the goal is saving the passengers, many people consider it to be too realistic. “I can not think of anyone sane who would play such a game. It is sick.”
In one of the games the students attack the police until everybody ends up flooded in blood. The game was created last year after an event where the Boston police killed a girl… Dr. Elisabeth Carll is ahead of the board dealing with crises and traumas for American psychological association. She says that violent videogames are more harmful than TV shows and movies which graphically display violence.  “When it comes to interactive media, you take part. That is repetition, and there are awards for violent actions. The game can be played two thousand times, which acts as an enormous opportunity for learning to play the game. Owing to the theory of learning, we know that, when there is such an interactive way of learning via active participation, the process of learning is intensified.”

1. Introduction

The modern society, organized according to western cultural frameworks, progressively considers itself to be an informatical society. It is also understood that such a society communicates primarily within electronically organized relations, and that it is, when it comes to relevant issues, a communicational organization via media systems (which always includes the public and public control). Furthermore, it is understood that the social changes are observed via the media. In the same way, those changes are formed and changed by the society. In his book “The principle of responsibility”, philosopher Hans Jonas poses a question of “the new technological civilization ethics” (Jonas, 1984). Its necessity is explained by “the new dimensions of responsibility, imposed to people by the existence and the danger of application of modern technics”. To irresponsibility in handling the technique, Jonas opposes “the command of caution” which, formulated as “the principle of responsibility”, says: “act so that your actions are in line with the requests of pure human life on Earth.” (Jonas, 1984). 
Although Jonas does not explicitly mention informatics and computer application, a great deal of his theses refers to that domain, so one could think that informatics is seen as a “technological discipline par excellence”. It is proved in some of Jonas’s theses. 
This paper deals with informaticians’ ethical problems, which serve as a basis to answer the questions of responsibility. In this short survey of ethical problems related to engineers generally, the following topics will be elaborated: ethical problems which are encountered on a daily basis, problems related to computer system, problems of availability/ shortage of information, privacy and confidentiality of ethical data at a workplace – ethical principles which should be pursued by programming engineers and a modern view on computer morality called the Hacker ethics. This ethics offers an expanded view on a philosophy which might make ethics and its rules irrelevant, since it would be of concern to everybody. The Hacker ethics is new work ethics, which questions Protestant work ethics – an attitude towards work that has been present for so long. Protestant ethics was elaborated in a book by Max Weber, “The Protestant ethics and the essence of capitalism” (1904 – 1905). In short, Protestant work ethics highlights the importance of the feeling of responsibility towards work duty, and accentuates an attitude towards work that has to be liberated from constant calculation on how to earn a salary with maximal comfort and minimal effort. The work has to be done for its own cause, as a life profession. Since computer ethics is a rather new discipline, there are no company rules for every possible situation, and it more or less boils down to the individual and his moral principles. Therefore, the goal of this document is not to impose strict behavior rules, but to indicate a wide range of problems appearing in everyday life. For that reason, there are a lot more real-life examples than concrete instructions on how to behave in a given situation. Since there are often more asked than answered questions, it is advisable to apply an advice from ethical principles: “Ethical disproportion is best solved by careful consideration of basic principles, and not by obeying strict details of rules.” 
2. What does responsibility imply?

The principal basis consists of several theses posed by a German-American philosopher, Hans Jonas, in his book “The principle of responsibility – an attempt of an ethics for technological civilization” (Jonas, 1984). The theses must be brought into connection with informatics and handling computers, and then it must be discussed about possible consequences related to jobs of informatics experts, that primarily refer to their area of expertise.
Before explaining Jonas’s theses, his understanding of “responsibility” and “responsible work” must be explained more closely. It can be best explained by quoting the answer of a president of a big concern to the question: what is indispensable to prevent catastrophic acts of technics?:
…”International security standards, (…) international control (…) and then a necessary faith in God, that the technics will become yet more secure in its further development”. By means of this quote we want to explain the fact that we do not have such an idea when it comes to responsible relation towards technics. For us, the question whether technique functions and whether it will be useful or harmful to individuals or humanity as a whole, is not a thing of faith in God, but exclusively an issue of people who, directly or indirectly, participate in its development. The objection here is that responsibility, as something which is a human purely a work, is transferred to an intangible, and therefore a higher, instance that cannot be attacked. In this way, any responsibility could be easily neglected, like the one for “the remaining risk”, which is often gladly reduced. Our understanding of responsible action is emphasized in the following quotation: “Only when there are more engineers listening to the voice of their conscience, who take into consideration whether their actions lead to the ordinary or to the divine, to the ugly or to the beautiful, to the good or to the bad - only then can the shadows of destruction be sent away from us” (Jung, 1963).
Let us turn to different forms of responsibility which we encounter in our work in informatics. We would like to illustrate them in several examples:

1. An associate would like to test his product (compiler) better, but the work must end due to a deadline. Who takes the responsibility?
2. Can we justify cooperation on a data input system which is created to measure the work efficiency of a worker who is in charge of data collection?  Or a cooperation on a project which is proven to leave many people unemployed?
3. Associates, whose beliefs do not allow them to work on military projects, worked on an experimental product of general usage. The client with most interest in the product is a military person. Is he given moral support?
4. An instrument of an expert system can be equally used for development of medical diagnostic system and for the development of a battle system. Can its usage be limited?
5. Can cooperation on a project like SDI (strategic defense initiative) be justified?
These examples show us that it is necessary to distinguish:
· responsibility for a result, meaning that it concretely and according to a schedule, fulfills previously determined tasks (example 1); from
· responsibility for a set goal and the effect of a project, as well as the results gained thereby (examples from 2 to 5)

We would like to briefly take stance on the first kind of responsibility, “the result of responsibility”. We will completely skip the legal aspect. As for the moral aspect, i.e. “the feeling of responsibility for a result”, we believe there is not principal, but a gradual difference between developing computer programs and other wanted results, since perception and estimation of mistakes and shortcomings in computer programs is extremely difficult. Anyhow, the acceptance of one of them also includes the moral responsibility to finish it as better and as more careful as possible. I believe it is irresponsible to accept a task superficially, just to fool others. The focus of my theses should be based on ethical and (in a wide range) political aspects, as can be seen in examples from 2 to 5. It is important to note a difference between the projects (i.e. the results) with direct, obvious action, or applicable possibilities (example 2); and projects with indirect, hardly obvious consequences. In the latter we can include all kinds of “metaresults”, e.g. software developing instruments (compare examples 3 and 4). 
We must note a close connection existing between responsibility for a result and the one related to setting a goal. It is obvious from example 5 and the attitude of David Parnas about cooperation with SDI (compare with Parnas, 1095). He explains his decision no to cooperate with SDI by the fact that nobody can take responsibility for the result, and the set goal is not only questionable, but also dangerous. This standpoint, based primarily on technical arguments, must be differed from any other standpoint which refuses SDI because of its possible political goal, such as combat ability and request for hegemony that lies under it. In short, this would mean that, if we want to investigate whether it is justifiable to work on a completion of a task, we must first pose a question of its goal. If the answer is positive, another question arises: shall the expected result achieve that goal? If that is not the case, or if we must count on various side effects, the goal must be modified accordingly. The modification must assure that the new goal can be achieved by eliminating the side effects, or that, when formulating the goals, inevitable goals and side effects must be counted on. The justifiability of such modified goals must then be re-examined. 
Technical civilization ethics. Our projects are a part of constant attempt to solve the problems of the entire human kind or a group of people by technical means. We are all aware of wanted and unwanted, as well as local and global, effects of technical solutions. 
Does this require a special “technical civilization ethics”? Hans Jonas studies this question in his book and answers it affirmatively (see Jonas, 1984). 

In continuance I would like to consider his theses that I found extremely important more closely. 
3. The new dimensions of responsibility

In his historical discussion Jonas compares the current situation with the one from the previous “untechnical age”, approximately the medieval times. The area of their responsibility included an exclusively clearly defined and a very limited life space – “the city”. The limits of responsibility were clearly marked by the city walls. Outside this “human state area” there was nature, intact and left to exist on its own. Today, almost the entire planet became a “global city”. On Earth, there are almost no more large areas uninfluenced by people, no more areas existing on their own. Thus, the area of human responsibility is drastically increased. 
“Technics” (Greek: “techne”) originally meant “skill”, and primarily referred to objects, e.g. agricultural, domestic and hunting tools. Such technics had rare and slight effects on people (except the tools that have always been present). Today, technics almost always affect people (even the producers themselves), whether directly – as with genetic modulation or behavior control techniques – or indirectly, e.g. environmental changes. 
The increase in the area of human responsibility is equal to the increase in the area of inevitable consideration: if that area had earlier been spatially and temporally limited and clear (thus limited to an area of one’s “city” and the length of a human life and possibly another human life), today it is spatially and temporally unlimited. In includes the entire Earth and even a part of the universe surrounding it, and encompasses many future generations, until their life space is completely destroyed. 
That changed the subject domain of ethics. If earlier ethics was limited to direct human relations, today it must comprise the indirect consequences of human actions, including the unknown and the unborn. 
Jonas includes these ideas, thereby expanding Kant’s imperative: “do so that you can wish your maxim becomes the general law” by his own imperative: “do so that the consequences of your actions are in accordance with the requests of human life on Earth” (Jonas, 1984). 

While Kant’s ethics refers to human interaction in direct contact, Jonas is trying to explain “the new dimensions of responsibility” by means of his expanded imperative. Of course, many unanswered questions still remain, such as:
· What is “real human life? Is life in underground bunkers still considered “real”?
· How wide is the concept of “permanence”? It is certain that today we can still imagine the conditions of life and the possibilities of humans in the year 10000? Maybe this Jonas’s imperative could be determined like this:  “do so that the capability of deciding on life conditions of the next generation is unlimited (do not thus create the confusion about the real condition).
“The advantage of bad prognosis over good prognosis”. Jonas introduces this seemingly odd thesis on grounds of the following probability: in great technical projects, there is a large number of “failures” as opposed to one great “success”. Thus, the risk of failure is major. Even when the risk is decreased by verification measures, a great problem remains. Jonas explains it by comparing it to a competition (“the element of competition in human actions”): great technical projects in a great deal simulate competitions where, with a (probable) “chance of final victory”, exists (significantly less probable, but not excluded) “a danger of infinite loss”. 
As an example of such competition we can give the allegedly “secure” roulette system, consisting of duplicating the stakes after every lost game (only betting on a pair – rouge-noir chances). It is certain that the probability of a small prize is increased, but in case of a miss (which is relatively impossible - when minimal stake amount determined by the casino is exceeded), the loss is rather great. The logical conclusion for Jonas, after these reflections, is the “command of caution”. No “ultimate goal” justifies “infinite total investment”. The mere thought of the possibility of “the infinite loss”, although impossible, should be enough to discourage us from such intent. 
This means the following: where damage affecting larger portion of humanity cannot be completely excluded for the next several generations, the limit of responsible technics is reached, if not exceeded. This statement, in the meantime supported by the influential Church, is in opposition with the statement of the leading politicians, who modified Jonas’s “danger of infinitive loss” to “the remaining risk”. 
“The utopia of technical improvement dynamics and excessiveness of responsibility”. In this chapter Jonas compares great technical projects to the activity of nature during the evolution. The nature takes a lot of time - it makes a great deal of slight mistakes, progresses slowly and does not affect the whole. As opposed to that, people are aiming for a goal within their reach by means of great technical projects. There is no time for the mistaken ones (not even with great projects). Mistakes are not allowed – if too many risks are taken, the natural advantages are resigned. So, technical projects do not develop “communicative dynamics”. The positive effects of reverse action ensure progress only if the first step had already been made. For instance, if construction of a channel, a bridge or a tunnel is considered, a partial solution, which may only be obvious in the initial step of the construction, makes no sense. This means that the rest must be built (maybe even contrary to the knowledge gained in the meantime) in order to justify the initial initiatives. That leads to the famous “potato syndrome”: “the potatoes are on the table, so now they must be eaten”. Also, in relation to this, negative effects of reverse action must be mentioned: what must be included is the technics that would limit or diminish the harmful effects of past technical developments, e.g. effects of the removal of dangerous remains. 
From such dangerous effects Jonas derives the commitment of “watchfulness from the beginning”. His thoughts, among others, are modified in the following demands:
“The demand of political philosophy”. Due to complex and dangerous relations, the new ethics must turn to public politics more than to private behavior (compare Kant). 
“The changed essence of human action changes the essence of politics”. Hereby, politics should not be understood in sense of party of daily politics, but in the original Greek meaning of “the community of citizens”. 

“Representatives for the future” are indispensable. Daily politics only cares for present interests. “Nonexistence does not have a porch and the unborn are powerless.”
While discussing such demands and their practical consequences, we must not give in. Among many possible prognoses, the most favorable is often encountered. Whoever raises a voice is being denied by arguments such as: “We still know so little” and “There is more time”. But, that is exactly what is not true because of the already mentioned dynamics. If  “we still know too little”, that means that we should by all means study all the possible consequences before we indulge into a technical adventure. 

We have an “obligation towards the future”, primarily obvious in the “obligation towards our descendants. For Jonas, this is the “original form of responsible action”. In the end of his every consideration, Jonas takes a stance towards the possible “pessimistic reproach”. The previously introduced theses should not be misunderstood as pessimism. The greatest pessimist is the one who feels that the situation nowadays is so bad that, in order to change it, some very risky technical projects should be done. 

The role of informatics.  Jonas does not in any occasion mention informatics and the computer appliance. Still, many of his theses relate to our domain, so it could be concluded that it is being seen as a “technical discipline par excellence”. Let us look into some of his theses and in that sense, at the same time, try to find touching points for “new thoughts in informatics”.  
4. The new dimensions of responsibility
The consequences of technical effects on people are almost always impressive in informatics. On the one hand, there are the advantages of our flights to vacation, transfer, accommodation, including late night calls etc. Nobody wants to forget these advantages, but, despite that, they should not make us euphoric. Very often, our systems have to pay to diminish the other, less positive, side of technics and make it bearable (for example, the light of lanterns versus traffic chaos in big cities). Thus, these are already the effects of reverse action in the sense of Jonas’s “cumulative dynamics”. 

Sometimes, these effects already bear negative consequences and risks, e.g. the loss of workplaces, the loss or decrease of personal communications in professional and private life, the control of citizens by the state (population census, the law on confidentiality of individual data, personal document which is read by a computer, police control, the laws on security) or even the threatened existence of entire nations or the entire humanity. 

While estimating such projects (and even more benign ones), it is essential to take humans into consideration – including ideas of sovereign people who mastered technics, and are not being mastered by it. What is obvious here is an excellent basis for change of opinion on informatics. Computers are not only toys for individuals. They stand between people -   connecting and separating them like a powerful means, like weapon – depending on how we set them. 
Thus, informatics must not be limited to a question of how a computer is handled, but must ask a question of how to communicate with each other (with or without the computer).

“The advantage of bad prognosis over good prognosis”. We are all familiar with “Murphy’s law”. Anyone who has ever tested programs is acquainted with the relation of a score (“correct program”) versus countless possible “misses” (“wrong programs”). We also know that, by the rule, we cannot achieve an “absolute score”.

The change in opinion here might mean that we are learning to live with principally wrong programs. It does not mean that the significance of their quality should be reduced, but rather that we must ensure that the mistakes do not cause damage and, if they do, that it is slight. Where great of even unacceptable damage is not completely repaired, there are enough reasons to question the entire basis. Such is the case with “the danger of infinite loss versus a chance of a great prize” and “command of caution”. Luckily, in the system that we produce “the danger of the infinite loss” is not a rule. But, isn’t the planned SPI- system an exact example of a surely “deadly roulette system”?
In a discussion on the topic lead in Munich in FIFF circle “The forum of informaticians for peace and social responsibility”, one of the participants suggested limitation of computer appliance to thematic areas, which exclude “the infinite loss”. For that purpose he used a metaphor of “the game of glass beads”. We consider it to be a very good system for “introducing new thoughts in informatics”, but we are aware of how difficult it is to define in detail what else is a “game of glass beads”, and what is not.  
5. Computer systems and the thoughts on evolution
Programming and evolution. The goal set by a programmer is from the very beginning hard to relate to the evolution of thought. The evidence is in the very word “programming”, which means planning of long term predetermined procedures and streams. A program always requires the “exact solution”, and often the solution is found on the basis of early thoughts, i.e. their clients. Mistakes are undesirable – they can be tolerated, but can hurt further development. 
This is possibly where the change of thought in informatics started: lately, the incorporation of thoughts on evolution into software-engineering has been tried, using the so called “prototype”. It is yet to be seen whether this approach is successful. 
Expert systems and evolution. Related to this topic, arises a question of a class of expert systems that needs to be the basis for human decision making in unformulated and completely formulated areas. By this we mean all the systems in which (most often on believable grounds) the decision-maker is allowed a “space for mind games”, e.g. doctors’ diagnosis; psychological advice (compare Weizenbaum/ELIZA!); marginal cases with the issues of presentation (lecturing); even legal areas. 
What shall we say when in a bank X we get the same data as in bank Y, because both of them operate with the same expert system and have the same scientifically-creative operating method?

In possible human form standardization I see a danger for further evolutionary development of human kind. I believe it is based on a large number of possible decisions – including many “wrong decisions”.

The next problem lies in the decision to shorten the time for decision making. Evolution allows itself a great deal of time. I do not think we should embrace the shortening when it comes to very significant decisions. Why is the saying that “all the decisions must be slept over ”? 

On “communicative dynamics” of technical projects. At first sight, it may seem that communicative dynamics in AOP systems (data analysis systems) is not the same as in other technical projects. Physically, it is easier to remove a computer or a magnetic track than a nuclear power station or a big airport.  But, the first sight is often deceptive. Most frequently, really important ICT system are greatly “embedded”, i.e. one of the integral parts of its surrounding, without which it is amputated and incapable to operate. Everyone is familiar with examples of computer “breakdowns” in airports, banking money transfers and the military systems of preliminary alerts. 
ICT is made of facts that cannot be changed by people any more, such as trivial examples of a four-digit zip code, or a flight code consisting of two letters only. 
“A change of opinion” would here, for example, mean that in initial phase of our projects we ask the clients whether they want themselves or others to be made dependent by the DV system. A “technical evaluation of consequences” is necessary here - understood generally. 
Professional activity and the question of responsibility. How can a man, who in his professional activity, confronts the questions of responsibility, react? Some of possible behavior patterns are:
· to withdraw;

· to change work, i.e. to decrease business engagement;

· to engage politically outside his company (public jobs, parties, FIFF, business initiatives, peace groups…);

· to take responsibility in his own company;

· to engage politically in his company (political companies), e.g. as an advisor;

· to convince people by talking to them within (or outside) the company;

· to ignore the facts;
· to give over to resignation.

We must immediately state: we can not and will not give recipes, or “recommend a choice” when it comes to the patterns above. Instead, we would like to give several examples and, based on them, discuss different options (and their limits).
The first example – the activity of advisor in a software company. In this example we shall talk about the work of an advisor, reflecting our own experience. 

For me, to candidate for the advisor in my company, the critical criterion was the idea of my “political engagement inside the company”. In the election period there was incertitude in further development of the company, especially concerning military projects related to security. The previous advisor in the company did not succeed with his idea of making a poll for every issue. The task of the new advisor was thus to find another method for talking about the subject, provided that the idea does not fail again and that nobody is provoked by it. Hesse continues by saying: “We have tried to openly talk to the company management, in order to signal the wishes and the ideas of the team. The idea was that a poll must be made among team members - with the question of which themes, and in which order, the advisor should deal with”. On the theme list - beside classic themes like working hours, the cafeteria and traffic connections - the theme complex  “Company development” and “Social aspects” was highlighted. 
The poll was organized anent one of the company meetings. There, the project manager reported that he could not find associates for a certain military project and asked the management if they considered it reasonable to keep acquiring projects from that area under such circumstances. A long, mutually open and vivacious discussion followed, and it did not end in a conclusion, but both sides gave word to the advisor.
This example was on our minds while studying the presentation “Cooperation as a road to responsible informatical technics” (Hesse, 1986.). In it, Hesse’s statement is provided, which states that a company advisor, when it comes to questions in which he is not entitled to take part, should rather try to “atmospherically” coax, than to confront. It was not loudly approved by the whole audience. It is intelligible that a company advisor must not become an opportunist and betray the team members. On the other hand, he must be aware of the set limits and, where there is no legal possibility for action, he must provide a flow of good information and a public discussion where there is chance for complaining. He must constantly and carefully examine if a possible gain justifies “the breaking of diplomatic porcelain”.  
For us, “cooperative” action of all the interested people is a main assumption for dealing with the “new dimensions of responsibility”, provided the willingness to take responsibility collectively. 
I
n the end of this paper arises a question of what role the associations of workers (trade unions) take.  I believe that the unions would, given their history and experience, be willing to accept to lead the discussions on responsibility. Unfortunately, in reality it is really rare. That must be the reason why the involvement of informaticians joined in trade unions, especially ICT engineers, is (still) relatively small. 
Recently, a research by the union of engineers was published, where specific professional problems of 56% unorganized engineers were not taken into consideration. We believe that, in order to jointly solve problems that ail us all, not only engineers should join the union (association) – as is often heard from the union members – but also, the unions should consider changes of working habits, civil ideas on certain issues, and specific engineers’ problems on their workplaces. 
Hereby I would like to express my appeal for both sides, i.e. the union members and the workers who are not in the union, to exchange opinions and end the hostility. 
The second example – from weapon production machinery. Some employees, mostly the ones engaged in production for military needs, took part in an SDI program. Peace group supporters from the company and union representatives tried to talk about the subject. The reaction served as an internal “guide” to discard the appeals in forms of paroles for workers’ personal co-responsibility, as well as the attempt to “create an attitude of repulsion” among the union members. Such “political actions (…) which might significantly disrupt the peace in the company should not be tolerated”.
One group paid a lot of attention to “responsibility” (legal), which was given before it was even clearly familiar with “the new dimensions of responsibility” (Jonas, 1986). In a heated, confronted climate, political approach to the topic recommended by Jonas and which, naturally, has to start in the company (it has nothing in common with forbidden party-political actions in the company), can not work. 
The third example – the action of peace initiative. Several years ago, over 1000 informaticians, engineers and engineers from a large south-German production company joined an open letter and refused to cooperate on an SDI project. The letter was sent to the federal chancellor by 35 natural sciences scholars from Munich. 

As a primary goal of such actions, we can see public display of issues of general interest with more hopes for success, than in cases where the initiative is given by an individual or an anonymous figure. Given the fact that an individual is often not able to estimate the reach of his actions, he typically does not achieve anything. 

I
t should not by any means be understood as an “invitation to prostitution”. If somebody has a chance to help perform a task with his actions, he should use it. Parnas’s attitude towards SDI, stated above, is an example for that. He says: “It is true that my decision not to throw any garbage in the street will not affect the cleaning of the world from pollution. If we want to get rid of garbage, we must not throw it around. Every piece is counted”.
That still is not enough. If this was not Parnas, but somebody anonymous, hardly anything would be achieved. We are all invited – Jonas, too, showed us the way with his “new dimensions of responsibility” – a way to make questions of our technics an public political issue, and not to leave it to non-expert politicians. I see the way out in helping others to understand the chances, but also the limits of technics, and thereby make them accept the “principle of responsibility”. In informational responsibility, the whole life is optimized in a way typical for work (and untypical for the previous times). However, that is not all. Along with time optimization which is directed to work, protestant ethics understands an organization of time directed to work. With protestant ethics, the idea of regular working hours came into the center of life. Self-organization is lost and transferred into the area left after work: evening as remain of the day, the weekend as remain of the week and retirement as what remains after a working life. In the centre of life there is work, which is regularly done and which organizes all the other ways of spending time. Weber describes how, in protestant ethics, “inconstant work, to which ordinary worker is obliged, is often an inevitable, but always an unwanted inter-state. What a man “without profession” is missing is exactly a systematic-methodical character, which, as we have seen, is required by the world “. So far, that time organization in informatical economy has not changed a lot. However, rare people can still deviate from strict, regular working hours, despite the fact that new information technologies do not only compress time, but also make it more flexible (Castells calls it “time desequencing”). With technologies like the Internet and mobile phones, we can work wherever we want and whenever we want. But, this new flexibility does not automatically lead to a fuller time organization. In fact, in information technology, flexibility seems to develop in the direction of further strengthening of work focusing. Informaticians will very often use that flexibility to work in their spare time. In practice, a portion of time reserved for work is still an eight-hour day (or longer), and ever free time is abrupt by work: half an hour of television, half an hour of e-mail, half an hour of going out with children, and all of that interrupted by various business mobile phone calls.  Wireless communications – such as mobile phones –do mean freedom by themselves. They can also be “technology for emergencies”. 
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