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ABSTRACT
This paper discusses the design and the use of multi-level Hardware-In-the-Loop (HIL) simulations as a powerful tool for the modernization of a complex system. This approach will be illustrated by describing a HIL simulator that was developed as the key component for a non-destructive and cost-effective prototype development process for a modernization of a semi-automatic guided missile system. The modular multiprocessor simulation core, multi-level simulation approach, asynchronous data exchange model and other key issues of the implementation are presented. Some possible aspects for the system modernization are highlighted. The paper concludes with a discussion of the simulation outputs and the benefits of this approach.

2. INTRODUCTION

     Hardware-In-the-Loop (HIL) simulation has been proven to be a reliable, effective and non-destructive method in the design, development, modification and testing of various sophisticated weapon and industrial systems (ADI 1989, dSPACE 1995a, dSPACE 1994, dSPACE 1995b, S.L. Dunbar et al. 1994). Powerful and cost-effective digital signal processors (DSP), with specific capabilities necessary for efficient multiprocessor real-time simulations have enabled breakthrough of advanced HIL simulations (dSPACE 1994, N. Huang et al. 1993). The modular multiprocessor core, based on DSPs such as the TMS320C40 (Texas Instruments 1996), besides providing high processing power has enabled the use of multi-level simulations in the modernization of  complex systems. In the multi-level simulation approach, first a functional decomposition of a system to logically connected physical subsystems has to be made. This allows easier subsystem model implementation on a multiprocessor platform, as well as a better insight into the possibilities for system modernization. Furthermore, one or more models can be simultaneously implemented on different processor(s) in each scenario of a multi-level simulation, thereby keeping inherent decomposition of a real system transparent. The different types or numbers of models simulated in each scenario (instead of the real subsystems) provides a multi-level analysis of the real system, as well as a new model or prototype testing and validation. In a semi-automatic-command-to-line-of-sight (SACLOS) guidance system (see figure 1), the decomposition follows from the functional description:  
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Figure 1. SACLOS guidance block diagram

The operator’s task is only to keep pointing the tracking telescope at the target establishing a Line-of-Sight (LOS) between the launching unit and the target. The infrared (IR) goniometer is mounted alongside the operator’s tracking telescope and is collimated to it. While the operator tries to keep LOS pointing at the target, the goniometer generates pitch/yaw signals proportional to the missile’s (IR missile tracker) displacement from the optical LOS, i.e. the guidance system error. In response to these signals, the automatic guidance system produces acceleration commands, which are sent to the missile via a wire link. In response to these, the missile then accelerates in such a way as to remain on the LOS, i.e. to keep guidance error ( acceptably small. This description brings us to the three main subsystem models needed: the FM signal discriminator and synchronous detector, the guidance law with the command forming unit and the six-degrees-of-freedom (6DOF) model of missile dynamics. First two subsystems are also main candidates for possible system modernization, since changing the type of the missile or using a different type of missile localization (instead of using a spatial light modulator) will actually bring about the development of a completely new system.

3. STRUCTURE OF THE HIL SIMULATOR

4.      The main part of the HIL simulator is an industrial PC chassis containing a standard Pentium 200 MHz motherboard, a multiprocessor PC board for digital signal processing and two PC boards with I/O subsystem. The host processor (Pentium) is used for code development and downloading to the target DSP board, and for both simulation control and output data analysis. This HIL simulator is primarily intended for laboratory testing and development purposes, thereby requiring some adaptation of the SACLOS system optics, designed for distances between 100 and 2000 meters. With a small lens attached to the optics of the SACLOS launching unit real focus distance is corrected to a laboratory distance between the launching unit and the missile’s tracker imitator. A high-speed (compared to the missile dynamics) X-Y servo positioning system with a light emitting diode (LED) of appropriate spectrum is used as a low cost emulation of the moving missile’s IR source. Information about actual co-ordinates of such an IR spot in a relation to LOS is produced by a 6DOF missile model and sent to the X-Y servo’s analog inputs. A custom signal interface between the real hardware of the SACLOS system’s launching unit and the simulator’s I/O subsystem also had to be designed. Since the simulator deals with various signal types and signal spectra, special care had to be paid on A/D & D/A conversion with programmable speed and amplification, as well as the electrical isolation of the real hardware from other simulation equipment.
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Figure 2. Structure of the HIL simulator

This hardware structure (see figure 2) produces a closed guidance and control loop (IR spot - launcher optics - launcher hardware - simulator models - 6DOF missile model - IR spot coordinates), and provides a platform for realistic and modular testing as well as for partial development and modifications of the SACLOS systems.

5. MULTIPROCESSOR CORE

     The hard real-time constraints required for a trustful HIL simulation are met by using processing power of the modular platform, (Loughborough Sound Images Inc. 1996), with four TMS320C40 DSPs.  Each DSP contains 32 kWord of zero wait-state SRAM, 6 communication (COM) ports and a direct memory access (DMA) channel assigned to the each COM port. The whole system has performance of 1 GOPS operating on a 50MHz clock. These processors can be connected through the COM ports in each-to-each-other mode, thereby creating a flexible structure that supports different scenarios of the multi-level simulation. One COM port from each processor is dedicated to communication with the HOST processor. Since different models are discretized with different discretization periods, an asynchronous inter-processor data-exchange model (Ćosić et al. 1997) is implemented. The multi-rate communication is carried out through the DMA channels, enabling asynchronous high-speed inter-processor data transfer. Each DMA channel is virtually divided into two channels (split mode) through which data exchange between simulation models, i.e. corresponding processors, is carried out.
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Figure 3. Asynchronous data exchange model

6. All necessary data are exchanged between pre-assigned memory locations, concurrently with the execution of the main program (see figure 3). This design provides for smooth communication between simulation models that are discretized with various periods, since the high-speed data exchange is carried out by DMA completely independent from their execution. The transparent implementation of the subsystem models into the corresponding hardware modules provides easy access to all control signals and other parameters needed for the monitoring and evaluation of a simulation.

7. MULTI-LEVEL SIMULATION

     The multi-level simulation concept incorporates multiple scenarios of a HIL simulation, each with a different model(s) included in a closed guidance loop. A modular platform and an asynchronous data exchange model provide a certain level of hardware abstraction, i.e. the same model can be in different scenarios implemented on a different processor. Only minor code adaptation is needed, as well as the redirection of A/D and D/A channels to the corresponding model (processor). In order to speed up the simulation process, an integrated development environment (IDE) has been designed. It includes all development tools (code compiler, assembler, debugger etc.) and a “Multiple run” window (see figure 4) that enables the execution of each scenario by using a simple “check box”.
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Figure 4. “Multiple run” window

All of the needed predefined parameters are automatically set-up, thereby enabling time-efficient cross-functional analysis of a particular subsystem(s) or a new prototype. The basic step in this simulation approach is to establish and verify a referent simulation scenario, i.e. a user-controlled (through HOST computer) closed guidance loop with as realistic an environment as possible. In most systems that will be a complete real system performance (all real subsystems included), with as many parameters controlled as possible. All other simulation results will then be evaluated through comparison with the referent scenario. In our example, we will use a 6DOF missile model instead of a real missile and missile’s tracker emulation (LED with X-Y positioning) since the goal is to perform cost-effective and non-destructive exhaustive analysis and testing before actual field verification. In our referent scenario, all other subsystems of a real SACLOS launching unit are included in the guidance loop. The simulation results (see figure 5) have (as the performance measure) absolute guidance error in meters. The maximum declared error varies from 1.5 meters in vertical plane and 1 meter in horizontal plane in the beginning phase of the missile flight to 0.5 meters in both planes in the active phase (i.e. with declared hit probability at distances from 500 to 2000 meters).

[image: image5.wmf]0

2

4

6

8

10

12

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

HORIZONTAL PLANE

time [s]

guidance error [m]


[image: image6.wmf]0

2

4

6

8

10

12

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

VERTICAL PLANE

time [s]

guidance error [m]


Figure 5. Guidance error in reference scenario

As can be seen from the figure 5, in our simulation the guidance error in the vertical plane exceeds the declared 1-meter diameter tunnel. This is caused by the inherent error related to the present laboratory environment. As discussed in section 2, a correction of the optical focus from the real world target distance (800-2000 meters for the second optical channel that becomes active after 4 seconds of flight) to the laboratory distance (8 meters) had to be made. The attached lens has a significant influence on the magnitude of the guidance error after the 4th second, when the narrow field of view (second channel) is in use, since it can not be ideally mounted to be orthogonal to the optical channel line. Therefore, the point source image is not correctly focussed in the center of the optical channel, and causes an additional constant small angle error in vertical plane (in our example). Since the absolute error (in meters) is computed by multiplying the angle error and the distance from the missile, the influence of this additional error is constantly increasing. This type of error can be avoided by using a dynamic collimator for simulating the moving missile’s IR source. However, in relation to the described servo-system based solution this would be an extremely expensive one. The comparison to the simulation scenario in which the real IR-goniometer is modeled as a memory-less system (see figure 6) shows that the source of the additional error is really in the IR goniometer working in laboratory conditions, as described above.
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Figure 6. Vertical plane error in HIL scenario with memory-less IR goniometer model

Upon the verification of the referent HIL scenario, other simulation levels can be also performed. It is recommended that verification of other simulation models be performed in the same manner, the discussion of which will be omitted here, due to the article size limits. Through system decomposition and verification of simulation models it is determined which subsystems influence the performance measure significantly, and on the other hand can be implemented in a different manner or with modern technology to improve their functionality. In our case, either the guidance system can be substituted with an adaptive digitally realized version, or a different (digital) algorithm for the FM signal demodulation can be designed. A digital FM signal discriminator and synchronous detector is realized by using quadrature signal processing techniques and is used instead of the real demodulator in the next HIL simulation scenario, along with 6DOF missile model. From the simulation results (see figure 7) it can be noticed that the functionality of this coordinator version achieves the desired objectives. The overshoot after the 4th second is due to the same problems discussed in referent simulation level results. Since the reference simulation scenario that includes the analog IR goniometer and guidance subsystem is conducted under the same conditions, this type of error has no essential influence on the applicability of the HIL simulation concept in SCALOS system modernization. In that sense (related to the referent scenario), the reported simulation results of this simulation scenario are considered to be of acceptable accuracy.
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Figure 7. Results of simulation scenario with digital 
coordinator

In the same manner validation of the digital adaptive version of the guidance laws can be performed. System modernization can go even further, including both new prototypes in the HIL guidance loop. The scenario for this higher HIL simulation level (three models included instead of the real subsystems) can be implemented on modular platform as shown in figure 8.
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Figure 8. Implementation block diagram 

The multi-level simulation philosophy uses scenarios with sequentially increasing number of simulation models included in system analysis phase, gathering information while decomposing real system to smaller functional units. On the other hand, during simulation model verification and hardware prototype verification and validation, a decreasing number of models are included thereby increasing the reality level of the working environment. Different model(s) included in the closed simulation loop measure the performance of the tested model (subsystem) with different inputs and in various operating modes. Thereby, an exhaustive and non-destructive analysis and evaluation is performed during the modernization process. 

5. CONCLUSION
     The key aspects of a multi-level simulation approach have been described on the SACLOS system modernization example. The benefits of modern state-of-the-art signal processing technology are also pointed out. It can also be seen that the consistent use of the HIL simulation techniques provides exhaustive and cost-effective analysis and testing during the research and development process. Therefore, research expenses and time-to market, as crucial aspects of new product development for the modern market, can be significantly reduced.
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