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ABSTRACT: In order to better understand the nature of
intramolecular charge and energy transfer in multibranched
molecules, we have synthesized and studied the photophysical
properties of a monomer quadrupolar chromophore with
donor−acceptor−donor (D−A−D) electronic push−pull
structure, together with its V-shaped dimer and star-shaped
trimers. The comparison of steady-state absorption spectra and
fluorescence excitation anisotropy spectra of these chromo-
phores show evidence of weak interaction (such as charge and
energy transfer) among the branches. Moreover, similar
fluorescence and solvation behavior of monomer and branched
chromophores (dimer and trimer) implies that the interaction
among the branches is not strong enough to make a significant
distinction between these molecules, due to the weak interaction and intrinsic structural disorder in branched molecules.
Furthermore, the interaction between the branches can be enhanced by inserting π bridge spacers (−CC− or −CC−)
between the core donor and the acceptor. This improvement leads to a remarkable enhancement of two-photon cross-sections,
indicating that the interbranch interaction results in the amplification of transition dipole moments between ground states and
excited states. The interpretations of the observed photophysical properties are further supported by theoretical investigation,
which reveal that the changes of the transition dipole moments of the branched quadrupolar chromophores play a critical role in
observed the two-photon absorption (2PA) cross-section for an intramolecular charge transfer (ICT) state interaction in the
multibranched quadrupolar chromophores.

1. INTRODUCTION

Recent advances in the synthesis of novel organic materials with
intramolecular charge transfer (ICT) properties resulted in a
broad area of applications ranging from new optoelectronic
devices such as electroluminescence devices,1−3 thin film
transistors, and solar cells,4,5 to the nonlinear optical
materials.6−9 The linear ICT compounds commonly composed
of conjugated electron-donating (D) and electron-accepting
(A) groups connected through a conjugation π-linker have

already been widely reported, and their photophysical proper-
ties and applications have been extensively studied.10−17 In the
quest of improving photophysical properties, multibranched
molecules with two or more linear ICT moieties were
synthesized.9,18−20
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In general, it is expected that the delocalization could be
extended by connecting two or more ICT moieties through
conjugation bridges, for example, triphenyleamine group. In
this way, some special photophysical properties could be
obtained. However, unlike the linear conjugation systems with
photophysical properties strongly dependent on the conjuga-
tion extension,21−24 previous literature and our results show
that the increase of branch number does not guarantee an
essential change of the steady-state spectra. For instance,
steady-state spectral methods and quantum chemistry calcu-
lations have widely been applied to study the ICT behavior of a
group of triple-branched structures, and the results showed that
the emitting state is mainly localized on a single branch because
of the structural disorder in branched ICT molecules.25−27 In
that case, significant cooperative enhancement of the two-
photon cross-section of triple-branched structures could not be
observed, in comparison with their counterpart linear
moiety.9,19,20,25 However, considering the short spatial distance
between the branches and the identical transition moment of
these moieties, it is still not likely that the branches are fully
independent of each other. Energy transfer and interactions
among the branches in the excited state should still exist within
these compounds.18,26−30 Obviously, these crucial spectral
properties are closely related to the chemical structure of the
molecules. The nature of optical excitations and the degree of
ICT in multiple branched push−pull molecules with many
complex structural architectures remains not well understood
because of the intrinsic complexity of the ICT chromophores,
which are strongly affected by geometric confinement and
charge symmetry, as well as their surrounding environment.
In order to obtain an overall understanding of these

interbranch interactions and their impact on the molecular
photophysical properties, in this article, we have conducted
both experimental and computational investigations on a series

of newly synthesized molecules (chromophores 1−5, molecular
structures shown in Scheme 1). These branched ICT
compounds are formed by the gathering of monomer
quadrupolar (D−π−A−π−D) units in which triphenylamine
was used as the branching and donor units (D), benzothiadia-
zole as the acceptor units (A), and single-, double- or triple-
bonds as the π-bridge (π) (Scheme 1). In this article, the effect
of branching of these quadrupolar chromophores on both one-
photon and two-photon absorption properties have been
studied by combining various experimental and theoretical
approaches. The experimental results show that the excited ICT
states of branched quadrupolar chromophores exhibited a
localized feature on one of the branches, where the degree of
ICT and polar nature of the excited ICT state is almost
identical to that of quadrupolar monomer. Moreover, in
addition to the basic TD-DFT calculations, Frenkel exciton
model was further used to interpret the complicated spectral
properties of the coupled ICT states in these branched
quadrupolar chromophores.

2. MATERIALS AND METHODS

2.1. Materials. The synthesis of all compounds have been
reported elsewhere previously.31,32 All solvents used in our
work including chloroform, cyclohexane, dichloromethane,
acetone, acetonitrile, toluene, ethyl alcohol, and methyl alcohol
were analytical grade and purchased from the Beijing Chemical
Plant.

2.2. Absorption and Fluorescence Measurements.
Absorption spectra were detected by a UV−vis spectropho-
tometer (U-3010, Shimadzu). Fluorescence spectra were
measured with a fluorescence spectrophotometer (F4600,
Hitachi). All experiments were performed at room temperature.
Fluorescence excitation anisotropy spectra were measured by a

Scheme 1. Chemical Structures of Chromophores 1−5
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fluorescence spectrophotometer (F4600, HITACHI) with two
polarizers in excitation and detection light routes, respectively.
The anisotropy (r) was calculated with

=
−
+

⊥

⊥
r

I GI

I GI2 (1)

where I|| and I⊥ are the polarized fluorescence intensities
parallel and perpendicular with excitation polarization,
respectively; G (G = I⊥/I||) is the geometrical factor of
fluorescence spectrophotometer when the excitation is
vertically polarized.33,34 To avoid fast rotation of a molecule
in solution, samples were dissolved in toluene solutions with
saturated polystyrene, and fluorescence excitation anisotropy
spectra were measured in an isotropic polystyrene film during
measurement. The fluorescence lifetimes of all the compounds
were measured with the excitation at 460 nm and emission at
600 nm by means of a time-correlated single photon counting
(TCSPC) apparatus with an instrument response function
(IRF) of about 200 ps. The concentration of the samples for
fluorescence quantum yield and fluorescence decay measure-
ments was maintained to keep the optical density below 0.1 at
the excitation wavelength in a 10 mm cuvette in order to
minimize the self-absorption effect.
2.3. Two-Photon Excitation Measurements. Two-

photon excited fluorescence (TPEF) were performed using a
femtosecond pulsed laser (120 fs, 76 MHz, 710−950 nm) from
a Ti:Sapphire laser (Mira-900F, Coherent, USA) pumped by a
continuous wave 532 nm laser (Verdi-5, Coherent, USA). The
TPEF was collected with a 90° geometry and recorded with a
liquid nitrogen cooled CCD detector (Jobin Yvon, CCD-3000
V) attached to a spectrophotometer (Jobin Yvon TRIAX 320).
The two-photon absorption (2PA) cross-sections (δ) of

samples were obtained following the method described in
refs 33 and 35−37 by the use of the eq 2:

δ
η
η

δ=
Φ
Φ

S C
S Cs

s r r r

r s s s
r

(2)

where Φ and S, represent the collection efficiency of the optical
system and integrated intensity of the TPEF, respectively. C
stands for the sample concentration and η for the fluorescence
quantum yield. Subscripts s and r refer to sample and reference,
respectively. Rhodamine B in methanol was used as reference,35

and the appropriate solvent-related refractive index correction
for the quantum yield was also made. Sample solutions 1 ×
10−4 M in toluene for all compounds were used in two photon
experiments. The TPA spectra were measured every 10 nm
stepped from 710 to 950 nm. The laser power was kept the
same at different wavelengths during the TPEF measurements,
where the quadratic dependence of the fluorescence intensity
on the excitation intensity was verified for each data point. The
sample solution was kept in a flow cell (10 mm path length) in
which saturation or photodegradation did not occur.
Considering the different pulse widths ranging from 120 to
150 fs within 710−950 nm and the possible concentration
uncertainty during sample solution preparation, the exper-
imental uncertainty did not exceed ±10%.

3. THEORETICAL METHODS
3.1. Frenkel Exciton Model. In this work, we use the

Frenkel exciton model to analyze the transition dipole
moments of multibranched quadrupolar chromophores 2−5
together with their single-branched counterpart chromophore
1.38−41 This model has been successfully applied to multi-
branched chromophores systems,25,26,42−44 which assumes an
electrostatic interaction between monomers, and the inter-

Scheme 2. Schematic Electronic Level Diagrams within the Excitonic Model for (a) a Monomer Quadrupole (D−A−D), (b) a
V-Shaped Dimer Comprising Two Quadrupolar Branches (D(−A−D)2, C2 Symmetry), and (C) a Branched Structure Obtained
by Grafting Three Quadrupoles (D(−A−D)3, C3h Symmetry)a

a|0mq⟩ denotes the ground state, and |nmq⟩ (n = 1,2, ..., 6) represents the nth excited state, where m = 1,2,3 is used to make a distinction among
different structures with 1, 2, and 3 branches. V (V2q, V′2q, V3q and V′3q) denotes the interbranch coupling for the lowest excited state, and the
subscript q represents quadrupolar chromophore. The coordinate (x, y, and z) is also shown for recognizing the transition dipole moment direction.
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action is small compared to the typical energy gaps between
electronic states. The energy level splittings of the excitonic
states caused by the coupling between the branches are shown
in Scheme 2.
In the Frenkel exciton model, the direction of molecular

transition dipole moment depends on the interbranch coupling
and the charge delocalization.35 For the single quadrupole
molecule of chromophore 1 with linear quadrupolar geometry,
the transition dipole moments of the first and second excited
states (|11q⟩ and |21q⟩) are both in the direction of the long axis
of the molecule (shown in Scheme 2). This situation changes
when another branch is attached on the donor group to
generate a V-shaped chromophore 2. The original excited states
|11q⟩ and |21q⟩ split into two new excited states, |12q⟩, |22q⟩ and |
32q⟩, |42q⟩, respectively. The transition dipole moments also
changed in both amplitude and direction. Given the coordinate
axes as shown in Scheme 2, if the ground state is neutral, the
transition dipole moment from ground state to state |12q⟩ is
along the x axis, while the transition dipole moment from
ground state to state |22q⟩ is along the y axis. Meanwhile,
though the directions of transition dipole moments from
ground state to states |32q⟩ and |42q⟩ are different from each
other, they both contain components from both x and y
directions. In the case of three-branched molecules with C3h

symmetry, for example, chromophores 3, 4, and 5, group theory
and the Gram−Schmidt orthogonalization procedure can be
used to describe the excited states shown in Table S2
(Supporting Information) and the coupling among different
branches.45 With the C3h symmetry, from the interaction
between three single-quadrupolar branches, the lowest excited
state (|11q⟩ of the single branch is then split into three states,
where two degenerated lower excited states (|13q⟩ = (2|1q(a)⟩ −
|1q(b)⟩ − |1q(c)⟩)/√6 and |23q⟩ = (|1q(b)⟩ − |1q(c)⟩)/√2) and
one higher excited state (|33q⟩ = (|1q(a)⟩ + |1q(b)⟩ + |1q(c)⟩)/√3)
are obtained. The state |33q⟩ has the same C3h symmetry as the
ground state. When the ground state is neutral, the orientation
of transition dipole moment from ground state to |13q⟩ and |
23q⟩ are along the x and y axes, respectively, while the transition
dipole moment from ground state to the state |33q⟩ is zero.
However, the thermal motion and structural disorder could
break the C3h symmetry of these chromophores, resulting in
small transition probability from ground state to the state |33q⟩.
Similarly, the higher excited state |21q⟩ in the single branch is
also split into three new states: (|43q⟩, |53q⟩, and |63q⟩) with the
interaction between three single-quadrupolar branches as
shown in Scheme 2. Interestingly, the energy of two
degenerated states (|53q⟩ and |63q⟩) is higher than that of
nondegenerate state |43q⟩.
3.2. Calculation of Two-Photon Absorption. In the

single-beamlinearly polarized one color (the angular frequency
of ω) 2PA process, the time-dependent wave equation is

̂ Ψ = ℏ ∂Ψ ∂H i t( / ) (3)

where the Hamiltonian operator can be written as

μ λω ω̂ = ̂ − · = ̂ − | | ·H H t H e tE E Rcos ( ) cos0 0 0 0 (4)

where μ is the electronic transition dipole moment, e is the
elementary charge, and R is the corresponding spatial vector, λ
is the polarization vector of the radiation, and E0 is the
amplitude vectors of incident sinusoidal electric fields.

According to the perturbation method, the second order
probability and the rate of the transition from the initial state i
to the final state f in the 2PA process are given by46
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On the basis of the Born−Oppenheimer (BO) approx-
imation, the expression of the molecular wave function and the
transition moment can be written as

Ψ = ΦΘiv i iv (7)

μ μ μ μ| | = ⟨Ψ | |Ψ ⟩ = ⟨Θ |⟨Φ | |Φ⟩|Θ ⟩ = ⟨Θ | |Θ ⟩′ ′ ′ ′fv iv fv iv fv f i iv fv fi iv

(8)

where v is the vibrational state of electronic state i and v′ is that
of f.
When the vibrational states v, v′, and v″ are taken into

account, the expression of the transition rate can be rewritten as

∑ ∑ω π ω

ω ω γ
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where
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and Piv is the Boltzmann distribution factor, and D(ωf v′,iv −
2ω,γf v′,iv) represents the Lorentzian-shape function.
When we neglect the effect of the small vibrational

displacement on transition dipole moments and exciting
energy,

μ μ≅ (0)fi fi (11)

ω ω≅″mv iv mi, (12)

we obtain

μ μ μ μ= ⟨Θ | |Θ ⟩ ≅ ⟨Θ | |Θ ⟩ = ⟨Θ |Θ ⟩′ ′ ′ ′(0) (0)fv iv fv fi iv fv fi iv fi fv iv

(13)

and
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So,
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Hereafter, we replace the delta function (δ(ωf v′,iv −
2ω,γf v′,iv)) by the Lorentzian function (D(ωf v′,iv − 2ω,γf v′,iv));
to simplifying, we shall also replace μfm(0) and μmi(0) by μfm
and μmi. The expression of the rate of the transition can be
rewritten as
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where Mif(ω) denotes the two-photon transition strength
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Here, the term
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is a transformation two-photon transition matrix element
tensor, which projects the transition dipole moments from
the molecular frame (x, y, and z) onto the laboratory frame (X,
Y, and Z) through the transformation matrixes ξAas. In eq 15,
the vibrational levels are not included in the calculation,
assuming that the energy gap between the electronic states is
much larger than that between the pure vibrational states, i.e.,
the Placzek approximation. Taking the orientational average on
the square of the transformation matrix element yields47−49
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It follows that, in the low-temperature case, the orientation-
averaged 2PA transition rate can be written as
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The corresponding 2PA cross-section becomes
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where I is the light intensity

π
= | |I

c
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8 0
2

(22)

3.3. Computational Methods. In this article, the Becke’s
three-parameter exchange functional in combination with the
LYP correlation functional (B3LYP) and the standard 6-
31G(d,p) basis set were used to optimize the ground state
molecular equilibrium geometry. Then, the excited states were
calculated using both TD-DFT (TD-BPE0/6-31G(d,p)) and
ZINDO method based on the B3LYP optimized ground state
molecular. The UV−vis spectra were calculated using the
transition dipole moment from the ground state to the excited
state obtained from both TD-BPE0 and ZINDO method
calculations. Since the transition dipole moments between
excited states could not be obtained by TD-BPE0 calculation,
2PA properties were calculated with ZINDO calculation. The
excited-state properties of the five molecules (chromophores 1
to 5) were characterized and investigated with the three-
dimensional cube representation of the charge difference
density (CDD),33,50−52 which shows the distribution of net
change in electron and hole densities as a result of the
electronic transitions and the orientation of the possible ICT
states. All computations were performed with the Gaussian03
program package.53

4. RESULTS AND DISCUSSION
4.1. UV−Vis Absorption and Fluorescence Spectra.

The major building blocks of chromophores 1−5 are the
electron-donating (D) triphenylamine and the accepting (A)
benzothiadiazole moieties. All the chromophores 1−5 show
two intense absorption bands in the near-UV in the region of
300−400 nm and visible spectral regions from 450 to 600 nm
(shown in Figure 1), corresponding to the transitions from
ground state to the higher excited states and low-lying ICT
states, respectively.12,28,54−56 It is found that the increase of
quadrupolar unit branches in the molecules leads to a slight
red-shift of both the absorption and emission bands (Figure 1).
This is an indication of interactions between the moieties,
resulting in charge redistribution and extended delocaliza-
tion.31,57 From the line shape of the observed absorption, it is
found that the interaction between branches are not so
significant to split the low-lying ICT absorption band.
The absorption and emission spectra of chromophore 4 are

significantly red-shifted from the other chromophores. This is
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analogous to the phenomena reported by Nicolle et. al,57 where
the introduction of a CC bond in chromophore 4 leads to a
larger red shift and absorption enhancement, compared to that
of C−C in chromophore 3 and CC in chromophore 5. For
chromophore 4, both the absorption and emission of low-lying
ICT band exhibit a red shift of 30 and 13 nm with respect to
the chromophore 3, respectively, whereas, chromophore 5
exhibits only a small red shift of the low-lying ICT states
absorption band with respect to the chromophore 3.
Surprisingly, the emission of chromophore 5 shows a slight
blue shift compared to that of chromophore 3. The explanation
for the unusual phenomena in chromophore 5 is that the sp
and sp2 hybridization of the ethynyl results in poorer π-orbital
overlap and mismatched orbital energy.18 In addition, as a π-
spacer, CC introduces more π electrons to the delocalized
system than CC does, but because of the absence of steric
hindrance and the very low rotational barrier about 0.9 kcal/
mol per cylindrical triple bond, the twisting about the
cylindrical triple bond in chromophore 5 interrupts the
conjugation around CC on the planarity of the conjugated
system, resulting in a relatively higher ICT state energy
compared to the large conjugation through CC with lower
ICT state energy level, correspondingly.10,14,58 Furthermore,
unlike CC and C−C with low rotational barriers, the rigid
CC conjugates the linear structure of branches at a certain
degree, thereby increasing the electrostatic coupling between
the dipolar branches.26 This may be another reason for the
larger spectral red shift observed in chromophore 4. Goodson
et al. also showed that, for the D−π−A−π−D structure,
replacement of a single bond by a double bond led to a larger
red shift both in absorption and fluorescence than that by triple
bond,18,54,59 which is consistent with our experimental results.
Moreover, similar phenomenon has also been observed in our
previous study in which the branched chromophore, which
formed by a simple unconjugated combination of two or three
D−π−A−π−D moieties, showed only very small alteration in
spectral features compared to the monomers,12,28 whereas the
chromophore formed by conjugated moieties, which have π
bridge linkers, usually have a remarkable delocalized ICT state,
and therefore, significantly different spectral features from those
of isolated moieties.12,28 As the shift of the absorption and
emission band is not significant except for chromophore 4, we
conclude that, in chromophores 1, 2, 3, and 5, the linkage of
moieties do not conjugate well with the branched moieties, and
each moiety keeps its original electronic state feature partly.
The spectral parameters of chromophores 1−5 are summarized
in Table 1. More details on calculated spectral parameters of
chromophores 1−5 are listed in Table S1 (see Supporting

Information). It is found that the calculated energy gaps for all
the compounds are very close to the experimental values
obtained from the UV−vis absorption spectra (see Figure 1).
The slight discrepancy between the calculated and experimental
values results from the solvation effects, which are not
accounted for in the gas-phase calculations.

4.2. Solvation Effects. In order to understand the solvent
effects on the nature of optical excitations and the degree of
ICT as well as polar nature of the excited state for the
compounds 1−5, we correlate the Stokes shift in a series of
solvents. Chromophores 1−5 show a nearly identical response
on solvent polarity, i.e., absorption spectra exhibits less
dependence on solvent alteration, on the contrary, fluorescence
shows a remarkable red-shift upon increasing solvent polarity.
Figure 2a shows the normalized absorption and emission
spectra of chromophore 3 in different polar solvents. Stokes
shifts increase with increasing solvent polarity, which is
consistent with the stabilization of the polar excited states
(CT states) by the polar solvents. The obvious absorption
change around 350 nm in methanol is probably due to the
specific interaction between the solute chromophore and the
solvent molecule because methanol is the only protic solvent
among the solvents used here.62

Furthermore, the solvatochromic behavior of the chromo-
phores follows the Lippert−Mataga relationship:63

ν ν ν μΔ = ̃ − ̃ = Δ Δ +
hca

f
2

constabs em

2

3 (23)

where ν̃abs and ν̃em are the wavenumbers of the absorption and
fluorescence maxima, h is the Planck’s constant, c is the speed
of light, a is the radius of the solute spherical cavity, and Δf is
the orientational polarizability of solvent, which can be defined
as

ε
ε

Δ = −
+

− −
+

f
n
n
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Figure 1. Normalized absorption and fluorescence spectra of
chromophores 1−5 in toluene.

Table 1. Photophysical Data of Chromophores 1−5a

photophysical data 1 2 3 4 5

λabs (nm) 485 494 500 528 502
λem (nm) 592 601 602 614 597
λ1,0
ZINDO (nm) 484 489 490 503 519
μ1,0
ZINDO (D) 7.9 9.9 9.9 11.2 11.9

λ1,0
TD‑DFT (nm) 571 602 609 653 622
μ1,0
TD‑DFT (D) 10.4 13.3 12.7 15.9 15.9

τem (ns) 6.7 6.3 6.6 3.4 5.2
slope (cm−1) 6685 5965 6271 5952 7419
a0 (Å) 7.03 8.06 8.39 8.82 9.16
Δμ (D) 15.3 17.7 19.4 20.3 23.9

aλabs and λem are absorption and emission wavelengths measured in
toluene, respectively. λ1,0

ZINDO and λ1,0
TD‑DFT are calculated absorption

wavelengths for transitions from the ground state to the first excited
state by using ZINDO and TD-DFT methods, respectively, while
μ1,0
ZINDO and μ1,0

TD‑DFT are the corresponding amplitudes of the transition
dipole moments. τem is the fluorescence lifetime, excited at 465 nm and
detected at 600 nm. Slope is obtained from Figure 2 by fitting the
Lippert−Mataga relationship between the experimental results of
Stokes shift and the orientational polarizability of solvents. The
Onsager cavity radii (a0) was estimated from quantum chemical
calculation by using DFT method under the B3LYP/6-31 g**
level.60,61 Δμ is the difference between the excited state and ground
state dipole moments. The positive Δμ means that the dipole moment
of the emitted state is larger than that of the ground state.
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where ε is the dielectric constant, and n is the refractive index of
the solvent.
Figure 2b shows the Lippert-−Mataga relationship between

the experimental results of Stokes shift and the orientational
polarizability of solvents. It is found that solvent polarity-
dependent Stokes shifts of all the five chromophores show
nearly identical behaviors. Chromophore 4 strays away a little,
indicating stronger branch interaction in chromophore 4. To
quantitatively determine the polarity of the excited ICT state,
we also examined the dipole moment change (Δμ) between the
excited state and ground state dipole moments based on the
eqs 23 and 24 (as shown in Table 1).
4.3. Transition Dipole Moment and Excited-State

Localization. From the normalized absorption spectrum and
fluorescence spectrum shown above, it seems that multi-
branched compounds with quadrupolar D−π−A−π−D struc-
ture have almost identical spectral features with those of the
monomer counterpart.12,18,27,28,34 Excited state energy redis-
tribution among the branches is thought to be a common
feature in interacting multibranched systems studied here. One
of the important interactions of the redistribution is excitation
delocalization/localization; the strength of interaction depends
on the molecular structure with positions of donor/acceptors.
Both symmetry-breaking phenomena in excited state (caused
by vibrational relaxation and solvation) and disorder-induced
symmetry lowering (caused by ground state solute−solvent
interaction) have been reported to contribute to the excitation
localization.25−27,42−44,64,65 In order to track down the excited
state energy redistribution and the interbranch interaction of
the multibranched molecules, it is instructive to determine the
direction of molecular transition dipole moment and polar-
ization of the spectrum.

TD-DFT calculations could provide us the theoretical
prediction of the features of these excited states and the
transition dipole moments from the ground state to excited
states. The calculated intramolecular charge-transfer (ICT)
nature of the electronic transitions from the ground state to the
lowest excited states are clearly illustrated in Table S2
(Supporting Information) by the charge difference density
(CDD) patterns. In these transitions, charge density shifts
mostly from the electron-donating (D) triphenylamine moieties
to the accepting (A) benzothiadiazole moieties. The quad-
rupolar feature of chromophore 1 is clearly shown in Table S2a
(Supporting Information). Chromophore 1 has two wide
separated ICT states (high-energy ICT state |21q⟩ and low-
energy ICT state |11q⟩) in the broad region above 400 nm,
similar to our previous results,12 where the energy transfer
occurs from high-energy ICT to the low-energy ICT states.
According to the Frenkel exciton model, the excited states of
multibranched molecules can be constructed from these two
ICT states of chromophore 1. For example, in two-branched
chromophore 2, |11q⟩ is split into |12q⟩ and |22q⟩, and |21q⟩ is
split into |32q⟩ and |42q⟩; while in three-branched chromo-
phores, |11q⟩ is split into |13q⟩, |23q⟩, and |33q⟩, and |21q⟩ is split
into |43q⟩, |53q⟩, and |63q⟩ (see Scheme 2). The relevant
expressions of excited states of multibranched molecules are
listed in Table S2 (Supporting Information). The predictions
of the Frenkel exciton model are in qualitative agreement with
the CDD patterns, the location of the excited states, and the
direction of transition dipole moments calculated from TD-
DFT.

4.4. Fluorescence Excitation Anisotropy Spectra. From
the CDD pattern as discussed in the previous sections, it is
found that, for the low-energy ICT states, triphenylamine core,
where the holes are mainly located after excitation, is the most

Figure 2. Solvatochromic behavior of chromophore 3 in different solvents (a) and Lippert−Mataga correlations for chromophores 1−5 between the
Stokes shifts and solvent polarities (b).

Figure 3. Fluorescence excitation anisotropy spectra (solid lines) of chromophores 1−3 (a) and 3−4 (b) in polystyrene film measured by
monitoring the emission at 620 nm. Normalized absorption spectra (dashed lines) are also shown for comparison.
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active donor; while for high-energy ICT states, triphenylamine
at the end of each branch is more active. Thus, by measuring
the fluorescence excitation anisotropy spectra, we could figure
out the model of the excited state progression between the
high-energy and low-energy ICT states. It is found that, when
the multibranched chromophores 2−5 were excited to the
high-energy ICT states, the electron transfers from the end of
each branch to the triphenylamine core are prior to the
fluorescence emission.
Fluorescence excitation anisotropy spectra provided us a

measuring result of the angle between the absorption and
emission transition dipole moments. We performed fluores-
cence excitation anisotropy measurements of the five
compounds in an isotropic polystyrene film at room temper-
ature, in order to avoid the fast rotation of molecules during
excitation and fluorescence. Figure 3 shows the excitation
anisotropy spectra of chromophores 1−5 measured by
monitoring the emission from the lowest ICT state at 620
nm. For comparison, normalized absorption spectra of
chromophores 1−5 in toluene are also shown.
As shown in Figure 3, the fluorescence excitation anisotropy

spectra of chromophores 1−5 show qualitatively different
behavior. Herein, we pay more attention to the anisotropy of
the high-energy and low-energy ICT bands that dominate the
fluorescence properties. The anisotropy of chromophore 1 is
relatively constant in the range of low-energy ICT state from
450 to 550 nm with the value of r = 0.35, close to the
theoretical maximum of 0.4. This is in accordance with the
character of linear chromophores that have collinear transition
moments for the absorption and emission.66−68 Furthermore,
the angle between absorption and emission transition moment
can be approximately calculated using eq 25:66,67

β= −⎛
⎝⎜

⎞
⎠⎟r

2
5

3 cos 1
2

2

(25)

In vitrified PS film, the molecule rotational diffusion was
ruled out, thus a larger angle between the absorption and
emission transition moment indicates a substantial redistrib-
ution of the excitation energy prior to emission.34,59

For chromophore 1, r = 0.35 corresponds to the β = 17°
between the absorption and emission dipoles. Since there is no
interbranch interaction in chromophore 1, this small angle
between absorption and emission transition moment (β = 17°)
represents the molecular structure distortion caused by
disorder.
As discussed in the previous section, there are two different

ICT excited states (high-energy (|21q⟩) and low-energy (|11q⟩)
ICT states) located at different excitation wavelengths in the
region from 400 to 600 nm. However, the transition dipole
moments from ground state to |11q⟩ or |21q⟩ are in different
directions because the donor and two acceptor groups are not
strictly straight as shown in Scheme 2. The angle between the
transition dipole moments from the ground state to |11q⟩ and |
21q⟩ is around 28° (corresponding to an anisotropy value of r ≈
0.27 at 420 nm). When chromophore 1 is excited at 420 nm
from the ground state to |21q⟩ where the high-energy ICT band
is located, the energy was immediately transferred to the low-
energy ICT state (|11q⟩) from |21q⟩ before the emission, leading
to a decreased anisotropy value, while a low anisotropy value of
about 0.27 is observed around 420 nm for chromophore 1 as
shown in Figure 3a.

For chromophores 2 and 3 as shown in Figure 3a, the
anisotropy value r of about 0.13 is observed at the high-energy
ICT side around 420−440 nm, corresponding to the
displacement angle of β ≈ 43°, which is much larger than
∼27° of the monomer chromophore 1 in the same wavelength
region. The anisotropy value gradually increases as the
excitation energy decreases and then reaches an anisotropy
larger than 0.30 around 550 nm in the low energy ICT region.
This indicates that significant redistribution of the excitation
energy among the split high-energy and low-energy ICT states
occurs in chromophores 2 and 3, respectively, prior to
emission. Since the depolarization of the emission through
rotational diffusion of molecules itself is strongly suppressed by
the dry polystyrene film, an intramolecular excitation energy
transfer mechanism from high-energy to low-energy ICT states
should be involved in explaining the observed depolariza-
tion.12,33,66,69,70

By taking a closer look at the anisotropy spectra of
chromophores 2 and 3 from Figure 3a, it is found that,
similarly with chromophore 1, anisotropy values are relatively
low in the region from 400 to 440 nm. As shown in Scheme 2
and Table S2 (Supporting Information), in this region, the
second excited state |21q⟩ is split into |32q⟩ and |42q⟩ for
chromophore 2, and into |43q⟩, |53q⟩, and |63q⟩ for chromophore
3. |32q⟩ and |42q⟩ are perpendicular to each other, and |43q⟩, |
53q⟩, and |63q⟩ are vertical to each other. Thus, as a result of the
excited state splitting, anisotropy values of chromophores 2 and
3 (0.12 and 0.14) are even lower than that of chromophore 1
when energy transfer occurs from the high energy ICT state
around 400 nm to low energy ICT state around 550 nm.
Furthermore, in the region above 450 nm, as shown in Figure 3,
it is found that the anisotropy value of chromophore 2 increases
faster with the increasing excitation wavelengths than that of
chromophore 3. It is reasonable that, the first excited state |11q⟩
is split into |12q⟩ and |22q⟩ for chromophore 2, and into |13q⟩, |
23q⟩, and |33q⟩ for chromophore 3 with orthogonal transition
dipole moments with respect to each other from the ground
state (shown in Scheme 2). Therefore, as the excitation energy
decreases, the lowest |12q⟩ state mainly contributes to the
absorption spectra as the final emission state, the anisotropy
value of chromophore 2 increase quickly since energy transfer
only occurs between two low-energy ICT states. Since
chromophore 3 has a different symmetry character from
chromophore 2, the energies of the degenerate lowest excited
states of chromophore 3, |13q⟩ and |23q⟩ are slightly different
because of the disorder and steric effects, the energy transfer
occurs between three split ICT states in the low-energy ICT
region. Therefore, the anisotropy value increases slowly with
increasing excitation wavelength. Therefore, from 450 to 520
nm, unlike the fast increase in anisotropy of chromophore 2,
the anisotropy value of chromophore 3 remains low (∼0.13)
before the final emission state. Anyway, the energy levels of |
13q⟩ and |23q⟩ are not fully degenerated because the disorder-
induced symmetry-breaking of the molecule in solution further
lowers the excitation energy of |13q⟩ and makes it as the final
emission state of the absorption at the red edge of the
absorption (above 520 nm). Therefore, the anisotropy value of
chromophore 3 finally increases above 520 nm up to 0.35.
Furthermore, as shown in Figure 3b, it is also found that there
are some differences in the anisotropy values for chromophores
3, 4, and 5 in the region 400−450 nm, where the absorption at
400−450 nm results from the high-energy ICT states of the
chromophores 3−5. The angle between transition dipole
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moments from the ground state to the low-energy ICT states
and those from the ground state to the high-energy ICT states
determines the anisotropy value of in this region.
Similar to chromophore 3, chromophores 4 and 5 are also of

three quadrupolar excitons with C3h symmetry. The anisotropy
spectra of them are generally similar to that of chromophore 3
(as shown in Figure 3b). They all have low anisotropy value in
the region of the local excited (LE) states. In the regions below
400 nm, chromophores 3−5 even have almost the same
anisotropy value. However, the difference of the anisotropy
values between chromophores 3−5 in the region of 400−510
nm is noticeable. Chromophore 4 has the highest anisotropy
value of the three chromophores, while chromophores 3 and 5
show the lower anisotropy values. The observed difference in
anisotropy results from the torsional disorder and symmetry of
the structures of these branched chromophores, which lead to
the nondegenerate energy levels.27,44,71 The energy transfer
then occurs among these nondegenerated ICT states, which
results in a large decrease of anisotropy value during energy
transfer.
By taking a closer look at the CDD patterns of multi-

branched chromophores (chromophores 2−5) as listed in
Table S2 (Supporting Information), it is found that, for the
high-energy ICT states, the excitation is mostly attributed to
the electron-transfer from triphenylamine moieties at the end of
each branch to the benzothiadiazole moieties, whereas for the
low-energy ICT states, the excitation is mostly attributed to the
electron-transfer from triphenylamine core to the benzothia-
diazole moieties. Therefore, for low-energy ICT states,
triphenylamine core is the most active donor, the through-
bond interaction between branches via the triphenylamine core
are strong, and the CDD distribution on each branch shows
high symmetry with the overall molecule charge distribution.
On the contrary, for high-energy ICT states, triphenylamines at
the end of each branch are more active, and the connection
between branches are interrupted, and the charge transfer states
are located within each branch, unlike that of low-energy ICT
states with the distribution of the electrons over all branched
molecules; thus, CDD distribution at each branch is distributed
unequally. The obvious evidence for the difference between
low- and high-energy ICT states is clearly seen in the CDD
pattern of chromophore 2 in Table S2b (Supporting
Information).
Regarding three-branched chromophores such as chromo-

phores 3−5 with ideal C3h symmetry, the interaction among
branches should be very strong, and charge transfer after
excitation among branches is highly delocalized. In this case,
the CDD distribution on each branch would agree very well
with the expressions of the C3h symmetry Frenkel exciton
model for low-energy ICT states

| ⟩ = | ⟩ − | ⟩1
1
2

( 1 1 )3q q(b) q(c)

| ⟩ = | ⟩ − | ⟩ − | ⟩2
1
6

(2 1 1 1 )3q q(a) q(b) q(c)
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For chromophores 3−5, the connection of benzothiadiazole
to triphenylamine at the end of the branches are identical, while
the linkage of benzothiadiazole and the triphenylamine core are
different. Comparing the difference in structures between
chromophores 3−5, the effect of through-bond interaction on
the excited state features could be evaluated by considering the
conjugation of π-linkers.
The significant red-shift of the absorption band in

chromophore 4 spectra indicates that the interbranch
interaction is strong. As the sizes of chromophores 3−5 are
almost the same and the distance between the branches are
similar in all of these molecules, the obviously strong
interbranch interaction of chromophore 4 is attributed to the
through-bond interaction caused by rigid CC linkage.
Because of the rigid and conjugated CC in chromophore

4, charge redistribution among branches is very efficient. Both
the low-energy ICT states and the high-energy ICT states have
similar delocalization features, and the CDD distribution at
each branch agrees very well with the expressions of the high
C3h symmetry Frankel exciton model (see Table S2d in
Supporting Information). Thus, the orientations of the
transition dipole moments from the ground state to low-
energy ICT states and that from the ground state to high-
energy ICT states are almost the same with the angle between
them about ∼6.9° from the calculated results, but two
orthogonally polarized degenerate excited states, whose
degeneracy is slightly removed because of structure disorder
and solvation, leading to a large anisotropy plateau value in the
high-energy ICT side, and an almost plateau anisotropy
spectrum of chromophore 4 from 400 to 550 nm is observed
as shown in Figure 3b.
On the contrary, if the conjugation of the triphenylamine

core and three branches are interrupted, the C3h symmetry
feature of the excited states would easily be broken. In
chromophore 3, C−C between triphenylamine and benzothia-
diazole is twisted by the steric effect. As a result, the CDD
distribution of both low- and high-energy ICT states do not
agree with the expressions of the C3h symmetry Frenkel exciton
model (see Table S2c in Supporting Information). When the
excitation is localized in a certain branch (or two branches), the
angles between transition dipole moments from the ground
state to the low-energy ICT states and those from the ground
state to the high-energy ICT states are estimated to be ∼19.3°.
As a result, the excitation is efficiently localized, together with
degeneracy of the two orthogonally polarized degenerate
excited states strongly removed because of structure disorder
and solvation,26 leading to the decreased anisotropy value in the
high-energy ICT side as shown in Figure 3.13,66

Regarding chromophore 5, conjugation among the triphenyl-
amine core and three branches through CC do exist, but it is
not as strong as that in chromophore 4 because of the small
twisting barrier of the CC bond.10,58 Therefore, in
chromophore 5, for low-energy ICT states, triphenylamine
core is more active, charge is partially distributed overall
molecule, and the CDD distribution at each branch agrees with
C3h symmetry Frenkel exciton model expressions (see Table
S2e in Supporting Information), while for high-energy ICT
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states, triphenylamine core is not that active, charge
redistribution is partially restricted, and the CDD distribution
is slightly different from the expressions of an ideal C3h
symmetry Frenkel exciton model. The angle between transition
dipole moments from the ground state to the low-energy ICT
states and those from the ground state to the high-energy ICT
states is estimated about ∼19.3°. However, it has been found in
our previous studies that the twisting barrier around CC is
too low to maintain the relatively strong conjugation10,58 and
that the C3h symmetry is easily broken in chromophore 5 and
the degeneracy of the two orthogonally polarized degenerate
excited states are largely removed, which leads to the decreased
anisotropy value as shown in Figure 3b.
4.5. Two-Photon Absorption. According to measured

absorption spectra (as shown in Figure 1) and the TD-DFT
calculation results (see Table S1 in Supporting Information) for
all the studied chromophores, the one-photon absorptions
(1PA) of the low-energy ICT states have strong oscillator
intensities with large oscillator strengths, whereas the one-
photon absorptions (1PA) of the high-energy ICT states is very
weak with small oscillator intensity and is hidden in the broad
and strong absorptions of low-energy ICT states. Hence, the
optical properties of the high-energy ICT states are therefore
difficult to be identified from 1PA measurements because of the
very weak 1PA absorption. Although the position of high-
energy ICT states could be roughly evaluated by fluorescence
excitation anisotropy spectra discussed above, as the comple-
mentary measurement of 1PA property, two-photon absorption
measurements are better suited to determine the detailed
spectral properties of the high-energy ICT states.
As described in eq 21, 2PA and 1PA have the same Franck−

Condon factor ∑v′|⟨Θf v′|Θi0⟩|
2; thus, 2PA and 1PA spectra

should have the same vibronic band shape.46,72 Since the
selection rule is different for two-photon absorption from the
one-photon absorption,13,72 two-photon absorption is one of
the most important nonlinear optical properties of organic
charge-transfer molecules, which is strongly dependent on the
molecular structure, such as electron donor and acceptor
features, π-bridge group and length, geometric configuration,
etc.11,73−78 Therefore, 2PA spectrum provides us complemen-
tary information about excited states inaccessible via one-
photon absorption.46

Figure 4 shows the experimental and calculated two-photon
absorption and one-photon absorption spectra of chromo-
phores 1−5. It is found that the strong 1PA absorption band in
the 450−600 nm spectral range is mainly attributed to the
transition from the ground state to the lowest ICT states, where
the one-photon absorption of the high-energy ICT state is very
weak, which is hidden in the strong 1PA spectra of the low-
energy ICT states. Oppositely, the strong absorption band of
2PA spectra in 770−870 nm (385−435 nm in 1PA spectra) is
attributed to the transition from the ground state to the high-
energy ICT states. Because of the limited wavelength region of
the femtosecond laser used in our 2PA experiments, 2PA
spectra related to the low-energy ICT state in the region above
950 nm could not be obtained. The 2PA cross-sections in low-
energy ICT states are much smaller compared to those of high-
energy ICT states as shown by the calculated results of Figure 4
and also reported for other similar multibranched quadrupolar
molecules.25−27,42,44

To fully understand the 2PA properties of the chromophores
1−5, we turn to describe the structure-dependent 2PA spectra
theoretically. Table S1 (Supporting Information) lists all the

calculated 2PA energy levels and 2PA cross-sections of
chromophores 1−5. As mentioned above, the excited states
in the 2PA spectra above 900 nm belong to the lowest ICT
states. According to the eq 21, the expression of the majority
part of the 2PA cross-section for the low-energy ICT states
could be written as δ0→f∝|(μf f − μ00)·μf 0/(ωf 0 − ω)|2 = |μf f −
μ00|

2|μf 0|
2 cos2 α/(ωf 0 − ω)2, where μf 0 is the transition dipole

moment from the ground state (0) to the final state ( f), μf f is
the dipole moment of the final state, α is the angle between (μf f
− μ00) and μf 0, (ωf 0 − ω) is the difference between the
excitation energy of the 0 → f transition and the absorbed
photons. The dipole moments of these low-lying excited states
caused by charge-transfer are the main contributions to the
strength of the absorption. Therefore, in the absorption region
from 900 to 1200 nm, it has also been shown in literatures that
the 2PA cross-section of an acceptor−π−-donor system can be
described even with a simple two-state model involving the
ground (0) and the low-energy ICT state ( f) without a
substantial loss of accuracy.71

For chromophore 1, expression for the main part of the 2PA
cross-sections for the lowest ICT state in the region above 900
nm could be written as δ0→1∝|(μ11 − μ00)·μ10/(ω10 − ω)|2.
With the quadruple structure of chromophore 1, the major
donor groups of these low-energy ICT states are the
triphenylamine cores, and the acceptor groups are all
benzothiadiazole groups in the middle of the branch. The
difference of dipole moments (μ11 − μ00) between the ground
state and the excited state becomes small and even approaches
zero in the case of high symmetry of the quadruple
chromophore, leading to a small 2PA cross-section (∼1 GM).
The calculated 2PA cross-sections of the chromophores 1−5
are shown in Figure 4 and Table S1 in Supporting Information.
For multibranched chromophores (chromophores 2−5), the

main contribution terms of the 2PA cross-section of the low-

Figure 4. Two-photon excitation spectra of chromophores 1−5 in
toluene (A) and the calculated two-photon excitation spectra (B) by
using ZINDO methods. Inset of panel B shows the enlarged 2PA
spectra from 850 to 1200 nm. Normalized 1PA spectra are also shown
for comparison.
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energy ICT states in the region above 900 nm includes both
(μ11 − μ00)·μ10/(ω10 − ω) and (μ22 − μ00)·μ20/(ω20 − ω).
Because of the C2 symmetry nature of chromophore 2, these
terms close to 0, therefore, are similar to chromophore 1;
chromophore 2 also has small 2PA cross-sections (for both
chromophore 1 and 2, the calculated 2PA cross-section is less
than 1GM) in the region above 900 nm. However, for 3-
branched chromophores 3−5, not only are (μ11 − μ00) and (μ22
− μ00) much larger than (μ11 − μ00) of the chromophore 1, but
also μ10 and μ20 of C3h chromophores 3−5 are larger than μ10 of
chromophore 1. Therefore, the terms (μ11 − μ00)·μ10/(ω10 −
ω) and (μ22 − μ00)·μ20/(ω20 − ω) of chromophores 3−5
contribute significantly to the 2PA cross-section of low-energy
ICT states (45 GM for chromophore 3, 53 GM for of
chromophore 4, and 47 GM for chromophore 5, respectively).
Furthermore, for chromophores 3−5, the better charge

transfer efficiency the bridge has, the larger |μf f − μ00| is; the
dipole moments (μf f − μ00) and μf 0 are more collinear, and thus
the larger absorption cross-section chromophore could be
obtained. Therefore, in the region of 900−1200 nm,
chromophore 4 has the largest 2PA cross-section (53 GM
(calcd)). When the charge transfer efficiency of the bridge is
not so effective, such as what occurs in chromophores 3 and 5,
the determining factors |μf f − μ00|, |μf 0|, and cos α become
similar. In addition, chromophore 5 has a larger |μf 0| compared
to that of chromophore 3, so chromophore 5 has the second
largest 2PA cross-section (47 GM (calcd)) in low-energy ICT
states.
According to eq 21, the main contribution to the 2PA cross-

section in the region of the 770−870 nm band (corresponding
to the high-energy ICT state region of 1PA from 385 to 435
nm) is from the term μfm·μm0/(ωm0 − ω). In such dominating
contributions, the final excited states ( f) are the C3h
symmetrical high-energy ICT states (shown in Table S2 in
the Supporting Information). The large amplitude of μfm and
μm0 is favorable for 2PA with a large cross-section, and when
the two transitions μfm and μm0 are collinear, μfm·μm0 reaches its
maximum. This particular symmetry of these states guarantees
the colinearity of μfm and μm0 transitions. As the amplitudes of
the transition dipole moments from the ground state to the
lowest lying ICT excited states are very large, these transition
dipole moments play the critical role (as μm0) in dominating
contribution to the large 2PA of the high-energy ICT state. For
all the high-energy ICT states of chromophores 1 to 5, (ωm0 −
ω) within the term μfm·μm0/(ωm0 − ω) is almost the same;
thus, our theoretical calculation results predict that, in
chromophores 1 to 5, to a certain extent, |μm0| values could
decide the 2PA cross-section of the 770−870 nm band.
As shown in Figure 4, the experimental 2PA spectra agrees

well with our theoretical prediction for chromophores 1 to 5,
2PA in the region of 770−870 nm are dominated by
absorption. By comparing chromophores 1−3, we found, that
the coupling of branches increases the transition dipole
moment from the ground state to the lowest lying ICT states,
where, for chromophore 1, |μ10| is 4.08 D, and for chromophore
2, |μ10| and |μ20| are 5.25 and 2.49 D, respectively. For
chromophore 3, both |μ10| and |μ20| are 5.00 D. As the 2PA
cross-section in the region of 770−870 nm is mainly
determined by |μm0|, the calculated 2PA cross-section predicts
a succesive increase of 2PA cross-sections from chromophores
1 to 3 as 982 GM, 2122 GM, and 2468 GM, correspondingly,
while the observed 2PA cross-sections for chromophores 1, 2,
and 3 are 2166 GM, 3591 GM, and 4064 GM, respectively. The

observed 2PA cross-section ratios obtained for σ2/σ1 and σ3/σ1
are 1.66 and 1.88, slightly lower than the theoretical predication
(2.16 and 2.51). Furthermore, the influence of different π
bridge groups on the 2PA could be further investigated by
comparing the computational and experimental data of
chromophores 3−5. The idea that additional π conjugated
spacers promotethe 2PA cross-section is supported by both our
experiment and computational data. It is found that the
introduction of a double- and triple-bond linker in
chromophores 4 and 5 leads to an increase of 2PA cross-
sections relative to the 2PA of chromophore 3 by a factor of
1.29 and 1.72 from experimental and 2.20 and 3.30 from
calculation. The overestimated 2PA cross-section of 3-branched
chromophores might be caused by the neglection of the impact
of solvation on the molecular configurations. The plane
conjugation configuration in vacuum (considered in calcu-
lation) might be broken in solution (experiment).
As shown in Figure 4, not only the absorption maximum at

850 nm (2.9 eV, corresponding to the high-energy ICT states)
but also the shoulder peak at 780 nm (3.2 eV, corresponding to
the low-energy states) are enhanced significantly for
chromophores 4 and 5 as compared with chromophore 3.
This indicates that, when double- and triple-bond linkers are
used between the donor and acceptor, a more pronounced
charge transfer could be obtained, and the transition dipole
moment would be enlarged, leading to the enhanced 2PA. The
enhanced coupling within chromophores 4 or 5 relative to
chromophore 3 is also evidenced from the fluorescence
lifetimes (see Table 1), where the lifetimes are about 3.4 ns
for chromophore 4, 5.2 ns for chromophore 5, and 6.6 ns for
chromophore 3, respectively. The shortened fluorescence
lifetime indicates the stronger coupling between conjugated
branches within chromophores 4 and 5 compared to that in
chromophore 3.

5. CONCLUSIONS
In a series of branched quadrupolar ICT molecules
(chromophores 1−5), there are two typical ICT states, the
low-energy ICT states and high-energy ICT states. For the
high-energy ICT states, the excitation is mostly attributed to
the charge transfer from triphenylamine moieties on the end of
branches to the benzothiadiazole moieties; whereas for the low-
energy ICT states, the excitation was mostly attributed to the
charge transfer from the triphenylamine core to the
benzothiadiazole moieties.
The one-photon UV−vis spectra and fluorescence spectra are

mainly determined by low-energy ICT states. Shifting or
splitting of the spectral band represents the strength of
interbranched interaction. Except for chromophore 4, no
remarkable shifting or splitting in the excited states was
observed in normalized steady-state absorption and fluores-
cence spectra and solvatochromism measurement. The similar
fluorescence and solvation behaviors between monomer and
branched chromophores (dimer and trimer) imply that the
interaction among branches is not strong enough to make a
significant distinction between these molecules because of the
weak interaction and intrinsic structural disorder in branched
molecules.
The directions of transition dipole moments of both low-

energy ICT states and high-energy ICT states could be
predicted by the Frenkel exciton model, which is confirmed by
comparing the results from TD-DFT calculation with
anisotropy fluorescence excitation spectra. When high-energy
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ICT states are excited, electron−hole pair is generated at
triphenylamine moieties at the end of branches, the hole then
transfers to the triphenylamine core before emission because,
once the energy transfer from high-energy to low-energy ICT
states occurred, the anisotropy values of the high-energy ICT
states become relatively lower than that of the low-energy ICT
states.
Furthermore, for the complementary measurement of the

1PA property, 2PA measurements were made to determine the
detailed spectral properties of the high-energy ICT states,
where the 1PA of the high-energy ICT states is very weak and
hidden from the strong 1PA of the low-energy ICT state.
Although both low- and high-energy ICT states are 2PA active,
it is found that 2PA cross-sections of high-energy ICT states are
much larger than those of low-energy ICT states, where the
increased transition dipole moment plays a critical role in the
observed 2PA cross-sections for both low-energy and high-
energy ICT states in the multibranched quadrupolar
chromophores.
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