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[1] Sub-kilometer dynamical downscaling was performed using the Weather Research and
Forecasting (WRF) and Mesoscale Model Version 5 (MM5) models. The models were
configured with horizontal grid spacing ranging from 27 km in the outermost telescoping to
333 m in the innermost domains and verified with observations collected at four 50-m
towers in west-central Nevada during July and December 2007. Moment-based and
spectral verification metrics showed that the performance of WRF was superior to MM5.
The modeling results were more accurate at 50 m than at 10 m AGL. Both models
accurately simulated the mean near-surface wind shear; however, WRF (MM5) generally
overestimated (underestimated) mean wind speeds at these levels. The dispersion errors
were the dominant component of the root-mean square errors. The major weakness of WRF
was the overestimation of the intensity and frequency of strong nocturnal thermally driven
flows and their sub-diurnal scale variability, while the main weaknesses of MM5 were
larger biases, underestimation of the frequency of stronger daytime winds in the
mixed layer and underestimation of the observed spectral kinetic energy of the major
energy-containing motions. Neither of the verification metrics showed systematic
improvement in the models’ accuracy with increasing the horizontal resolution and the
share of dispersion errors increased with increased resolution. However, a profound
improvement in the moment-based accuracy was found for the mean vertical wind shear
and the temporal variability of wind speed, in particular for summer daytime simulations of
the thermally driven flows. The most prominent spectral accuracy improvement among
the primary energy-containing frequency bands was found for both models in the
summertime diurnal periods. Also, the improvement for WRF (MM5) was more (less)
apparent for longer-than-diurnal than for sub-diurnal periods. Finally, the study
shows that at least near-kilometer horizontal grid spacing is necessary for dynamical
downscaling of near-surface wind speed climate over complex terrain; however, some of
the physics options might be less appropriate for grid spacing nearing the scales of the
energy-containing turbulent eddies, i.e., resolutions of several hundred meters. In addition
to the effects of the lower boundary, the accuracy of the lateral boundary conditions of the
parent domains also controls the onset and evolution of the thermally driven flows.
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1. Introduction

[2] The term “downscaling” refers to a methodology
through which coarse gridded data, typically the results of

the global reanalysis or global circulation/climate models, is
refined to provide information for a regional or local inter-
pretation. This is achieved with the use of regional and
mesoscale atmospheric and climate models (‘dynamical
downscaling’), statistical analysis (‘statistical downscaling’)
or a combination of both (‘dynamical-statistical downscal-
ing’). Since it has representations of physical processes,
dynamical downscaling is regarded to be the most accurate
approach among these methods. While computationally
expensive, it has been extensively applied to the regional
assessment of current and future climates using regional
climate models (RCM). The reader is referred to the RCM
overviews by Giorgi [2006] and Intergovernmental Panel
on Climate Change [2007]. In parallel to long-term RCM
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applications, an increasing number of studies employ
mesoscale models at grid spacing of a few kilometers for
analyzing monthly or intraseasonal time scale variability in
regional meteorological phenomena [e.g., Leung et al.,
2006; Lo et al., 2008; Caldwell et al., 2009; Rife et al.,
2010; Trapp et al., 2011] and for studying or mapping of
the historical near-surface wind speed climatology [Žagar
et al., 2006; Jiménez et al., 2010; Hahmann et al., 2010;
Horvath et al., 2011]. Therefore, with ever increasing grid
refinement of regional/mesoscale weather and climate
models, a rigorous assessment of dynamical downscaling at
near-kilometer grid spacing is indispensable to confirm the
higher-resolution modeling benefits as well as for deriving
more accurate longer-term climatology estimates.
[3] The use of dynamical downscaling for the assessment

of near-surface wind climatology is advantageous especially
over complex terrain because atmospheric conditions
resulting from the surface inhomogeneities cannot be well
resolved by the global models. An increasing number of
modeling studies have discussed the benefits of numerical
simulations at near-kilometer grid spacing for realism of
simulated winds over complex terrain regardless of the
choice of a mesoscale model [e.g., Colle and Mass, 1998;
Zängl et al., 2004; Chow et al., 2006; Belušić et al., 2007].
Apart from showing the realism of model solutions in stud-
ies of an individual phenomenon, however, computational
limitations largely constrain attempts for systematic verifi-
cation of mesoscale models at near-kilometer grid spacing
over a longer period of time.
[4] Verification of the mesoscale models’ performance is a

challenging task that seldom has been performed in a unified
approach. It is often considered that the higher the resolution
the more accurate the final result, due to better resolved
lower boundary conditions and flow adaptation when
decreasing the grid spacing. The quantitative benefits of
higher resolution in mesoscale modeling and RCM research,
however, are not necessarily shown by standard moment-
based objective verification [Anthes et al., 1989;Mass et al.,
2002]. For example, small errors in space and time of
otherwise better simulated phenomena from a higher-
resolution model often yield moment-based scores which are
inferior to the scores obtained from the coarse grid model
results [Rife and Davis, 2005]. The challenge of demon-
strating the benefits quantitatively is therefore frequently
studied with other scale-dependent approaches [e.g., Feser,
2006; Rockel et al., 2008]. Nevertheless, a more meaning-
ful moment-based analysis of the model performance could
be achieved not only by verification of distributions, but also
through data clustering prior to the estimation of model errors
as well as by assessing the contribution of phase errors and
biases of the mean and standard deviation to the RMSE
[Takacs, 1985]. Furthermore, a complimentary spectral ver-
ification, formulated quantitatively to facilitate measurable
analysis of model accuracy [Rife et al., 2004], may provide
spectral scale-dependent verification metrics of model per-
formance which is tolerant of phase errors and enable quali-
tative physical insight into the mesoscale model results.
[5] The questions that we are aiming to address in this

study are:
[6] 1. What is the accuracy of the sub-kilometer dynami-

cal downscaling of near-surface wind speed and wind shear

over complex terrain using the WRF and MM5 mesoscale
models?
[7] 2. Does a uniform mesh refinement in mesoscale

models uniformly enhance the accuracy of the near-surface
wind speed estimates, and what is the grid spacing required
for obtaining a reliable estimate of near-surface wind climate
over complex terrain? How equivalent are the moment-
based and spectral verification metrics in assessing the
model’s performance and the potential accuracy improve-
ment with increasing the horizontal resolution?
[8] 3. What are the strengths and weaknesses of dynamical

downscaling using mesoscale models and what are the
rationales and/or hypothesis that can be attributed to the
sources of errors?
[9] The area for dynamical downscaling conducted in this

study is the complex terrain of west-central Nevada in the
proximity of the Sierra Nevada and Inyo Mountain ranges in
the western U.S. In our study we use two mesoscale models,
the WRF and the MM5 models, which are commonly used
for downscaling purposes. The models’ setups include
varying horizontal grid spacing ranging from 27 km in the
outermost domain telescoping to 333 m in the innermost
nests following a parent to nest grid ratio of 1:3. The analysis
covers summer (July) and winter (December) months in
2007. Wind observations collected from the four 50-m
meteorological towers were used for models’ verification.
[10] This paper is organized as follows. Section 2 presents

the observed aspects of wind regimes in west-central
Nevada. Section 3 gives an overview of the models’ setup,
domains, and numerical experiments. The moment-based
and spectral verification of the model results are presented in
section 4, followed by the summary and conclusions in
section 5.

2. Observational Analysis

[11] The area in the vicinity of the eastern slopes of the
Sierra Nevada Mountains has a complex pattern of wind
climate which is governed by a variety of nonlinear and non-
hydrostatic phenomena. Several studies have addressed the
mesoscale phenomena in this region viz., diurnal flows,
downslope windstorms, mesoscale cyclogenesis, and terrain-
induced rotors [Stewart et al., 2002; Cairns and Corey,
2003; Grubišić et al., 2008; Jeglum et al., 2010]. However,
the studies relevant to terrain-induced mesoscale circulations
in west-central Nevada received rather less attention.

2.1. Some Aspects of the Observed Wind Regime

[12] The focal target area in this study is located in west-
central Nevada, �100 km east of the northern tip of the Inyo
Mountain Range of the Sierra Nevada Mountains (Figure 1).
The region is a basin and range province, characterized by
several mostly north-south oriented narrow mountain ran-
ges. Secondary mountain ranges in the area reach elevations
as high as 3000 m, and on average stand about 1500 m over
the surrounding plains. The large-scale terrain tilt is greatest
toward the south. The climate is generally semiarid and the
vegetation is sparse. The land-cover around the stations is
very uniform with isolated bushes up to 1-m height. The
aridity of the region leads to a high Bowen ratio and large
diurnal variations in the sensible heating in the warm part of
the year. Together with the orographic features of the region,
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these properties are highly conducive to the onset and
maintenance of thermally driven diurnal circulations. In
summer, the entire region is typically characterized by deep
and extremely well-mixed daytime convective boundary
layers and a strong stably stratified nocturnal boundary layer
with near-surface inversions [Whiteman, 2000; Stewart
et al., 2002]. In winter, however, the atmospheric pro-
cesses are mainly determined by the passages of frontal
systems coming from the Pacific.
[13] The current observational network of the near-surface

winds and their diurnal variability in Nevada is rather poor,
except for a sparse network of surface stations and a very
few field experiments. Perhaps the most extensive observa-
tional study of diurnal flows in the U.S. Intermountain West
was done by Stewart et al. [2002] in the framework of the
MesoWest network, who studied the climatology of ther-
mally driven wind systems in the region. They suggested
that besides local thermally driven circulations, regional
southwesterly plain-mountain flows driven by regional-scale
heating contrasts are an important component of thermally
driven flows over the arid U.S. Southwest.
[14] The observed wind regime in west-central Nevada as

inferred from the network of four 50-m meteorological
towers (geographical locations shown in Figure 1) for the
period September 2003–March 2008 was documented in
Belu and Koracin [2009]. These towers were equipped with

RM Young 05103 four blade helicoid propeller anem-
ometers at 10 m, 20 m, 30 m, 40 m, and 50 m above ground
level (AGL). Each anemometer was individually calibrated,
with accuracy within �0.3 ms�1 or 1% of the reading. At the
top of the 50-m wind towers two arms with anemometers
were mounted opposite to each other with azimuths of 255�
and 75�. The differences in the mean wind speeds between
the two sensors at the same height were on average much
smaller than the sensor accuracy limit, though individually
they might have occasionally reached the sensor accuracy
limit individually. For example, in July 2007 the mean dif-
ference between the two sensors averaged over all towers
was approximately 0.025 ms�1. Therefore, the average
effect of the wind towers on the data we used for analysis
and verification may be considered small. The data were
collected at 1 Hz frequency, quality controlled and interpo-
lated to fill the missing data (less than 3%). For the analysis
in this paper, we used data from ENE-facing sensor. More
information on quality control is found in Belu and Koracin
[2009].
[15] Two distinctly different seasonal wind regimes during

summer (July 2007) and winter (December 2007) were
chosen for this study. The synoptic setup over the study
region during July 2007 was characterized by a strong
upper-level ridge and southwesterly mean upper-level flow
(Figure 2a) as inferred from the monthly composites of the

Figure 1. Model domains dmn1 (D1, grid spacing 27 km), dmn2 (D2, grid spacing 9 km), dmn3
(D3, grid spacing 3 km), dmn4 (D4, grid spacing 1 km) and three sub-kilometer domains (grid spacing
333 m) as well as the orography of the west-central Nevada and western U.S. as seen by the USGS digital
elevation terrain model at 27 km grid spacing and 1 km grid spacing (inset). Locations of the wind towers
are marked in the sub-kilometer domains by a closed circle (Tonopah) to the south, a closed square (Kingston)
to the north and closed triangles (Luning 5N (at higher elevation) and Luning 7W (at lower elevation)) to
the west.
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North American Regional Reanalysis (NARR) [Mesinger
et al., 2006]. The mean upper-level low was located over
the Gulf of Alaska, and troughs typically passed far north of
the target area. In December 2007, however, the upper-level
mean flow was nearly zonal (or WNW) resulting in occa-
sional cyclone activity across the study region (Figure 2b).
[16] Wind rose measurements at 10 m AGL from four

towers located at Tonopah (TO), Luning 5N (L5), Kingston

(KI) and Luning 7W (L7) in July 2007 are shown in
Figure 3. Station TO is located in nearly flat terrain, stations
KI and L7 in flat-terrain valleys and station L5 on the slope
near the hill-top. The width of valleys is over 20 km for KI
and somewhat less for L7. The overall terrain complexity is
larger in the proximity of L5 and L7 stations, than for KI and
TO. The dominant flow directions at the tower TO which
is located over flat terrain was SSE and at the tower L5

Figure 2. Composite monthly means of the geopotential height and wind vectors at 500 hPa, as inferred
by the North American Regional Reanalysis (NARR) in (a) July and (b) December 2007.

Figure 3. Wind roses at 10 m AGL for (a) Tonopah, (b) Luning 5N, (c) Kingston and (d) Luning 7W
during July 2007.
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which is located on the slope near the hill top was NNW.
The prevailing wind directions at the KI and L7 towers,
both located in valleys, were channeled to along-valley
directions: SSW-NNE and W-E, respectively. The prevail-
ing bi-polar wind direction at these locations shows topo-
graphic channeling and points to a diurnal origin of these
flows. The strongest wind speeds were found at TO and KI,
which also had the highest mean average wind speed during
the analyzed summer month. As shown by Belu and Koracin
[2009], the monthly mean wind speeds are generally found
to be the strongest during late afternoon, and the weakest
during the early morning hours.
[17] Similar prevailing wind directions are also seen in

December 2007 (Figure 4). However, the setting for thermally
driven flows was much less favorable in December. While the
mean wind speed at TO and KI was smaller than in July 2007,
the mean winds at L5 and L7 increased. The resulting wind
directions for stations KI and L7 were in correspondence
with the valley orientations, and the similarity of the domi-
nant wind directions at TO and L5 (SSE-NNW) was likely
related to the orientation of the Sierra Nevada and Inyo
mountain ranges.
[18] The strongest monthly mean wind speeds at 10 m AGL

at these stations were 6.76 at 03 UTC (19 LST) in July and
5.02 ms�1 00 UTC (16 LST) in December 2007. The weakest
monthly mean wind speeds at 10 m AGL were 2.3 at 14 UTC
(6 LST) in July and 2.62 ms�1 at 11 UTC (3 LST) in
December 2007. The transition between the daytime and

nighttime circulation was found to be rather abrupt with no
calm transitional periods. The strongest nocturnal winds were
typically found in the early hours of the night, nearly subse-
quent to the afternoon maxima, giving rise to strong diurnal
variability of both individual wind components and wind
speed values.

2.2. Spectral Analysis of Observed Wind Speed

[19] Spectral density functions are used to study the scale-
dependent properties of the observed wind speed at 10 m
AGL. In July 2007, the measured data from all four analyzed
towers showed a pronounced peak at diurnal periods of
motion (Figure 5a). The spectral density functions of the
diurnal period showed amplitudes an order of magnitude
higher than the individual frequencies corresponding to
synoptic or longer mesoscale motions. The highest diurnal
spectral density was found for the KI tower. In December
2007, the diurnal spectral peak was much weaker, an order
of magnitude smaller than in July (Figure 5b). In contrast,
due to common frontal passages in winter, the spectral
density in the synoptic frequency range was an order of
magnitude stronger in December than in July 2007.
[20] In order to assess the relative strength of circulations

that have diurnal periods compared to the flows of other
periods, we divided the flow regimes following Rife et al.
[2004], into sub-diurnal (SD, 2 h < T < 22 h), diurnal (DI,
22 h < T < 26 h) and longer-than-diurnal (LTD, 26 h < T < 7 d)
periods. First, the spectral density functions were calculated

Figure 4. Wind roses at 10 m AGL for (a) Tonopah, (b) Luning 5N, (c) Kingston and (d) Luning 7W
during December 2007.
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using the Welch [1967] method. Second, the contribution to
the wind speed variance in the chosen frequency band, i.e.,
the spectral kinetic energy of periodic motions associated
with the chosen frequency band, was computed by integrat-
ing the spectral density functions over the given frequency
range (see Appendix A for details). Although our primary
aim was to isolate the strength of diurnal circulations from
longer-than-diurnal and sub-diurnal motions, we note that the
arbitrary selection of associated periods has a few dis-
advantages. First, the exact width of the diurnal band may be
dependent on the technical details of the calculation, such as
de-trending methods, selection of widths and overlapping of
individual data segments. Second, though the wind speed
had primarily diurnally varying amplitude, it is likely that a
part of the energy was projected on the semi-diurnal (12 h)
periods. For example, this can be seen at KI in July 2007
(Figure 5a). However, the analyzed wind characteristics in
the area, especially if averaged over several stations which
was our verification approach, suggested that the energy of
the thermally driven flows in the region of interest was pri-
marily contained in the diurnal range of the spectral density
functions of the wind speed.
[21] The relative values of the horizontally averaged (aver-

aged over all four towers) spectral kinetic energy in different
frequency bands for July and December 2007 are shown in
Table 1. In July, the contributions to the kinetic energy of all
periods of motion were as follows: at 10 m AGL LTD
motions contained 80%, DI motions 15% and SD motions
4%, while at 50 m AGL LTD motions contained 82%, DI
motions 13% and SD motions 4%. Therefore, the strength of
the LTDmotions was somewhat smaller at 10 m AGL than at
50 m AGL, whereas the strength of the DI motions was
somewhat larger at 10 m AGL than at 50 m AGL. This
confirms that the diurnal forcing is larger closer to the
ground. The spectral kinetic energy of the DI and SDmotions
was considerably smaller and equaled 1.5% each in Decem-
ber 2007 in favor of the strength of the LTD motions that
reached 97%. Thus, the spectral kinetic energy of the DI and
SD motions was almost negligible and almost exclusively
contained in the longer-than-diurnal mesoscale and synoptic
motions.

[22] To summarize, regardless of the similar bipolar wind
directions, it is inferred that the underlying physical reasons
for the distribution of wind directions are different. The
summertime wind climate is marked by a strong component
of the local and regional thermally driven diurnal circula-
tions which develop under the quasi-stationary upper-level
ridge and strong insolation contrasts. During wintertime, the
energy of the diurnal flows is negligible, which confirms the
dominant effect of the winter pressure systems and associ-
ated frontal passages; the origin of the bipolar wind direction
is not attributed to the thermally driven circulations, but to
the orientation of the primary mountain ranges in the area.

3. The Modeling Methodology

[23] The mesoscale models used in this study are Penn
State/NCAR Mesoscale Model Version 5 (MM5) [Grell
et al., 1994], and the mass-core Advanced Research version
of the Weather Research and Forecasting model (WRF)
[Skamarock et al., 2008]. Both are non-hydrostatic primitive
equation models that have the terrain-following pressure as
the vertical coordinate [see also Laprise, 1992]. For the
temporal discretization, both models use time-splitting to
maintain the numerical stability; the low frequency modes are
integrated using the second-order accuracy time integration

Figure 5. Spectral density functions at 10 m AGL for stations Tonopah (TO), Luning5N (L5), Kingston
(KI) and Luning7W (L7) during (a) July 2007 and (b) December 2007. Data for Kingston in December
2007 were available only for the first nine days of the month.

Table 1. Horizontally Averaged Percent of Total Spectral Kinetic
Energy in Different Frequency Bands in July and December 2007a

AGL

Percent of Total Spectral Kinetic Energy

July December

LTD DI SD LTD DI SD

10 m 80.3 15.1 4.1 97.0 1.5 1.5
50 m 82.2 13.4 4.4 97.5 1.2 1.3

aPercent of total spectral kinetic energy is calculated by integrating the
spectral density functions of the frequency bands corresponding to periods
t > 26 h (LTD, longer-than-diurnal motions), 22 h < t < 26 h (DI, diurnal
motions) and t < 22 h (SD, sub-diurnal motions). Results are horizontally
averaged over all analyzed stations.
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scheme for MM5 and third-order for WRF. The numerical
discretization is performed on the Arakawa B-grid with a
second-order horizontal advection scheme for MM5 and on
the C-grid with a fifth-order horizontal advection scheme for
WRF.
[24] The models were configured with seven domains;

four of them having horizontal grid spacings 27 km (parent
domain; referred to as ‘dmn1’), 9 km (‘dmn2’), 3 km
(‘dmn3’) and 1 km (‘dmn4’), respectively. Nested into the
1 km gridded domain were 3 domains (here together referred
to as ‘dmn5’) whose horizontal grid spacing is 333 m
(Figure 1). The actual size of the three sub-kilometer
domains ranges from 50 � 50 grid points (16.7 � 16.7 km)
to 70 � 70 grid points (23.3 � 23.3 km). The number of
vertical levels was 37 with the lowest model level set at
approximately 10 m AGL. The following physical para-
meterizations were chosen for WRF and MM5: (i) the
Mellor-Yamada-Janjic scheme (1.5-order turbulence closure
model) to parametrize the turbulence in the planetary
boundary layer [Mellor and Yamada, 1974, 1982; Janjić,
2001] (ii) Kain-Fritsch [Kain and Fritsch, 1993; Kain,
2004] scheme (dmn1 and dmn2 only) to represent convec-
tive processes (iii) Eta surface layer scheme following
Monin-Obhukov similarity theory [Janjić, 1996, 2001]
(iv) the Dudhia [1989] scheme for shortwave radiation and
the Rapid Radiative Transfer Model for longwave radiation
[Mlawer et al., 1997]. For the microphysics, the Reisner type
of explicit microphysics is used in MM5 [Reisner et al.,
1998], while the Thompson microphysics, which is a mod-
ified version of Reisner’s microphysics, is used in WRF
[Thompson et al., 2004]. To simulate the vertical transport of
soil moisture and heat, the Noah land-surface model [Chen
and Dudhia, 2001; Ek et al., 2003] was used in WRF and
a 5-layer slab model in MM5.
[25] The static lower boundary conditions, viz. topogra-

phy and land use, were interpolated from the U.S. Geologi-
cal Survey data sets from an arc resolution of 10′ for dmn1,
5′ for dmn2 and 30″ for all other domains. It should be
mentioned that the terrain height at the tower locations dif-
fers across the domains. The largest differences are found in
dmn1, where the elevations are overestimated by 272 m
(TO), 446 m (KI), 192 m (L5) and 354 m (L7), or 316 m on
average. The average difference is halved in dmn2 (153 m),
further reduced in dmn3 (35 m) and almost nonexistent in
dmn4 and dmn5 (<3 m). This overestimation of terrain
height at the tower locations in the lower-resolution domains
is caused by the proximity of the high and steep orography
of the Inyo and Sierra Mountains to the east, and one should
bear in mind that larger differences are likely to affect the
model verification results.
[26] Initial and boundary conditions were provided by the

three-hourly North American Regional Reanalysis (NARR)
[Mesinger et al., 2006]. The nesting strategy of the modeling
domains was one-way, using a four-point relaxation zone.
The models were initialized daily at 1200 UTC to allow for a
spin-up period of 12 h in the simulation. The output data
were archived with a 60-min frequency. Daily initialization,
although more computationally demanding, was chosen
rather than less-frequent initialization or continuous simu-
lation for its higher accuracy [Pan et al., 1999; Qian et al.,
2003; Lo et al., 2008].

[27] It should be noted that there are a few limitations in
the setup of the sub-kilometer modeling domains: (i) coarser
static input data (30″ corresponding to �900 m) was used
together with limited domain sizes, and (ii) the applicability
of using planetary boundary layer parameterizations. First,
the smaller domains are generally more susceptible to con-
tamination of the results by errors associated with the lateral
boundary conditions. Second, domain grid spacing of sev-
eral hundred meters is the grid spacing where the scale of
energy-containing turbulent eddies is close to the scale of the
spatial filter, so-called “terra incognita” [Wyngaard, 2004].
Thus, neither the planetary boundary layer scheme, used for
grid increments which do not resolve the turbulent eddies,
nor the large-eddy filtering, which requires that larger tur-
bulent eddies are resolved, are designed for use with a grid
spacing of several hundred meters. The above issues might
affect the models’ performance in the innermost domains.

4. Results and Discussion

[28] The analysis of the model performance uses obser-
vations at 10 m and 50 m AGL from the four above men-
tioned wind towers. The model verification did not take into
account the instrument errors, calibration errors or repre-
sentativeness errors. Although the model results were inter-
polated to the station locations, both in horizontal and
vertical directions, one should bear in mind that the com-
parison of the point measurements with grid values intro-
duces inherent uncertainty over the complex terrain
geometry. For example, the estimate of a representativeness
error, which is the greatest among the aforementioned errors,
in a model grid-box of size 1.33 km � 1.33 km is about
1 ms�1 for near-surface wind speed in a well-mixed
boundary layer over the complex terrain [Rife et al., 2004].
The representativeness error generally varies depending on
the station location and decreases with height. The expected
representativeness error is likely larger for towers L5 and
L7, since in their very vicinity the orography is generally
more complex than for towers KI and TO. While the repre-
sentativeness error may be considerable in the lower-
resolution domains, magnitude of the representativeness
error in the sub-kilometer domains is limited due to small
orography variance in the very vicinity of the four analyzed
towers (e.g., in area 333 m � 333 m).
[29] The verification approach adopted in this study uses

the raw model output from all domains and 10-min wind
speed measurements and averages the results over all four
tower locations. No additional filtering was applied to nei-
ther observed data nor model results. The analysis of veri-
fication metrics at all stations individually or according to
some regionalization method could likely be beneficial for a
more detailed insight into the models’ performance. How-
ever, we chose to perform the averaged type of analysis
since to summarize the results and due to predominantly
quantitative differences among partially analyzed models’
results for individual locations. In addition, the regional
approach may smooth out errors introduced in the verifica-
tion procedure, such as instrument accuracy, comparison of
simulated wind speeds (volume averages) and point mea-
surements, the effective time-resolution of the model data in
different domains and other.
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4.1. Moment-Based Verification

4.1.1. Bias and RMSE
[30] The systematic error referred to as the bias or the

multiplicative bias (MBIAS), the percentage ratio of mod-
eled to observed mean wind speed, and the root-mean-
square error (RMSE) showed considerable differences
between the two models (Figure 6). The major difference
was that WRF showed larger magnitudes of mean wind
speeds than MM5 (Figures 6a and 6b) in all domains. MM5
underestimated mean wind speeds at sub-kilometer grids by
about �18% at 10 m AGL and �14% at 50 m AGL in July

and by about �26% at 10 m AGL and �20% at 50 m AGL
in December (Figure 6 and Table 2). In contrast, WRF
overestimated mean wind speeds by about 13% at 10 m
AGL and 10% at 50 m AGL in July and by about 11% at
10 m AGL and 10% at 50 m AGL in December. The
underestimation of MM5 and its larger bias magnitude in
winter was noted in some recent high-resolution dynamical
downscaling studies also over the sea surface where the
model underestimated the near-surface winds for nearly
�15% in July and�20% in January [Hahmann et al., 2010].
On the other hand, WRF results for wind speed at 10 m AGL

Figure 6. Mean wind speed in (a) July and (b) December 2007 and RMSE in (c) July and (d) December
for all model domains for both MM5 and WRF models. On the x axis in Figures 6a and 6b “Obs” denotes
observed values.

Table 2. Horizontally Averaged Multiplicative Systematic Error (MBIAS) for MM5 and WRF in July and December 2007 for All
Domains at 10 m and 50 m AGLa

10 m AGL 50 m AGL

Domain 1 Domain 2 Domain 3 Domain 4 Domain 5 Domain 1 Domain 2 Domain 3 Domain 4 Domain 5

MM5 Jul �24.6 �32.1 �23.1 �19.6 �17.8 �31.6 �38.8 �29.9 �17.8 �14.0
WRF Jul 4.9 �1.5 14.2 12.8 12.6 �6.3 �12.0 2.2 9.5 10.1
MM5 Dec 25.6 �11.8 �14.6 �25.5 �25.7 10.9 �14.7 �22.3 �21.4 �19.8
WRF Dec 47.6 9.8 15.5 11.2 10.5 28.3 �2.6 1.9 8.6 9.5

aMultiplicative systematic error (MBIAS) is calculated as a ratio of modeled and observed mean wind speed (in percent) for all domains (dmn1 is the
outermost, dmn5 is the innermost). Results are horizontally averaged over all analyzed stations.
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differ from recent results achieved in the complex terrain of
Spain, where the WRF model at 2 km grid spacing with
somewhat different choice of parameterizations generally
underestimated the daily mean wind speeds [Jiménez et al.,
2010]. Though the verification of daily means and hourly
data may not be directly comparable, this suggests that
mesoscale models may perform considerably different in
different wind climates and with different model setups.
[31] As seen from the above values, MBIAS from both

models for the verified months was higher at 10 m than at
50 m AGL. This implies that the source of the systematic
model errors especially near the surface was likely due to the
fidelity of the simulated land-atmosphere processes; that is,
larger errors near the ground could be due to the quality and
accuracy of the static lower boundary conditions (terrain and
land-use), initialization of the soil variables, performance of
the soil model, and the selection of parameters governing the
vertical diffusion near the ground. Furthermore, though the
decrease of the representativeness errors with height may be
considered to partly account for better results at 50 m AGL,
the consistency of results across domains and the small
magnitude of representativeness errors in higher resolution
domains suggest this issue may be of secondary importance.
[32] Further, the model performance was studied for the

presence of a systematic/monotonous increase of accuracy
with increasing the horizontal grid resolution. The most
notable improvement was found for MM5 in July, when
the systematic errors decreased with increased resolution.
Nearly constant or slightly growing bias was found for
WRF in July and for both models in December. Therefore,
the systematic errors did not generally show monotonous
decrease with the increased resolution in either model.
[33] Results from dmn1 (27 km grid) often considerably

deviated from mean wind speed values and general bias
trends of the other domains. This was very likely due to the
fact that the static lower boundary conditions in dmn1 were
not well resolved. The representation of terrain height in
both models at all station locations in dmn1 was on average
overestimated by 316 m (see section 3), while the crest
height of the Sierra Nevada was almost halved. Due to the
former, one may anticipate that this difference could result in
simulating generally higher near-surface wind speeds.
Weaker blocking of the westerly flow impinging on the
windward side of the Sierra Nevada could be expected due
to the underestimated crest height, which may considerably
alter the simulated flow response and wind climate on the
leeside. In consideration of the above, the accuracy of dmn1
is lower in December because a larger percentage of the
energy is contained in LTD motions and a smaller percent-
age is related to diurnal flows. Therefore, the results from

dmn1 should be interpreted with caution, even if they tend to
apparently show higher accuracy than the results from the
finer domains.
[34] The low-level wind shear is another important feature

for simulating the near-surface winds with the desired
accuracy. The mean monthly wind shear was calculated
using mean monthly wind speeds at 10 m and 50 m AGL
and equaled 0.017 s�1 (1.678 ms�1 over 100 m depth) in
July and 0.018 s�1 (1.826 ms�1 over 100 m depth) in
December. It can be inferred from Table 3 and Figures 6a
and 6b that the magnitude of the MM5 and WRF simu-
lated mean wind shear was generally three times smaller in
dmn1, dmn2 (9 km grid) and dmn3 (3 km grid) than the
observed estimate for both months. In contrast, the magni-
tude of the mean wind shear in both models was simulated
quite accurately in dmn4 (1 km grid) and sub-kilometer
domains (333 m grid). Therefore, both models were able to
reproduce the mean monthly wind shear with the desired
accuracy on a grid increment of 1 km or less. The accurate
simulation of the mean wind shear is a notable benefit of
dynamical downscaling at near-kilometer grid spacing. It
should be mentioned that it is uncertain, however, how
accurately the models reproduce the instantaneous wind
shear, surface fluxes and their diurnal variability, which is
beyond the scope of this analysis.
[35] The second most often used moment-based verifica-

tion score is the RMSE, shown in Figures 6c and 6d. Though
RMSE is more commonly used for verification of model
forecasts, we found it to be useful for assessing the down-
scaled results and the benefits of increased resolution. The
magnitude of the RMSE in July was similar for both models
(Figure 6c) at both levels, while it was somewhat larger for
WRF than for MM5 in December (Figure 6d). The RMSE
values are comparable with the results achieved with other
mesoscale models in complex terrain, such as the ALADIN
[Žagar et al., 2006]. The RMSE was generally greater at
50 m AGL, however, the RMSE normalized with the
observed mean wind speed was similar at both levels. The
RMSE in July generally showed a decreasing trend with
increasing resolution for MM5 and increasing trend with
increasing resolution for WRF. The RMSEs were nearly
about the same for all domains in December, except for
dmn1 which showed much larger values.
[36] To summarize, neither bias nor RMSE generally

decreased with increasing grid resolution, which was
noted in a number of high-resolution mesoscale modeling
verification studies as discussed above. For example, Rife
and Davis [2005] state that the improvement of higher-
resolution domains is more evident with verification
scores that account for realistic features in the modeled
time series. In the subsequent sections, we shed light as
to why the continuous moment-based scores such as bias
or RMSE generally failed to show the systematic
improvement with increased resolution as well as whether
the benefit of higher-resolution modeling can be found
using alternative verification measures.
4.1.2. Diurnal Variability
[37] The analysis of wind regimes in west-central Nevada

(section 2) suggested that the moment-based scores could be
noticeably influenced by the strong diurnal wind speed
variability and the stability of the PBL. To investigate this in
detail, the data is organized into separate bins for daytime

Table 3. Mean Monthly Observed and Simulated Wind Shear
(s�1) Between 50 m and 10 m AGL for MM5 and WRF in July
and December 2007

OBS DMNS

Domain

1 2 3 4 5

Jul 2007 0.01678 MM5 0.00496 0.00401 0.00544 0.01552 0.01795
WRF 0.00532 0.00496 0.00594 0.01529 0.01608

Dec 2007 0.01826 MM5 0.00694 0.01292 0.00717 0.01809 0.01999
WRF 0.00592 0.00650 0.00627 0.01750 0.01910
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(during 19–02 UTC � 11–18 LST) and nighttime (during
06–13 UTC � 22–05 LST), neglecting in-between transi-
tional periods. The transitional periods are avoided to
exclusively consider the well-mixed convective PBLs during
the daytime and stably stratified PBL during the nighttime.
This binning procedure provided also a larger data set for
the analysis.
[38] Since the magnitude of the RMSE is affected by

uncertainty both in space and time, the RMSE is decom-
posed into the following components: (i) bias of the mean
(BM), (ii) bias of the standard deviation (BSD), and
(iii) dispersion or phase error (DE) (see Appendix B for
details). The components of the RMSE at 10 m and 50 m
AGL are shown in Figures 7 and 8, and the corresponding
MBIAS values are shown in Table 4. Results averaged over
all stations showed that regardless of the month or part of the
day, the RMSE generally did not decrease with increased
resolution; the few exceptions are MM5 during daytime in
summer and WRF during nighttime in winter. The largest
part of the RMSE was due to phase error regardless of the
month, level or period of the day. On the other hand, the

biases of the mean and standard deviation were several times
smaller in magnitude than the phase error.
[39] Furthermore, the relative contribution of the DEs to

the RMSE generally increased, while the relative contribu-
tion of the BMs and BSDs to the RMSE generally decreased
with the increased resolution. Such large phase errors are
commonly found in numerical weather forecasts where
uncertainties in lateral boundary conditions (LBCs) are the
primary source of the forecast errors [Anthes et al., 1989;
Warner et al., 1997]. The magnitude and presence of DE
regardless of the wind regimes in the two analyzed months
suggests that the LBCs are still the major source of phase
errors. However, the length of simulations (36 h) is generally
not long enough to allow for LBCs to propagate from the
outer boundaries of the outermost domain to wind tower
locations. Nevertheless, the time-evolution of the near-sur-
face model solutions might have also allowed for DE growth
from the following: (i) inaccurate simulations of westerly
flow blocking, frontal retardations, and scales and magni-
tudes of the thermally driven flows, due to inadequate rep-
resentation of the major mountain ranges that are not well

Figure 7. Decomposition of RMSE at 10 m AGL in July 2007 during (a) daytime and (b) nighttime and
in December 2007 during (c) daytime and (d) nighttime for MM5 and WRF models. R- denotes the
RMSE, B- denotes the bias of the mean, S- denotes the bias of the standard deviation and D- denotes
the dispersion error.
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resolved in our model setup. E.g., the flow over the Sierra
Nevada is in our model setup simulated only in dmn1 and
dmn2, in which the main terrain features are still inade-
quately resolved. Therefore, this is the issue of the nested

LBCs, that is the WRF simulated LBCs for the nested
domains, (ii) the accuracy of the land-surface model, espe-
cially the soil moisture, which might induce large DE since it
determines the times of the onset and decay of the diurnal

Figure 8. Decomposition of RMSE at 50 m AGL in July 2007 during (a) daytime and (b) nighttime and
in December 2007 during (c) daytime and (d) nighttime for MM5 and WRF models. R- denotes the
RMSE, B- denotes the bias of the mean, S- denotes the bias of the standard deviation and D- denotes
the dispersion error.

Table 4. Daytime and Nighttime Horizontally Averaged Multiplicative Systematic Error (MBIAS) for MM5 and WRF in July and
December 2007 for All Domains at 10 m and 50 m AGLa

10 m AGL 50 m AGL

Domain 1 Domain 2 Domain 3 Domain 4 Domain 5 Domain 1 Domain 2 Domain 3 Domain 4 Domain 5

MM5 Jul day �46.3 �28.0 �26.4 �21.9 �18.6 �51.0 �33.3 �32.3 �22.3 �17.8
WRF Jul day �11.9 �7.4 1.2 0.4 1.6 �20.0 �16.0 �7.8 �5.1 �3.1
MM5 Jul night 5.7 �28.2 �7.3 �4.4 �5.4 �2.7 �35.3 �14.4 2.3 4.1
WRF Jul night 31.9 18.1 41.8 36.1 34.4 18.9 5.9 26.2 35.3 33.5
MM5 Dec day 6.8 �17.3 �20.0 �27.1 �28.1 �3.6 �20.8 �26.0 �23.6 �22.3
WRF Dec day 32.0 12.5 15.2 13.5 14.7 16.9 0.5 3.9 10.5 13.4
MM5 Dec night 39.1 �6.9 �7.6 �23.5 �22.3 22.0 �8.7 �16.1 �16.8 �14.4
WRF Dec night 56.9 7.9 18.1 8.5 7.0 35.6 �3.8 3.4 6.6 6.5

aMultiplicative systematic error (MBIAS) is calculated as a ratio of modeled and observed mean wind speed (in percent) for all domains (dmn1 is the
outermost, dmn5 is the innermost). Data is separated into daytime (11–18 local time) and nighttime (22–05 local time) bins. Results are horizontally
averaged over all analyzed stations.
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flows and evolution of the planetary boundary layer, and
iii) the appropriateness of the physical parametrizations,
such as related to evolution of the PBL and potential phase
errors related to the transitions between its nocturnal and
convective phases. In all of these scenarios, the increased
realism of the higher-resolution simulations would further
contribute to increasing the DE. Therefore, the contention of
realism from the higher-resolution simulations is better jus-
tified if the dispersion error growth is rather clearly under-
stood. The use of spectral nudging of larger-scales toward
the reanalysis data [von Storch et al., 2000], more frequent
update of LBCs, the land-soil model initialization, and
carefully chosen domain configurations incorporated with
finer topographic and land/soil use details have potential to
reduce the phase errors in the dynamical downscaling of the
near-surface winds in complex terrain.
[40] During the daytime in July (Figures 7a and 8a), MM5

showed somewhat larger RMSEs than WRF at both 10 m
and 50 m AGL. This difference was apparently larger for the
coarser domains (dmn1, dmn2) due to the larger negative
biases of the mean and standard deviation for MM5 than for
WRF. In the higher resolution domains (dmn3, dmn4, and
dmn5), MM5 biases decreased and the RMSEs of WRF
were almost exclusively composed of phase errors; the cor-
relations improved to 0.5 for WRF and 0.4 for MM5 (not
shown). These correlation values are somewhat lower than
over the ocean surface. For example, the evaluation of the
MM5 model at 9 km grid spacing with buoy stations near the
U.S. West Coast showed that correlations in June were
generally between 0.5 and 0.7 [Koracin and Dorman, 2001].
The daytime biases of mean and standard deviation in both
models at both levels generally decreased with increased
resolution. This clearly suggests that the presence of strong
diurnal daytime forcing acts to systematically enhance the
accuracy of mesoscale model results at finer horizontal grid
resolutions.
[41] During the nighttime in July, all three RMSE com-

ponents were larger for WRF than for MM5 (Figures 7b and
8b) at the finest resolution (dmn5). For WRF, contributions
to RMSEs besides the DEs were considerably larger during
nighttime than during the daytime. Table 4 shows that the
multiplicative bias of the mean in the WRF results increased
with the grid spacing and reached almost 35% in dmn5 at
both analyzed levels, which was the largest WRF bias found
regardless of the month or period of the day. On the other
hand, MM5 biases generally decreased with increased res-
olution. This was more evident at 50 m AGL, where, for
example, the multiplicative biases of the mean reached were
2.3% and 4.1% for domains dmn4 and dmn5 respectively.
Therefore, the accuracy of the simulated nocturnal circula-
tions associated with the thermally driven flows in MM5
improved with the increased resolution. On the other hand,
the WRF simulations of nocturnal flows were less accurate,
overestimating their strength and temporal variability over
the area. The somewhat lower correlations of both models
were found in July during the nighttime than during the
daytime.
[42] In December, the RMSEs were generally similar for

both models. All three RMSE components were of smaller
magnitude during the nighttime than during the daytime
(Figures 7c, 7d, 8c, and 8d). The DEs were smaller and the
BMs and BSDs were larger for MM5 than for WRF during

both daytime and nighttime. Neither model showed
improvement in the BM or MBIAS with increased resolution
(Table 4). However, the BSD generally decreased with
increased resolution for both models, especially at 50 m
AGL. Finally, correlations were higher in December than in
July for both models, reaching 0.65 during daytime and 0.55
during nighttime. Over both months, the correlation values
were similar to those found in other high-resolution dynam-
ical downscaling studies. For example, the MM5 modeled
winds in the cold season over the southern California at the 6
km grid spacing reached correlations 0.5–0.75 [Conil and
Hall, 2006].
[43] To summarize, the changes in moment-based scores

with increasing resolution were highly dependent on the
nature of the diurnal flows. The dispersion error was the
primary contributor to the RMSE, and its relative contribu-
tion to the RMSE generally increased with increased reso-
lution. If the diurnal flows contained a considerable part of
the observed energy such as in July 2007, WRF showed
lower BM and BSD than MM5 during the daytime and
higher BM and BSD during nighttime. In December 2007,
when the observed energy associated with the diurnal and
sub-diurnal flows was negligible, WRF showed smaller BM
and BSM than MM5 regardless of the period of the day. The
most notable improvement with increased resolution was
found for the BSD, i.e., for the temporal variability of the
wind during the analyzed months as well as daytime and
nighttime. This improvement was found to be more monot-
onous at 50 m AGL than at 10 m AGL where flow dynamics
are less affected by microscale effects associated with the
local topography. On the other hand, the improvement of the
bias of the mean with increased resolution was found only
during daytime in July in the presence of daytime diurnal
flows. Thus, the moment-based verification suggests that
improvement in the simulated temporal variance of the wind
speed and mean wind shear seem to be the most universal
benefits of the increased horizontal resolution in the process
of dynamical downscaling.
4.1.3. Wind Speed Distributions
[44] The comparison of measured and simulated wind

speed distributions, as a part of the moment-based verifica-
tion, provide an additional insight into the model perfor-
mance that is insensitive to phase errors. Due to the
importance of diurnal flows over the target area in summer
and the differences in model accuracy between summer and
winter, we performed the analysis separately for daytime and
nighttime periods (as in section 4.1.2) focusing on the most
pronounced deficiencies of the MM5 and WRF models as
seen in previous sections.
[45] The simulated wind speed histograms averaged over

all stations at 10 m and 50 m AGL were calculated using
2 ms�1 bins. The results were qualitatively similar at
these levels and the errors were quantitatively somewhat
smaller at 50 m AGL; therefore, for brevity, we are only
showing results at 10 m AGL. During July, MM5 results
were less accurate than WRF results during the daytime and
more accurate during the nighttime (Figure 9). The most
notable MM5 feature is a considerable underestimation of
the frequency of stronger daytime winds (V > 6 ms�1) in the
finest grids (Figure 9a). Thus, the negative MM5 bias during
the daytime was apparently due to underestimation of
the frequency of stronger winds. Also, the model largely
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overestimated the frequency of the weakest winds (<2 ms�1).
The better performance of MM5 during nighttime in accor-
dance with the high-resolution modeling study over the
eastern Mediterranean coast, where verification of the MM5
simulations at 5 km grid spacing using two wind towers
suggested that the model results were more accurate during
nighttime than during daytime [Hahmann et al., 2010].
Nevertheless, the improvement with increasing resolution in
MM5 was clearly found for stronger winds during the day-
time, while there was no systematic enhancement of accuracy
with increased resolution during the nighttime.
[46] The wind speed distribution from WRF (Figures 9b

and 9d) was generally in better agreement with the mea-
sured distribution during the daytime; however, it largely
overestimated the frequency of the stronger winds and
underestimated the frequency of the weaker winds at finer
resolutions during the nighttime. Thus, the positive WRF
bias during the nighttime (see section 3.1) was apparently
tied to overestimation of the frequency of stronger winds.
Similar to our finding, considerable inaccuracies associated
with WRF simulations of nocturnal low-level jets were
found with respect to the height, intensity, and vertical
structure [Storm et al., 2009]. Finally, the WRF underesti-
mation of the frequency of the weakest winds could be likely
due to excessive diffusion under near-calm conditions that is

typically an artifact found in mesoscale models for numeri-
cal stability and to reduce unrealistic cold pool formation
near the surface [Cuxart et al., 2006].
[47] During December, MM5 somewhat underestimated

the stronger winds and this underestimation was higher
during the day (Figure 10). Since the strength of the diurnal
motions in winter was quite weak, the underestimation,
found in both analyzed months and at both levels, was
apparently not due to erroneous simulations of thermally
driven flows. Rather, it may be related to the overall model
spectral kinetic energy. This is discussed in the next section.
It is notable that WRF distributions of strong nocturnal
winds in December were in good agreement with the
observed values. This suggests that the WRF errors were
primarily associated with the accuracy of simulating the
thermally driven stably stratified nocturnal flows.

4.2. Spectral Verification

[48] Besides standard statistical verification, complemen-
tary model verification was also performed using spectral
analysis, since it is scale-selective and enables a physical
insight into the model performance. In addition to the anal-
ysis of spectral density functions, which is often used for the
qualitative assessment of model performance, the spectral
analysis may provide a quantitative measure of the model

Figure 9. Histograms of observed and modeled wind speed at 10 m AGL during daytime with (a) MM5
and (b) WRF and during nighttime with (c) MM5 and (d) WRF in July 2007. D1 denotes domains 1,
D2 domain 2, D3 domain 3, D4 domain 4 and D5 domains 5.
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accuracy. As described in section 2 and Appendix A, the
motion spectrum is divided into three classes: sub-diurnal
(SD, 2 h < T < 22 h), diurnal (DI, 22 h < T < 26 h) and longer-
than-diurnal (LTD, 26 h < T < 7 d). The benefit of such
analysis is to derive a physically meaningful and phase error-
tolerant spectral verification measure. Comparison of the
MM5 andWRFmodel results in spectral space was performed
using hourly data as used in the statistical verification.
[49] In July 2007, the percentage ratio of the modeled and

observed spectral kinetic energies in the total, LTD, DI and
SD frequency ranges considerably varied at 10 m and 50 m
AGL in all the domains for both models (Figure 11). In the
total and LTD range, the spectral kinetic energy from dmn1
was larger than for dmn2, and this is likely due to incon-
sistencies in the representation of the modeled and true
orography as discussed in sections 3 and 4.1.1. The results
from the higher resolution WRF domains (dmn4 and dmn5)
generally yielded better results than MM5 in the total, LTD,
and DI ranges. While for WRF the energy contained in these
frequency bands was close to observations, the higher reso-
lution domains of MM5 contained approximately 50% of the
observed spectral kinetic energy at 10 m AGL in the total
and LTD frequency bands and about 35% in the DI fre-
quency band. Somewhat improved results were found at

50 m AGL. Finally, the energy of SD motions in the
higher resolution domains was overestimated by about
70% at 10 m AGL and 40% at 50 mAGL inWRF, whereas it
was underestimated by about 30% of the observed value at
both levels in MM5. It is very likely that the WRF over-
estimation of the strength of SD motions resulted from the
large positive WRF BSD during nighttime in July (see also
section 4.1.2). Thus, the overestimation of nocturnal tempo-
ral wind speed variability can be associated with the over-
estimation of the spectral kinetic energy of the SD motions.
[50] Generally, increasing the horizontal grid resolution in

July showed a considerable benefit, which was more evident
in simulating winds at 50 m than 10 m AGL. The accuracy
of the WRF results in the DI band showed the largest
increase with increasing resolution at both levels. The MM5
results in the DI band improved as well, especially at 50 m
AGL, but the errors remained large. The DI band results
of MM5 suggest that the MM5 setup, such as the choice
of physical parameterizations, was not conducive to simu-
lating the diurnal variability of thermally driven winds in the
study region. Further, it is unclear to what extent the use of a
5-layer slab model in MM5 contributes to the lack of energy
of diurnal flows as compared to the Noah land surface model
used in WRF. Finally, the accuracy of the WRF model in

Figure 10. Histograms of observed and modeled wind speed at 10 m AGL during daytime with (a) MM5
and (b) WRF and during nighttime with (c) MM5 and (d) WRF in December 2007. D1 denotes domains 1,
D2 domain 2, D3 domain 3, D4 domain 4 and D5 domains 5.
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kilometer- and sub-kilometer-resolution domains in the LTD
and DI ranges clearly suggests that improvement of results
with increasing the horizontal resolution is found for
domains down to kilometer grid spacing. Therefore, at least
a kilometer grid spacing in the horizontal is required to
obtain reliable simulations of the energy associated with
LTD and DI motions. The added value of sub-kilometer grid
spacing, however, was not that obvious in our study at one
hand likely due to inappropriateness of physical para-
metrizations, as discussed earlier. Furthermore, it is not
obvious to what extent this is due the restrictive size of sub-
kilometer domain geometries since in this case the lateral
boundary conditions of the parent domain largely determine
the model solutions. In addition, several studies in complex
terrain showed that the near-surface wind in the very-high
resolution domains mostly adopts to the orography [Žagar
et al., 2006; Horvath et al., 2011] irrespective of the
domain size. Therefore, the introduction of motions in sub-
kilometer domains which were unresolved in the domain
with a kilometer grid spacing may occur as expected, but
those motions may contain low or negligible portion of the
total energy variance.

[51] During wintertime in December 2007, most of the
spectral kinetic energy was contained in the LTD frequency
band, so the strengths of the total and LTD motions were
almost equal (Figure 12). Results from the higher resolution
domains (dmn4 and dmn5) were more accurate for WRF
than for MM5, since MM5 considerably underestimated the
energy in these bands. In the low-energy DI and SD fre-
quency bands, the model accuracies were comparable and
the models showed similar biases but of opposite signs.
Similar to those found for statistical verification, processes
in dmn1 were generally more energetic than in dmn2, both
in total and in the LTD bands. By not considering dmn1 in
the analysis, the WRF results at 50 m AGL systematically
improved with increasing resolution, except for the finest
grid. The WRF results at 10 m AGL from all domains
(excluding dmn1) were accurate, and consequently showed
little improvement with increasing resolution. Thus, the best
WRF results in the primary energy-containing total and LTD
bands in December were found for dmn4 at both levels. On
the other hand, the improvement with increased resolution in
these bands for MM5 was less obvious and the analysis of
the benefit of increasing horizontal resolution generally
yielded mixed results.

Figure 11. Variability of the ratio (in percent) of modeled and observed integrated spectral kinetic
energy (horizontally averaged over all measurements stations) for all computational domains for MM5
and WRF models in (a) total range of frequencies (TOT, 2 h < t < 7 d), (b) longer-than-diurnal range
(LTD, 26 h < t < 7 d), (c) diurnal range (DI, 22 h < t < 26 h) and (d) sub-diurnal range (SD, 2 h < t <
22 h) at 10 m and 50 m AGL for July 2007. A perfect match (100%) is plotted as a short-dashed line.
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[52] The spectral performance evaluation suggested that
the WRF results were more accurate than MM5 in an overall
sense. For both models, the gain with increasing resolution
was more systematic in July than in December and at 50 m
AGL than at 10 m AGL. This suggests that the improvement
in the accuracy of the static lower boundary condition does
not necessarily improve the model performance per se, but
that it requires a more adequate specification of the state of
the land-surface – atmosphere intermediary. For example,
improved data assimilation of soil variables and a more
realistic specification of near-surface vertical mixing during
stratified nocturnal flows are some of the issues that need to
be addressed further toward a systematic improvement of the
dynamical downscaling process with the increased horizon-
tal grid resolution.

5. Conclusions

[53] In this study, sub-kilometer dynamical downscaling
with the Mesoscale Model 5 Version (MM5) and the
Weather Research and Forecasting (WRF) model was per-
formed with an aim to examine: i) the accuracy and main
strengths and weaknesses of the mesoscale models to

reproduce the near-surface winds over the complex terrain of
west-central Nevada, and ii) the impact of horizontal reso-
lution on the models’ accuracy and the equivalence of
moment-based and spectral verification metrics. The models
were configured with seven domains whose horizontal
resolutions ranged from 27 km to 333 m. The simulated
winds at 10 m and 50 m AGL for July and December 2007
were verified in both physical (temporal) and spectral space
against the measurements collected at four 50-m meteoro-
logical wind towers located in the complex terrain of west-
central Nevada.
[54] The in situ measurements and NARR reanalysis

showed that the wind regimes in these two months were
predominantly bi-directional, but with distinctly different
underlying causes. In July, the wind regime is characterized
by strong thermally driven diurnal circulations that develop
under the quasi-stationary upper-level ridge. The contribu-
tion of observed diurnal flows in July was spectrally evalu-
ated by separating the motions into the following frequency
bands: longer-than-diurnal (LTD), diurnal (DI) and sub-
diurnal (SD) frequency ranges. These frequency bands
accounted for �80%/15%/4% of the total observed spectral
kinetic energy respectively. In December, the strength of the

Figure 12. Variability of the ratio (in percent) of modeled and observed integrated spectral kinetic
energy (horizontally averaged over all measurements stations) for all computational domains for MM5
and WRF models in (a) total range of frequencies (TOT, 2 h < t < 7 d), (b) longer-than-diurnal range
(LTD, 26 h < t < 7 d), (c) diurnal range (DI, 22 h < t < 26 h) and (d) sub-diurnal range (SD, 2 h < t <
22 h) at 10 m and 50 m AGL for December 2007. A perfect match (100%) is plotted as a short-dashed line.
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DI and SD flows was nearly negligible adding up to �3%
of the total spectral kinetic energy and almost all of the
energy was contained in motions of synoptic and longer-
than-diurnal mesoscale periods.
[55] Verification of systematic errors suggested that the

performance of the MM5 andWRFmodels was considerably
different. In both months, simulated mean wind speeds were
higher for WRF than for MM5 for all domains and at both
analyzed levels. At 10 m AGL, the model results showed the
negative biases of �18% in July and �26% in December for
MM5 and positive biases of 13% in July and 11% in
December for WRF. This indicates that a dynamical down-
scaling approach combining two or more models, that is the
ensemble approach to dynamical downscaling, might have a
potential to improve the results. At 50 m AGL, the absolute
values of biases were smaller for close to 20% compared to
the biases at 10 m AGL. This suggests that one of the
primary sources of near-surface wind speed errors is related
to the lower boundary condition and the representation of
the land-atmosphere interaction in the surface layer. The
RMSEs were of similar magnitudes for both models. Gen-
erally, neither biases nor RMSE systematically improved
with reducing the grid spacing. Mean wind shear between
the 10 m and 50 m AGL, however, was in both months and
for both models well simulated and substantially improved
with resolution, thus highlighting the clear benefit of the
performed dynamical downscaling at kilometer and sub-
kilometer resolutions.
[56] Decomposition of the RMSE showed that dispersion

or phase errors were the primary sources of errors regardless
of the model, the analyzed month or the period of the day,
and that their contribution grew with the resolution. The
relative contribution of phase errors to the RMSE was larger
for WRF than for MM5. The relative contributions of other
components to the RMSE, that is the bias of the mean and
bias of the standard deviation, generally diminished with
decreasing grid spacing. It is likely that large phase errors are
primarily introduced by i) the errors introduced through the
lateral boundary conditions of the parent domains ii) lower
boundary conditions and the physics options that control
evolution of the onset of thermally driven flows and the
planetary boundary layer, such as the soil moisture initi-
alizations, the land-soil model and the planetary boundary
layer parameterizations. Furthermore, the performance of
the models is strongly influenced by the presence and type
of diurnal circulations. In July, during a convective daytime
PBL, kilometer- and sub-kilometer-resolution domains gen-
erally performed better for WRF than for MM5 at both ana-
lyzed levels. While WRF showed no considerable errors, the
MM5 performance was characterized by large negative bias
of the mean (�20%), negative bias of the standard deviation,
and underestimated frequency of stronger daytime winds.
However, MM5 performed more satisfactorily for stably
stratified/nocturnal PBL conditions than WRF, which over-
estimated the frequency of stronger nocturnal winds resulting
in overall positive bias of 35% of the mean wind speed and a
large overestimation of temporal wind speed variability.
Indeed, the inaccuracy of simulations of nocturnal thermally
driven flows in July were shown to be the main weakness of
the WRF model. In December, when the energy of diurnal
flows is small, the results were more coherent throughout the
period of the day. For the highest resolution domains, the

biases of the mean were generally close to �25% for MM5,
primarily due to underestimation of the frequency of stronger
winds, and 10% for WRF. This clearly shows that the over-
estimation of thermally driven nocturnal flows is one of the
main deficiencies of the WRF model and suggests that
underestimation of the overall spectral kinetic energy of
motions is present in the MM5 model.
[57] The presence and type of diurnal flows considerably

affects the improvement of the models’ accuracy with
increasing resolution. The most prominent improvement in
July was found for the bias of the mean for both models
during convective daytime PBL. During the nighttime,
however, results improved with resolution for MM5, but not
for WRF. In contrast, neither model showed improvement of
bias of the mean during December regardless of the period
of the day. Likewise, the accuracy of the simulated wind
speed distributions was found to improve more clearly in
July. This suggests that improvement of mesoscale model
accuracy with horizontal resolution is more obvious if the
resolved scales added by the higher resolution contain a
considerable part of the energy, such as for thermally driven
flows. For the bias of the standard deviation, however, an
improvement with resolution was found for both models,
both months and regardless of the period of the day (except
for the WRF overestimation during July nighttime). Thus,
improvement in simulating the temporal variance of wind
speed seems to be one of the most universal benefits of higher
resolution dynamical downscaling. Finally, the reduction of
the bias of standard deviation, as well as bias of the mean
when it existed, was again found to be more systematic at
50 m than 10 m AGL.
[58] Quantitative spectral verification metrics in July show

that the WRF results from the kilometer- and sub-kilometer-
resolution domains, unlike the domains with coarser grid
spacing, were almost identical to observed values of spectral
kinetic energy in the total, LTD, and DI frequency bands at
both 10 m and 50 m AGL. The corresponding MM5 results,
on the other hand, underestimated spectral kinetic energy
and equaled close to 55% of the observed values in total and
LTD frequency ranges and almost 40% in the DI range. In
contrast, MM5 showed better accuracy in the SD band than
WRF, which largely overestimated the atmospheric sub-
diurnal variability. It is very likely that this excessive sub-
diurnal variability is related to theWRF overestimation of the
bias of standard deviation in July nighttime. In December,
when the energy of periodic motions was almost entirely
contained in the LTD band, WRF outperformed MM5 in the
total and LTD frequency bands and showed comparable
magnitudes in the DI and SD frequency bands. Therefore,
WRF is showing overall better performance in energy-
containing frequency bands than MM5, which generally
tends to underestimate the observed energy variance spec-
trum at all temporal scales.
[59] The improvement of the models’ accuracy with res-

olution was found in the spectral space as well. This
improvement, though not systematic, was more evident at
50 m than at 10 m AGL and therefore, results of the
moment-based and spectral verifications were alike. Gener-
ally, the improvement was more pronounced for the fre-
quency bands with a considerable portion of the energy,
such as the LTD band in both analyzed months and the
DI band in July. Among these bands, the most prominent
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improvement for both models was found for DI band in July,
especially for the WRF model. It should be pointed out that
due to the increasing errors when approaching the ground,
more detailed evaluation of the near-surface model accuracy
would be achieved by providing soil and turbulence flux
measurements, which might more clearly point out the main
model deficiencies.
[60] In general, the WRF model was superior and showed

more accurate results for dynamical downscaling than MM5
(though with some exceptions, such as simulations of noc-
turnal diurnal flows during summer). Both the moment-
based and spectral verifications suggest that the results for
kilometer- and sub-kilometer domains (grid spacing of 1 km
and 333 m, respectively) were generally of higher accuracy
than for the domains with 27 km, 9 km and 3 km grid
spacing, especially if the diurnal flows were a significant
feature of the wind regime. Furthermore, in our study the
sub-kilometer grid spacing did not generally improve the
results from the kilometer grid spacing. In other words,
the improvement of results with increasing the resolution
was generally found for domains down to a kilometer grid
spacing, while domains with sub-kilometer grid spacing did
not further improve the accuracy of the results. Therefore,
this study suggests that a near-kilometer horizontal grid res-
olution of the current state-of-the-art mesoscale models is
necessary, and perhaps optimal, for reliable dynamical
downscaling of near-surface wind speed climate over com-
plex terrain similar to that of west-central Nevada.

Appendix A

A1. Spectral Verification Metrics

[61] The approach for quantitative spectral verification can
be summarized as follows: i) the spectral density functions
(variance spectra) were calculated using observed and
modeled time series of wind speed, and ii) contributions to
the wind speed variance of a given frequency band, i.e., the
spectral kinetic energy of periodic motions of the given
frequency band, were calculated by integrating the spectral
density functions over the given frequency range. As
described earlier, we divide the motion spectrum into three
classes: sub-diurnal (SD, 2 h < T < 22 h), diurnal (DI, 22 h <
T < 26 h) and longer-than-diurnal (LTD, 26 h < T < 7 d), and
the associated integration of the spectral density functions is
performed as follows:

Ei ¼
Zf Tiþ1ð Þ

f Tið Þ

Sð f Þdf ; i ¼ 1; 3 ðA1Þ

where Ei is the spectral kinetic energy of periodic motions
in a chosen frequency band, S is the spectral density func-
tion, f is the frequency, i is an index which denotes motion
regimes, i.e., SD (i = 1), DI (i = 2) and LTD (i = 3) frequency
ranges, T1 = 2 h (time period corresponding to the Nyquist
frequency), T2 = 22 h, T3 = 26 h and T4 = 7 days.

Appendix B

B1. Decomposition of the Root-Mean-Square Errors

[62] The analysis of the root-mean-square errors (RMSE)
suffers from uncertainty both in space and time, otherwise

known as the “double-penalty” error [Rife and Davis, 2005].
In order to isolate the influence of phase errors in the biases
of the mean and standard deviation, prior to the analysis of
the model accuracy we decompose the RMSE [Takacs,
1985; Murphy, 1988] as follows:

1

MN

XM
k¼1

XN
i¼1

xi;k � yi;k
� �2 ¼ 1

M

XM
k¼1

xk � ykð Þ2 þ sk xð Þ � sk yð Þ½ �2

þ 2sk xð Þsk yð Þ 1� rk x; yð Þ½ � ðB1Þ

where x and y are the modeled and measured data, k and i
are indices in space and time, M is the number of stations
(M = 4), N is the number of elements of the time series (N =
744), s is the standard deviation, r is the correlation coeffi-
cient between the modeled and measured data, and bars
denote time-means. The three right-hand side terms of
equation (B1) are the square of the bias of the mean, the
square of the bias of the standard deviation and the square of
the dispersion (phase) error, respectively.
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