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Abstract: The hybrid fiber coax (HFC) system is an advanced CATV network that includes a combination of fiber-optic and coaxial cables, with the fiber-optic cable running from the cable company's facility to a location near a home and the coaxial cable running from there into the home. The fiber cable provides high bandwidth to multiple users in a single neighborhood. The current list of services which the cable television operator is offering include traditional video, video on demand, high speed connections to the Internet, local and long distance telephony. This article presents the results of measurements of relevant parameters in actual cable television network. Measured parameters were: total network load, delay which inserts the HFC network, the impact loads on network delay and packet loss.
1. INTRODUCTION

Cable television systems traditionally have delivered entertainment video to consumers homes—with the emergence of fiber-optic technology and the convergence of video, voice and data, many cable systems provide extended services, such as video-on-demand, voice-over-Internet Protocol, and high-speed Internet access. While the technical capabilities of cable systems have been enhanced and expanded to support these services, the physical structure of cable systems has evolved into a hybrid-fiber coax (HFC) structure.
This paper is organized as follows:

Chapter two presents main components of cable TV system.
Architecture of traditional cable TV and architecture of new HFC structure is illustrated in chapter three.
In chapter four basic factors of QoS mechanism that provides quality to end users are described.
Fifth chapter presents results and analysis of measured parameters on live network traffic. Delay in HFC network and relation between delay and network load is discussed.      
Chapter six contains conclusion.
2. CABLE TELEVISION

Cable television, formerly known as Community Antenna Television or CATV, was born in the mountains of Pennsylvania in 1948. In areas where over-the -air reception was limited by distance from transmitters or mountainous terrain, large "community antennas" were constructed, and cable was run from them to individual homes.

The problem with reception of FM radio and television broadcasting  in large residential buildings was also solved with installing master antenna systems on their roofs. Master antenna systems were a foundation from which cable TV systems emerged. With interconnecting several buildings and settlements on one master antenna, the first cable television system was raised.

The main components of cable TV system are: headend, distribution network and terminal equipment.

Program content is received and processed at the headend. A programmer usually transmits a television signal through the air from a satellite, microwave, or local television antenna to the headend. A programmer may also send the content by a direct fiber link from the studio to the headend. The content is modulated onto an electromagnetic carrier (a radio wave) and becomes a radio frequency (RF) signal that is a part of a frequency spectrum. At the headend each signal is assigned a unique channel frequency. Each unique signal occupies a unique portion of the spectrum. The combined signals, carrying content from all providers, are then transmitted through the cable network to a subscriber's home.

In the early days of cable television, trunk, feeder, and drop were the coaxial cables that carried the signal from the headend through a series of distribution points to the terminal equipment in a subscriber's home. Amplifiers are placed along both the trunk and feeder cables to maintain adequate signal strength

Terminal equipment processes the cable signals and enables subscribers to view, record, and interact with the services. Among the more common consumer electronics devices are television sets, set-top boxes, cable modems and personal video recorders. 

3. CAB-TV NETWORK ARHITECTURE

Original CATV networks, as shown in Figure 3.1, were exclusively one-way, comprised of diverse amplifiers in cascade to compensate for the intrinsic signal loss of the coaxial cable in series with taps to couple video signal from the main trunks to subscribers homes via drop cables.
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Figure 3.1: Tree and branch architecture
Besides being unidirectional, the long amplifier cascades resulted in a system with high noise that was inherently unreliable and failure-prone, in addition to being susceptible to lightning strikes and ingress noise from foreign radio frequency (RF) signals.

The first significant improvement to the CATV plant was the introduction of the fiber-optic technology and the advent of the HFC plant as shown in Figure 3.2.

Portions of the coaxial cable and supporting amplification elements are replaced with multifiber optic cable from a head end or hub location. The aggregated video signal is used to modulate a downstream laser, which transmits the optical signal to an optical node, which in turn converts the signal from an optical to an electrical signal that can then be propagated downstream to the entire customer serving area. This makes the system ready for the next step to two-way operation. As an added benefit, HFC reduces operational and maintenance costs, and improves the immunity of the system to ingress noises.

Two-way operation is achieved by the addition of requisite upstream amplifiers in the amplifier housings, the addition of a narrow-band upstream laser in the optical node, a dedicated upstream fiber to the head end, and a compatible optical receiver to convert any upstream information to an electrical signal.
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Figure 3.2: HFC network architecture
The forward-path or downstream signals carry information from the headend/hub office to the home, such as video content, voice and internet data. The return-path or upstream signals carry information from the home to the headend/hub office, such as control signals to order a movie or internet data to send an email. The forward-path and the return-path are actually carried over the same coaxial cable in both directions between the optical node and the home. In order to prevent interference of signals, the frequency band is divided into two sections. In countries that have traditionally used NTSC system, the sections are 52 MHz to 1000 MHz for forward-path signals, and 5 MHz to 42 MHz for return-path signals. Other countries use different band sizes, but are similar in that there is much more bandwidth for downstream communication instead of upstream communication.

Implementation of fiber optic solutions allowed cable operators to extend their range of services with video-on-demand, voice-over-Internet Protocol, and high-speed Internet access.
4. QUALITY OF SERVICE

In the field of packet-switched telecommunication networks, the traffic engineering term quality of service (QoS) refers to resource reservation control mechanisms rather than the achieved service quality.

Quality of service guarantees are important if the network capacity is insufficient. Boosted by the growth of the Internet, the need for IP to provide QoS mechanisms has become patent in order to support new services demands by users. 

Quality of Service is affected by various factors, which can be divided into "human" and "technical" factors. Technical factors include: reliability, scalability, effectiveness, maintainability, Grade of Service, etc. These factors manifest in problems such as: Throughput, Dropped packets, Delay(Latency), Jitter and Out-of-order delivery. 

Dropped packets 

    The routers might fail to deliver (drop) some packets if they arrive when their buffers are already full. Some, none, or all of the packets might be dropped, depending on the state of the network, and it is impossible to determine what will happen in advance. The receiving application may ask for this information to be retransmitted, possibly causing severe delays in the overall transmission.

Delay(Latency)

    It might take a long time for each packet to reach its destination, because it gets held up in long queues, or takes a less direct route to avoid congestion. Delay can build up over time. In some cases, excessive delay can render an application such as VoIP or online gaming unusable.

Jitter

    Packets from the source will reach the destination with different delays. A packet's delay varies with its position in the queues of the routers along the path between source and destination and this position can vary unpredictably. This variation in delay is known as jitter and can seriously affect the quality of streaming audio and/or video. 

In this article accent was putted on measuring delay of packets in HFC network which is part of CaTV network, and to relation between volume of traffic and packet loss.

5. EXPERIMENTAL RESULTS

A cable modem termination system or CMTS is equipment typically located in a cable company's headend or hubsite, and used to provide high speed data services, such as cable internet or Voice over IP, to cable subscribers. Most CMTSs have both Ethernet interfaces as well as RF interfaces. In this way, traffic that is coming from the Internet can be routed (or bridged) through the Ethernet interface, through the CMTS and then onto the RF interfaces that are connected to the cable company's hybrid fiber coax (HFC). [5]

Figure 5.1 shows the environment in which measurements were taken. PC-2 is located in Split at the end user and is connected through a cable modem and HFC network to CMTS which is placed in the regional office of the service provider. PC-1 is located in same place as CMTS.

Equipment used for measurements:

The Cisco uBR7100 CMTS has throughput of services 50 Mbps optimized for 64, 256 Quadrature amplitude modulation (QAM). The downstream uses a 6-MHz channel width in the 85 to 860-MHz frequency range and the upstream supports the 5 to 42-MHz frequency range. [6]

Scientific Atlanta is manufacturer of used cable modem DPC2100. This modem supports maximum data rate of 30 Mbps for 64 QAM and 43 Mbps for 256 QAM in downstream and maximum data rate of 10.2 Mbps for 16 QAM in upstream. It enables connection via Ethernet and USB cable. [7]

Cable internet uses shared bandwidth technology and in that term it was interesting to see how the network load affects   packet transmission. Measurements were taken in a seven day period on one of CMTS channels (7 possible). 
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 Figure 5.1. Test environment
Figure 5.2 shows utilization of channels, busyness of channels (blue color) and free channels (black color) in the same time interval represented in percentage. When traffic load hits 90%  (red line in top of chart) it triggers an alarm meaning an overload has occurred which can lead to increased number of errors in the transport of packets.    
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Figure 5.2: Network state in 7 day period
5.1.
Delay in HFC access network
These measurements were carried out with the aim to show delay in HFC network which is placed between CMTS and the end user PC-2 (Figure 5.1).

We measured the time interval needed to transport packets between PC-1 and the central office in Zagreb (PC1-CO(Zg)), and the time interval needed to transport packets between PC-2 and the central office in Zagreb(PC2-CO(Zg)). The residual of these two values presents delay in HFC network.

The measurements are performed with command ping by sending Internet Control Message Protocol (ICMP) echo request packets to the target host CO(Zg) from PC-1, PC-2 . The number of sent ICMP packets in each measurement was 100 for cases when packets were 32, 64, 128, 512 bytes of data. The results of measurements are shown in table 5.1, 5.2, 5.3 and 5.4. In tables for each packet length (32, 64, 128, 512 bytes of data) maximum, minimum and average round-trip time through HFC network is shown.

	Delay
	PC2-CO(Zg)
	PC1-CO(Zg)
	Average delay in HFC network

	min. 
	11 (ms)
	5 (ms)
	

	max.
	15 (ms)
	14 (ms)
	

	average
	13 (ms)
	9 (ms)
	4 (ms)


Table 5.1: Packet delay of 32octets

	Delay
	PC2-CO(Zg)
	PC1-CO(Zg)
	Average delay in HFC network

	min. 
	14 (ms)
	6 (ms)
	

	max. 
	18 (ms)
	16 (ms)
	

	average
	15 (ms)
	10 (ms)
	5 (ms)


Table 5.2: Packet delay of  64 octets

	Delay
	PC2-CO(Zg)
	PC1-CO(Zg)
	Average delay in HFC network

	min. 
	13 (ms)
	6 (ms)
	

	max. 
	15 (ms)
	14 (ms)
	

	average
	14 (ms)
	10 (ms)
	4 (ms)


Table 5.3: Packet delay of  128 octets

	Delay
	PC2-CO(Zg)
	PC1-CO(Zg)
	Average delay in HFC network

	min. 
	15 (ms)
	8 (ms)
	

	max. 
	18 (ms)
	14 (ms)
	

	average
	16 (ms)
	12 (ms)
	4 (ms)


Table 5.4: Packet delay of 512 octets
From obtained results we can see that the HFC network in addition enters packet delay of 4 ms, where packet length did not have almost any impact on the delay. [8]

5.2.
Packet loss and packet delay depending on network load
In this chapter we present measurement results for packet loss and packet delay depending on network load. To show this, measurements were carried out on different network loads, namely when network was on 25% of max load, 55% of max load and finally 95% of max load. 

Measurements for low network load were performed during morning hours, measurements for medium network load were performed in mid day and for high network load measurements were taken in the evening (figure 5.2.).
Here, measurements were also performed with command ping. Hundred ICMP echo request packets were sent to the target host CO(Zg) from PC-2. Like in previous measurements packets had different lengths (32, 64, 128, 512 bytes of data). The results of measurements are shown in table 5.5, 5.6, 5.7 and 5.8 containing maximum, minimum and average round-trip time and number of lost packets per hundred sent.

	Delay
	Network load

	
	25 %
	55 %
	95 %

	min. 
	10 (ms)
	12 (ms)
	14 (ms)

	max. 
	15 (ms)
	16 (ns)
	26 (ms)

	average
	13 (ms)
	14 (ms)
	19 (ms)

	lost
	0 
	0
	2


Table 5.5: Delay and packet loss - 32 octets

	Delay
	Network load

	
	25 %
	55 %
	95 %

	min. 
	10 (ms)
	12 (ms)
	12 (ms)

	max. 
	15 (ms)
	17 (ns)
	30 (ms)

	average
	13 (ms)
	15 (ms)
	20 (ms)

	lost
	0 
	0
	2


Table 5.6: Delay and packet loss - 64 octets

	Delay
	Network load

	
	25 %
	55 %
	95 %

	min. 
	12 (ms)
	14 (ms)
	15 (ms)

	max. 
	16 (ms)
	18 (ns)
	32 (ms)

	average
	14 (ms)
	16 (ms)
	21 (ms)

	lost
	0 
	0
	4


Table 5.7: Delay and packet loss - 128 octets

	Delay
	Network load

	
	25 %
	55 %
	95 %

	min. 
	16 (ms)
	16 (ms)
	19 (ms)

	max. 
	19 (ms)
	23 (ms)
	35 (ms)

	average
	17 (ms)
	19 (ms)
	24 (ms)

	lost
	0 
	1
	7


Table 5.8: Delay and packet loss -512 octets

We can notice how packet delay is closely connected with network load  and also with packet length. Upon low network load there is weak relation between delay and packet length. The increase in network load leads to the increase of delay of packets of the same length. The worst combination is high traffic load and "big" packets (512 bytes of data) because it leads to significant delays. Due to different mechanisms for providing wanted QoS, the system adapts by shortening time slots used by the end user for transmitting data (Figure 5.2). During low and average network load delay values obtained in measurements satisfies the QoS. Longer delay time can cause problems in transport of packets which reflects on provided quality to end user. 

Sometimes it is possible, due to high traffic load that packets get lost in the network. This can be seen in table 5.8, seven packets have been lost in network.
6. CONCLUSION

Different types of traffic tolerate different delays which is causing problems with delivering the wanted level of quality of service. Prioritizing network load is one way how to deal with this problem. Users of cable internet share bandwidth in access network, so traffic which is more sensitive on delay gets higher priority. Real time services are a good example for allocating high priority so needed bandwidth could be granted.

Simply, using a well-known command (ping), our goal was to show the time needed for packets to pass through the HFC network (delay) and the connection between packet length and traffic load on the network. Round trip time for packets when network has low traffic load is thereabout 4 ms which is negligible. Upon high traffic load longer packets of data (512 bytes of data) occasionally get lost in the network. Peak period led to the loss of seven packets. This case shows us how dynamic packet fragmentation is important during high loads. Fragmentation algorithm divides original packets to smaller ones which increases the probability of transporting the packet to the destination.  

A need for introducing new services is forcing cable operators to search for new solutions which would provide better control and more efficient use of resources, and to find a way to increase access speeds in broadband. This will allow them to be more competitive with other providers using similar technology.
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