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Abstract: MPLS technology is a new technology that successfully addresses the issues that face today's networks. This is an improved method for forwarding packages through networks using information contained in labels attached to IP packages. In the network core of the internet provider MPLS technology is mostly used for simply creating virtual private networks (MPLS VPN), for ensuring quality of services (QoS) and for effective traffic engineering (MPLS TE). In this article, special attention has been given to traffic engineering (TE). Traffic engineering is a set of services that are being carried out in order to improve overall network utilization. MPLS traffic engineering has the ability to explicit routing, which allows the network an evenly load and effectively avoids possible congestion of nodes and paths. At the end of the article results of experimental measurements on real networks are presented. Throughput and round-trip time (RTT) are measured in the cases of traditional traffic management and in cases of MPLS traffic engineering.
1. INTRODUCTION

Recently several new technologies have been developed that have enabled Internet service providers to follow the explosive growth of the Internet. Recent technological achievements include new routers in Internet core networks, new queuing algorithms and scheduling modes.
These technologies are essential for successful operations and continue growth of the Internet, but the development of the functionality of routing is necessary if Internet service providers want to provide support for the new class of user services.
MPLS (Multiprotocol Label Switching) technology provides simple and very effective mechanism for implementation of traffic engineering and multiservice functionality with an additional possibility for greater scalability. It represents a new step in the development of routing/switching technologies for the core of the Internet.
Service providers looking for ways to be different from the competition by providing its users advanced services offers such as VPN and IP networks built using traffic engineering.
Users wish to have an integrated network that supports simultaneous transmission of data, voice and video. They want a unique hybrid port with a single access protocol, such as the IP protocol. Also looking for guaranteed levels of services specified in the SLA (Service Level Agreement) and which are applied by service providers by using multiple classes.

Existing IP networks do not meet the challenges with which service providers now encounter. MPLS technology allows solutions for these challenges and provides a unique transfer of multiservice IP networks. MPLS technology is based on the integration processes at the level of switching data connections (Layer 2) and routing procedures that are performed at the networks level (Layer 3).
The 2nd chapter provides a brief overview of MPLS technology features. The 3rd chapter describes the principle of operation of MPLS traffic engineering. Experimental measurements on the actual network and their analysis are given in Chapter 4, which represents the main contribution of this article. The 5th section contains a conclusion.
2. MPLS TECHNOLOGY
MPLS technology is a further step in the development of multi-switching in the Internet. This is the improved method for forwarding the package through the network using information contained in the label that are attached to IP packages. It allows efficient labelling, routing and forwarding of traffic flows through the network. MPLS is a result of standardization conducted by the IETF organization, for this purpose an MPLS working group was established in the beginning of 1997.

This technology does not belong to either the level network (Layer 3) or level data link (Layer 2) OSI RM model. MPLS is by its functionality lies between these two layers. The word multiprotocol comes from MPLS capabilities to work with any network layer protocol. It mostly considers the work of the IP protocol, although MPLS can work with the ATM and FR.

2.1. Physical elements of MPLS Networks
Physical elements of MPLS networks are shown in Fig. 1. MPLS network consists of two types of routers: LER and LSR routers.

Label Edge Routers (LER) sits at the edge of the MPLS network. These routers play an important role in the addition and removal of labels packages when traffic enters or exits from the MPLS network.
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Figure 1. MPLS Network
Label Switching Routes (LSR) are routers that forward packages based on labels contained in the package. They operate at a high speed, and are located in the core of the MPLS network.

2.2. Logical components of MPLS Networks

Logical components of MPLS networks are MPLS headers, Label Forwarding Information Base (LFIB), Forward Equivalence Class (FEC), Label Switched Path (LSP) and Label Distribution Protocol (LDP).

· MPLS header is 32-bit fixed-length identifier (Fig. 2.). Value label inside the MPLS header has only local significance because it applies only to the jumps between neighbouring routers.
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Figure 2. MPLS header

Label contains the value of MPLS label, Exp (experimental) defines the different classes of service (CoS), S (stack) defines the field of stack and is used in MPLS VPN networks and TTL supports conventional IP TTL functionality. The location of the MPLS header depends on the technology used, 2nd layer.

· Label Forwarding Information Base (LFIB) is a data structure and way of managing forwarding in which destinations and incoming labels are associated with outgoing interfaces and labels.
· Forward Equivalence Class (FEC) is a set of packages of the 3rd layer that are forwarded in the same way, or who have the same requirements for its transmission on the path from the source to the destination.

· Label Switched Path (LSP) is a connection between the LER and LSP routers that packages go from the input to the output of the MPLS network (Fig. 1). The LSP path is established using the protocol LDP (Label Distribution Protocol) or the use of Extended RSVP and BGP protocols. The LSP path is a one-way path.
· Label Distribution Protocol (LDP) is a protocol that is used to distribute information about the association labels. This information is exchanged between the LER and LSR routers in the MPLS network.

2.3. The operation of MPLS networks

Fig 3. shows the order of procedures in the transfer of data through the MPLS network. The source wants to send data toward the destination, on their way to the destination the package comes to the ingress router LER1 (entry to the MPLS network).
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Figure 3. Ordering procedures when transferring data through the MPLS network.

In a first step, router LER1 runs Longest Match algorithm to find the next jump. LER1 router initiates the request for the label. This request will propagate through the MPLS network, as in Fig. 3. (dotted line), from router LER1 to the egress router LER2 (end of the MPLS network).

The second step performs the distribution of labels. Each router will receive the label of the neighbouring router, starting from the egress router LER2 to the ingress router LER1 (dash line). Upon receipt of labels each router creates a listing in their base LFIB. In this way the LSP path is established.
In the third step, it is possible to transfer data. LER1 router inserts the obtained label in the incoming package and forwards it towards the router LSR1. Every router in the series (LSR1, LSR2, LSR3) review the label in the received package, replace it with the output label and forward it on.. When the package reaches the egress router LER2, it will remove the label because the package comes out of the MPLS domain (network), and it will forward it to the destination. The path of the packages is shown with a continuous line [1], [2]. [3], [4].
3. MPLS TRAFFIC ENGINEERING (MPLS TE)

In the network core of the internet provider MPLS technology is mostly used for simply creating virtual private networks (MPLS VPN) [5], [6], for ensuring quality of services (QoS) [7] and for effective traffic engineering (MPLS TE).
In this article we have devoted special attention to traffic engineering (TE).

Traffic engineering is a set of procedures carried out in order to improve overall network utilization. An important result of this process is avoiding congestion on any path or a node within the network. Traffic engineering does not select the shortest path but the optimal path between two locations. With this it is possible to balance loads of the network and the efficient work of the network.
MPLS TE has the ability to explicit traffic routing. In this way we minimize the possibility of congestion in the network and improve utilization of network resources. Traffic engineering plays an important role in the implementation of network services that require a guarantee for quality of service (QoS).

Traditional IGP (Interior Gateway Protocol) defines the transmission path based on source addresses and destination addresses, so that there is a minimum of numbers of steps between source and destination [8].
MPLS technology allows efficient use of traffic engineering in large ISP networks because it possesses the following properties and features:
· Defining explicit paths, which allow network managers to determine the optimum physical path through the ISP network.

· For each LSP path the usage of statistical data as parameters for network planning and analytical tools to identify bottlenecks and determine path loads.

· Using the routing based on the limitation that allows the LSP paths to meet specific requirements (eg. specific bandwidth) before the connection is established.
· Reduces router processing requirements, since routers simply forward packets based on fixed labels.

· MPLS technology supports all packet-oriented networks.

Assuming that the routers in the core network (Figure 4.) are performed using conventional forward IGP protocol. If at the same time computer A and computer B transmitted their packages to computer C and computer D (respectively). All packages will follow the Path1 (dotted line) across the core network because it is the shortest way (least amount of jumps).
If the network operator wants to avoid congestion on the Router2 he needs to forward traffic from computer A to computer C on the Path1 through Router2, and traffic from computer B to computer D on the Path2 through Router3, Routers4 and Router5. Unfortunately with conventional IP routing this can not be realized because the forwarding on the Router1 is based only on the destination address.
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Figure 4. MPLS traffic engineering
However, if the routers in the core network function as LER and LSR routers, it is easy to implement the desired process and thus reducing congestion in the Router2. Network operator can configure the path LSP1 to go through the Path1 (dotted line) and path LSP2 to go through the Path2 (dashed line). Network operator configures the ingress Router1 as the LER and so that all traffic from computer A to computer C follows the path LSP1, and the traffic from computer B to computer D follows the path LSP2 (Fig. 4.).
MPLS technology has the possibility of classifying traffic in FEC classes based on a large number of parameters such as: a combination of destination addresses and types of applications, a combination of source addresses and destination addresses, the specific QoS requirements, the IP multicast group or based on the VPN identifiers.

In this way the network can support the required quality of service QoS, and can offer great flexibility that is needed to meet customer needs while at the same time well-used network resources.
4. EXPERIMENTAL RESULTS
This section presents measurements of throughput and round-trip time (RTT) on a real network, using the method of explicit routing and bandwidth allocation based on the classification of traffic given by priority.

The aim of these measurements was to assess to what extent MPLS traffic engineering and traffic classification given by priorities, improving the performance of today's Internet which is based on the IGP protocols and to specify options for the upgrading and development of new routing mechanisms.

Two experiments were conducted in which we measured and analyzed the relevant parameters: throughput and round-trip time (RTT).

In the first experiment, we measured these parameters in the case when the traffic routing based on the IGP protocol, and in the case of MPLS explicit traffic routing.

In second experiment, we measured these parameters for the case without traffic classification and in the case of classification of traffic with respect to the priority [10]
4.1.
MPLS explicit traffic routing (first experiment)
Fig. 5. shows the configuration of a real network we used for measurements in this first experiment. The network consists of 4 Host computers (A, B, C and D) that are equipped with Intel Pentium II processor at 300 MHz and 128 MB of RAM have a built-Fast Ethernet network interface card (NIC) and installed with operating system FreeBSD. Routers LER1, LER2 and LSR are Juniper Networks M40 installed with the JUNOS Internet Software 4.2, which supports MPLS implementation Juniper Networks [9].
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Figure 5.
The configuration of the real network on which we performed measurements in the first experiment
The physical distance between the router LER1 and LER2 and the distance between the router LSR and LER2 is 40 km, the distance between the router LER1 and LSR is 5 km. At the same time data transfer is performed between the computer Host A and Host C, and the computer Host B and Host D.

The experiment was conducted in two parts. In the first part of the experiment both the traffic path was defined based on the shortest path using the IGP protocol. The result is that both traffics are using the same path, the path that directly connects routers LER1 and LER2 (Path1-dotted line).

In the second part of the experiment we used the MPLS technology to define explicit paths. In this way traffic between the computer Host A and Host C is routed through the router LSR (Path2-dash line).

In both cases, we measured throughput of traffic. For measuring throughput, we use TCP Netperf generators. Measurement results are shown in Fig. 6.

Graph in Fig. 6. shows TCP flow throughput between Host A and Host C as a function of package length in the case when the path is defined using the IGP protocol (dotted line) and in the case that the path is defined by the MPLS explicit routing traffic (solid line).
By using MPLS explicit routing traffic we get significant increase throughput in relation to Path 1, which is obtained by IGP protocol.
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Figure 6.
TCP flow throughput between computers Host A and Host C as a function of package length for different protocols
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Figure 7. The average RTT as a function of packet length for different protocols
On the same network, we measured the average round-trip time (RTT) of the TCP traffic between Host A and Host C using Netperfs method request/response. Measurement results are shown in Fig. 7.
It is obvious that for the congested IGP path (dotted line), round-trip time is rapidly growing in dependence to the length of the package. For the MPLS explicit path, delay is small and slow growing (solid line) [10].

4.2. Traffic management on the basis of priorities (second experiment)

Fig. 8. shows the configuration of a real network on which we performed measurements of throughput and round-trip time in managing traffic based on priorities. Elements of the network are the same as in the previous experiment.
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Figure 8. Configures the real network on which we performed measurements based on priority
Two traffic flows with different QoS requirements were formed. Traffic between Host A and Host C go through logical paths LSP1, and traffic between Host B and Host D go through the logical path LSP2. Both logical paths (LSP1, LSP2) through the MPLS network are part of the same physical path.
MPLS technology easily enables the reservation of bandwidth, which joins a particular LSP logic path based on the priority tag that is located in the EXP field of the headers. In this experiment, traffic between Host A and Host C had a higher priority, so we assigned LSP1 logic path 70% of available bandwidth, and LSP2 logic path was assigned with 30%.

Fig. 9. shows the dependence of throughput upon the package length on the logic path that are associated with different bandwidths, LSP1 70%, and LSP2 30% of the total bandwidth. As expected, traffic with higher priority class (over the path LSP1) has a higher throughput (solid line).

Fig. 10. shows the results of measuring the average round-trip time (RTT) for each TCP flow, one of which has a higher priority (solid line) [10].

It is evident that all experimental results presented in this paper show the efficiency provided by the MPLS technology in traffic management and all for the purpose of achieving a better utilization of network resources and more satisfied customers.


[image: image9.emf]20

40

60

80

100

64 1024 2048 3072 4096 5120 6144 8192 7168

T

h

r

o

u

g

h

p

u

t

 

(

M

b

p

s

)

Packet length (bytes)

class with higher priority over the path LSP1 (70%)

class with lower priority over the path LSP2 (30%)


Figure 9. TCP flow throughput as a function of the package length over paths LSP1 and LSP2 which were associated with different bandwidth.
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Figure 10. The dependency of an average RTT as a function of package length with a different priority
5. CONCLUSION

MPLS technology is a new technology that successfully addresses the issues that face today's networks. This is an improved method for forwarding packages through networks using information contained in labels attached to IP packages.. It is interoperable with nearly all existing network layer protocols eliminating the problem of scalability
MPLS technology in the core of the network service provider is used most often in the framework of the following services: simple creation of virtual private networks (MPLS VPN), ensuring quality of service (QoS / CoS) and efficient traffic engineering (MPLS TE).
Traffic engineering enables ISPs to change the traffic flows to a potentially less stuffy path through the network. This is currently the primary application for a MPLS because of unexpected and enormous increase in requests for network resources. Successful solutions of traffic engineering can balance the networks traffic in different paths through different routers within the network, resulting in a more efficient network and providing reliable services.
In this article, special attention has been devoted to traffic engineering (TE). The main contributions of this paper are the measurements of relevant parameters, which are conducted on the actual network.

All measurement results presented in this paper show the great effectiveness of traffic management which allows the MPLS technology and application of traffic engineering that is based on MPLS explicit paths, as well as the application of the strategy priorities based on the requested QoS/CoS to IP networks, and all for the purpose of achieving a better utilization of network resources and more satisfied customers.

Therefore, it is expected that MPLS represents a new step in the development of routing/switching technologies for the core of the Internet to enable new applications, especially those that require the transmission of real-time.
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