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Abstract: In order to include prosody into the text to speech (TTS) 
systems prosody knowledge needs to be acquired, represented and 
incorporated. Two main features of prosody important for modelling 
prosody for TTS systems are duration and F0 contour. There are various 
approaches to modelling those features and they can be categorized 
into three main groups: rule based, statistical and minimalistic. Some 
of the best known approaches to duration acquiring are Klatt’s model, 
classification and regression trees (CARTS) and neural networks and to 
F0 modelling TOBI, Fujisaki and Tilt. A procedure for automatic 
intonation event detection on Croatian texts based on the Tilt model 
was evaluated in terms of Root Mean Square Error values for generated 
F0 contours.     
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1 Introduction  

The main task of speech synthesis is the generation of voice signal understandable to 
listener from the text input. This implies that the synthesized speech should sound 
natural, and that it should own prosodic characteristics of natural human speech. 
Language conveys a wide range of information about the duration, intonation, emphasis, 
grouping words into phrases, voice quality, rhythm, etc., and these features are 
collectively referred to as - prosody. Prosody plays a great role in intelligibility, and 
especially in the naturalness of synthesized speech.  
The ability of humans of using the prosody knowledge is naturally acquired but difficult 
to articulate. For synthesizing speech from a text by a machine this prosody knowledge 
needs to be acquired, represented and incorporated. Therefore prediction of the prosodic 
patterns directly from text is not an easy task [1]. However, for this purpose, there are 
different models or algorithms that attempt to predict the prosodic elements from text. 
These models vary from models based on a set of rules to data driven models, such as 
classification and regression trees (CARTS) [2] and Hidden Markov models [3]. Besides 
the mentioned models that tend to fall into one of the basic categories, there are models 
that use additional methodology (JEMA: Joint feature extraction and modelling) [4] or 
combine rule-based approach with data driven approach [5]. 
This paper discusses the component of prosodic analysis in TTS systems. A procedure 



for automatic intonation event detection on Croatian texts is evaluated with Root Mean 
Square Error values for generated F0 contours using Tilt. 
The paper is organized as follows. In the second section basic concepts of prosody in 
TTS systems are described. In the third section rule based, statistical and minimalistic 
approaches to prosody acquiring are outlined. Duration models are presented in the 
fourth section and F0 contour models in the fifth section. In the sixth section basic 
prosodic characteristics of Croatian and in the seventh related work for languages 
cognate to Croatian are outlined. A procedure for automatic intonation event detection 
for Croatian speech synthesis is presented in the eighth section. The paper concludes 
with our plans for future work for prosody modelling for Croatian TTS. 

2 Prosody in TTS – basic concepts and definitions 

Prosody is a complex combination of phonetic factors which has a task to express 
attitude, assumptions and draw attention as a parallel channel of communication in our 
daily speech [1]. 
Semantic content that is transmitted via voice or text message is also called denotation, 
and emotional aspects and the effects of intent that speaker wishes to convey are a part 
of the message that is called connotation. Prosody plays an important role in the 
transmission of denotation, and a major role in the transmission of connotations 
(speaker’s attitude toward the message, toward the listener and toward the overall 
communication event) [1]. 
Prosody represents the acoustic properties of speech that transmit information, which is 
not conveyed by the word meaning such as emotions, discourse features, syntax [6]. 
Two most important prosodic features that affect the quality of the synthesized speech 
are considered to be duration and F0 contour.  
Duration refers to the duration of all speech particles: paragraph, sentence, intonation 
unit, speech word, syllables and phonemes. However, for TTS the duration of phonetic 
segments rather than the duration of words and syllables is used [7] [8]. One of the 
reasons for this is that the pause (boundaries) between segments, which is one of the 
most important prosodic features, can be relatively easy to determine automatically. 
Research regarding the duration on the level of syllables and phonemes were mostly 
focused on the duration of syllables in read speech [9] [10]. It has been shown that the 
duration of vowels depends on many factors, some of which include the articulatory 
context (phonemes before and after vowels), accent (both word accent and sentence 
accent), position (the position of syllables in a word and speech unit). 
The fundamental frequency (F0 contour) is determined by many factors such as 
segmental factors (microintonation), patterns of stress, melody, rhythm, gender, attitude, 
and physical and emotional state of the speaker. Two main approaches to intonation 
acquiring are phonological models and phonetic (parameter based) models. 

3 Basic approaches to prosody acquiring 

Three main approaches to prosody acquiring have been distinguished so far: rule based 
approach, statistical approach and minimalistic approach. 
 
3.1 Rule based 
Rule based approach of implementing prosody into the synthesized speech uses written 
rules to predict prosodic characteristics from text. One of the best known rule based 
approaches for the duration modelling is Klatt’s MTalk system [11]. For F0 contour 
modelling the best known rule based model is Pierrehumbert’s system [12] in which the 



contour is described as a series of target values which are connected together by 
transition rules. The target values are expressed as locations within the current pitch 
range. Which syllables within the phrase are assigned a target depends on the stress 
pattern. For example, in a declarative neutral intonation, all pitch accents are high (H), 
when the phrase is terminal, the phrase final tones are low-low (L-L) and if it is 
nonterminal, they are low-high (L-H). 
 
3.2 Statistical 
The statistical model is trained on labelled data. Hand-labelled prosodic features are 
used for parameter estimation. Parameters represent the probability of prosodic events 
in the context of different linguistic features. Model is used to predict the most likely 
prosodic labels on any input text. 
One of the methods used in statistical approach are decision trees (CART - classification 
and regression trees) [13] [14] [15]. A list of possible features must be determined, and 
the system automatically selects features that have the greatest ability of prediction. 
Hidden Markov Models (HMMs) is another method that can be used to predict prosodic 
events. In [3] HMMs are used to predict phrase boundaries, and the model is trained on 
the information about the type of word and preceding anticipated border. This approach 
requires a large amount of data for model training.  
 
3.3 Minimalistic approach 
In minimalistic approach, large natural language corpuses are used to train prosodic 
models, and as a source for units needed in the concatenation synthesis. There are 
several instances of units (most often diphones) with different characteristics in different 
phonetic and prosodic environment. One of the first systems that used unit selection 
approach in speech synthesis was CHATR: a generic speech synthesis system [16]. 
 
4 Approaches to duration modelling 
As mentioned before, one of the two most important prosodic features in speech 
synthesis is duration. There are different approaches of duration modelling and some of 
them are described in this chapter.   
 
4.1 Klatt’s duration model 
This model was developed in the 70ies and 80ies of the 20th ct and is an integral part of 
a MITalk formant speech synthesizer [11]. It is composed of sequential rules that 
include phonetic environment features, accents, shortening and lengthening of syllables 
at certain positions etc. The basic assumption in Klatt’s model is that each segment has 
its inherent duration; each rule increases or decreases the duration of the segment for a 
certain percentage, and the duration of each segment cannot be decreased beyond 
minimal length.   
 
4.2. CARTs 
Some of the features that can be included in the duration modelling with classification 
and regression trees are phoneme identity, identity of phoneme to the left, identity of 
phoneme to the right etc. There are different programs for CARTS training and one of 
them is for example Wagon procedure in the Festival Speech Synthesis Systems [17]. 
   
4.3. Neural networks 
Neural networks can be used in duration modelling [18]. The model first predicts the 
duration of the syllable and then complements it with the phoneme duration. For each 



syllable vector which consists of information about the number of the phonemes in the 
syllable, accent, part of speech tag etc. is calculated. 

5 Approaches to F0 modelling  

Phonological approaches to prosodic analysis of speech use a set of abstract 
phonological categories (tone, breaks etc.) to describe F0 contour and each category has 
its own linguistic function. An example of this approach is ToBI intonation model [19]. 
Parameter based approaches attempt to describe F0 contour using a set of continuous 
parameters. Such approaches are, for example, Tilt intonation model [20] and Fujisaki 
model [21]. 
 
5.1 ToBI 
ToBI (Tones and Break Indices) [19] takes a linguistic or phonological approach 
specifying a small set of discrete labels which identify the intonational space of accents 
and tones. It is used for transcribing accents and phrasing (grouping of words).  ToBI 
differs two pitch accents: H* or L* and four main boundary tones L-L%, L-H%, H-H%, 
H-L%. One pitch accent is associated to each accented word and one boundary tone is 
associated to the end of each prosodic phrase. 
 
5.2 Fujisaki 
Fujisaki model [21] describes F0 contour as a superposition of two contributions: a 
phrase component and an accent component. The phrase component models the baseline 
component and the accent component models micro prosodic variations. F0 contour is 
generated as a result of the superposition of the outputs of two second order linear filters 
with a base frequency value. The second order linear filters generate the phrase and 
accent components. The base frequency is the minimum frequency value of the speaker.  
 
5.3 Tilt 
Tilt [20] is a phonetic model of intonation that represents intonation as a sequence of 
continuously parameterized events (pitch accents or boundary tones). These parameters 
are called tilt parameters, determined directly from F0 contour. Basic units of a Tilt 
model are intonation events – the linguistically relevant parts of the F0 contour. 
Parameters important for events detection are rise amplitude (Hz), rise duration 
(seconds), fall amplitude (Hz), fall duration (seconds), position (seconds) and F0 height 
(Hz). Those parameters can be transformed into Tilt parameters: 

• Tilt-amplitude (Hz): the sum of the magnitudes of the rise and fall amplitudes: 
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• Tilt-duration (seconds): the sum of the rise and fall durations: 
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• Tilt: a dimensionless number which expresses the overall shape of the event, 
independent of its amplitude or duration: 
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6 Prosodic characteristics of the standard Croatian language 
The core of the most European languages makes the accented syllable in a stressed word 
of the intonation unit, while in Croatian the core is comprised of the accented syllable 
and syllable behind the accented syllable because of the differentiation of the ascending 
and descending stress. 



In Croatian, there are six different intonation cores: descending (\), ascending (/), 
descending-ascending (\/), descending-ascending-descending or reversed (\ / \), 
ascending and descending or complex (/ + \) and flat (-). Their distribution is not related 
to the grammatical syntactic types [22]. 
The most common intonation beginning in Croatian is descending, after which any type 
of intonation core can follow. The intonation ending is always descending or low and 
flat except after a flat core, when it is high and flat. If the end of intonation core is low, 
intonation ending extends into a flat, low tone. 
Syllables in the standard Croatian can be accented or unaccented, long or short and high 
or low (tone). In one spoken word, only one accented syllable is allowed in Croatian. 
The most common accented syllable is the first syllable of the word (in about 66% of 
the words in the text), then the second (in about 23% of the words), the third (6.7%) and 
the fourth (1.6%) [22]. 
Only one syllable in a spoken word is accented and all others are unaccented. Before the 
accented syllable all syllables are of high tone and short, and after of low tone and short 
or long.  
Long accented syllables are 50% longer then long unaccented syllables and short 
accented are 30% longer then short unaccented [22]. 
Prosodic structure is an aspect of a prosody which refers to the fact that some words 
group together and some have a break or natural pause between them. At the boundaries 
between prosodic phrases we often hear a change in the rhythm of the speech or a 
pause. Prosodic unit smaller than prosodic phrase and greater than phonological word is 
called clitic group or “spoken word”. It consists of a word and proclitic or enclitic. A 
clitic is a morpheme that is grammatically independent, but phonologically dependent 
on another word (e.g. /ùškoli/). In Croatian low tone accent can only be found on the 
first syllable of a word and when there is a proclitic in front of a word the accent moves 
from the first syllable in a word to the proclitic. If a word had three or more syllables, 
the accent stays on the first syllable of a word [22]. 
 
7 Related work for languages cognate to Croatian 
The Slovenian language is by prosodic characteristics similar to Croatian. Several 
studies regarding prosody implementation into TTS have been conducted for Slovene. 
Šef and Gams [23] developed a prosody generating system for TTS. They used the 
approach of duration modelling at two levels: intrinsic (type of voice, the voice 
environment, record type, syllable emphasis, etc.) and extrinsic (speed of pronunciation, 
position of the words within phrases and the number of syllables in a word). In F0 
modelling, they differ two main phases: text segmentation on intonation units and 
definition of F0 contours for specific intonation units. Šef [24] also explored the 
automatic accentuation of words for Slovene words. First, it was determined whether 
each vowel is stressed or unstressed, and then the accents were corrected using decision 
trees, and taking into account the number of accented vowels and word length.  
Marinčić et al. [25] analyzed the automatic accentuation in the Slovene language, and 
compared the human and machine capacity of accent allocation. Gros [26] recorded a 
long continuous speech database and studied the influence of speech rate on the 
duration of syllables and phonemes. She presented models of intonation for the 
Slovenian language, based on the intrinsic level (word level) and extrinsic level (level 
higher than word level).  
The Czech language can to some extent be compared to the Croatian language in its 
prosodic characteristics. Romportl and Kala [27] described the statistical F0 modelling, 
intensity and duration of the Czech language. Tihelka et al. [28] describe a speech 



synthesis system for Czech language which includes prosodic characteristic module 
based on the unit selection approach. 
Tihelka and Matoušek [29] also incorporated phonetic transcription and prosodic rules 
to convert an input text to its phonetic form and to estimate its suprasegmental features 
in ARTIC system for Slovak. Kondelova et al. [30] proposed statistical approach for 
prosody contour modelling based on sentence classification for the Slovak language. 
Sečujski [31] has developed dictionary of accents for Serbian designed for the Serbian 
speech synthesis. 
 
8 Automatic intonation event detection for Croatian speech synthesis 

A procedure for automatic intonation event detection on Croatian texts based on the Tilt 
model was proposed in [32]. In order to detect intonation events automatically, we 
chose a representative set of utterances and marked four main prosodic events (pitch 
accents, boundaries, connections and silences) within each utterance. Then we trained 
HMMs to mark events automatically on a larger set of utterances. To extract F0 features 
from the training set of utterances we used RAPT algorithm [33] as implemented in 
Voicebox Matlab toolbox. The obtained F0 contours contained some noise which we 
smoothed with a three point median filter. We set the F0 value to 0 Hz to represent the 
unvoiced segments where F0 cannot be determined and in another attempt we used 
linear interpolation to determine the missing values. Finally, we obtained three different 
F0 feature sets: raw output from the RAPT algorithm smoothed and interpolated. We 
parameterized the detected events with tilt parameters and generated F0 contours out of 
those parameters. In order to evaluate the obtained F0 contours, we compared three 
different F0 contours based on three models for automatic event detection, trained on 
raw, smoothed and interpolated F0 features to the original contour. The F0 contour 
synthesized using hand-labelled events was also compared with the original F0. The 
usual measure for F0 contour evaluation is the root mean square error (RMSE) between 
the original and generated F0 contour. The obtained results are shown in Table 1 and 
graphical comparison is shown in Fig. 1. 

Table 1: Root Mean Square Error values for generated F0 contours 
Event label model RMSE (Hz) 
raw 25.16 

smoothed  26.69 
interpolated 25.57 
hand-labelled 23.11 

 

 
Figure 1: Comparison of the generated F0 contours with the original F0  

0

50

100

150

200

250

0 1 2 3 4 5 6 7

f0
 (

H
z
)

t (s)

Original f0

Interpolated

0

50

100

150

200

250

0 1 2 3 4 5 6 7

f0
 (

H
z
)

t (s)

Original f0

Smoothed

0

50

100

150

200

250

0 1 2 3 4 5 6 7

f0
 (

H
z
)

t (s)

Original f0

Raw

0

50

100

150

200

250

0 1 2 3 4 5 6 7

f0
 (

H
z
)

t (s)

Original f0

Hand-labelled



9 Conclusion and future work 

A procedure for automatic intonation event detection on Croatian texts based on the Tilt 
model was evaluated in terms of Root Mean Square Error values for generated F0 
contours. Three different F0 feature sets: raw output from the RAPT algorithm; 
smoothed and interpolated were compared.    
The results that we obtained are preliminary and we expect to get better results after we 
train the model on a larger set of sentences. All F0 contours obtained from automatically 
detected events have similar RMSE values, and perform comparably to the hand-
labelled case which encourages us to use this method in the future work.  We plan to 
build CARTS for Tilt parameter prediction from text. We also plan to build duration 
model for Croatian and to automatically accent the Croatian words with CARTS. Then 
we will incorporate the obtained duration and F0 models into Croatian TTS system and 
evaluate the generated speech. 
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