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Abstract

In component-based and model-driven development it is common to model embedded applications in a platform-independent manner. As an example, some approaches allow development of distributed applications while abstracting away from details of communication between platform nodes. Using such an approach requires to implement this communication before an executable system is deployed. Currently it is common to automatically implement this communication on the level of code, while providing it on the model level is mostly a task that needs to be done manually. In this paper we present a framework for automatic generation of inter-node communication by adding communication components to software models. The framework provides flexibility in the level of automation of generation decisions, and is defined in a way which allows adding support for new communication media or protocols. We have implemented the generation framework for the IEC 61499 standard and provide a prototype generation tool, which we use for examining the applicability of the approach.

1 Introduction

Component-based [1, 5] and model-driven [4] development approaches have shown potential in improving the process of development of distributed embedded systems. A common feature that these approaches tend to provide is development of systems using platform-independent software models, reducing the amount of details that a developer needs to tend to during early stages of development. Later in the development, these platform-independent models can be transformed to either platform-specific models or synthesized directly to platform-specific code. Although it is common to generate platform-specific code without using intermediate models, generating a platform-specific system model can provide additional benefits to development. For example, platform-specific models can make developers more aware of consequences of deployment decisions, or make platform-specific properties available to model-level analysis tools.

An example of an approach which supports separation of platform-independent and platform-specific models can be seen in the IEC 61499 standard [11, 16, 17]. The standard allows platform-independent development of distributed applications, abstracting away some of the additional complexity of communication between distributed nodes. While some development tools [9, 14] automatically generate code for this communication when deploying an application to hardware, inter-node communication can also be implemented using specialized communication components on the model level. These components currently need to be added to the models and updated manually, thus extending the development time and increasing the possibility of introducing errors.

In this paper we present a framework for automatic generation of inter-node communication on the level of software models, and provide an implementation of the framework for the IEC 61499 standard. The generation is performed by utilizing the models of software, platform and the mapping between the two. The method first derives a communication model of the system and determines available communication media. After that, communication media and protocols to be used for implementing the communication are selected. In the end, the communication components are added to the software model and configured for communication, and the original software model is annotated with information about the generated elements. We also provide a prototype generation tool and use it to demonstrate the applicability of the approach.

The approach allows developers to model distributed functionality without having to manually implement the details of inter-node communication. The communication model elements can be generated even in the early stages of development, before the system is fully implemented, which makes it easier to explore different allocation options. To increase flexibility and make it easier to apply the method do different component frameworks, we
separate the generation into multiple phases, each with clearly defined inputs and outputs. The framework also distinguishes between the generic generation mechanism and generation of protocol-specific elements, allowing the method to be extended with support for different protocols.

The rest of the paper is organized as follows: In Section 2 we provide background information on the IEC 61499 standard. Section 3 contains detailed description of the communication generation framework. In Section 4 we show how the generation method is applied on an example system, while in Section 5 we provide information about the prototype implementation of our method. Section 6 gives an overview of related work and Section 7 concludes the paper.

2 Background - IEC 61499

The IEC 61499 standard [11, 16, 17] is proposed as a successor of the IEC 61131-3 standard [10] widely used in industry to accommodate development of industrial automation systems. One of the main concerns of the standard is to allow development of applications distributed over multiple controllers, which can be geographically separated in a plant. In the following two sections we will describe the software, platform and resource-specific software model of the standard.

2.1 Software model

The main element of the IEC 61499 software model is the function block. Function blocks are reusable units of software that implement a specific functionality with a clear separation between interface and implementation.

Although the functionality of function blocks can be implemented in various ways, the work presented in this paper deals with function blocks only on the interface level. Therefore in this section we will not describe the details of function block implementation.

The function block interface defines how the functionality of a function block is presented to the rest of the system. The interface explicitly separates event and data inputs and outputs. Event inputs and outputs are used to specify the execution flow, but do not provide any means for exchanging data between function blocks. All data transfers are done by data inputs and outputs.

Relations between event and data ports can be described by WITH qualifiers. Defining a WITH qualifier on an event input port and a set of data input ports describes which data inputs will be sampled together with the event port. A WITH qualifier combining an event output port with a set of data output ports shows which data outputs will be updated with new values together with an output at the event output.

Figure 1 (a) shows an example of a function block interface. The figure shows a function block with input event ports E.i1 and E.i2, output event ports E.o1 and E.o2, data inputs D.i1 and D.i2, and data outputs D.o1 and D.o2. The WITH qualifiers are represented by connecting the ports with vertical lines, marking each port belonging to a WITH qualifier by a black rectangle. As an example, the WITH operator defined on outputs of FB implies that when an event is generated on E.o1, the values on ports D.o1 and D.o2 will also be updated.

IEC 61499 applications are implemented by function block networks. A network consists of a set of function blocks and connections between the ports of these function blocks. Applications provide a view of the complete software implementation, no matter how the function block implementing them are mapped to the platform nodes.

An example of an application containing function blocks FB.1, FB.2 and FB.3, and connections between them, is given in Figure 1 (b).

2.2 Platform model

In IEC 61499 the platform is represented by devices. A device is an independent physical entity capable of per-
forming one or more specified functions. Each device contains one or more resources, which are functional units with independent control of operation.

Communication networks between devices are modeled by network segments. One device can be connected to more than one segment, and there is no limit to the number of devices that can be connected to a single network segment.

Figure 2 shows an example of platform model consisting of two devices connected via an Ethernet network segment. Device 1 has two resources, and Device 2 with only one resource.

Applications are deployed to the platform by mapping its function blocks to the resources contained by the devices of the platform. Since function blocks are atomic units of deployment, each function block can be mapped to only one resource.

2.3 Resource-specific software model

Each resource in a distributed IEC 61499 system contains a local model of the application, containing only a subset of applications function blocks which are mapped to that particular resource. This model can however contain additional function blocks which are not visible on the application level. It is a common practice to use this option to implement functionality that is specific to the current mapping of the application, such as adding inter-resource communication function blocks.

3 Communication generation framework

To solve the problem of automatic generation of inter-node communication components we define a generation framework, an overview of which is depicted in Figure 3.

The framework is separated into four activities, each with clearly defined inputs and outputs, introducing a level of flexibility which results in multiple benefits. First, the method can easily be extended to take into account more information, for example to improve media and protocol selection, or the component creation method. Arbitrary new communication components, media and protocols can easily be appended to the generation implementation. The level of automation of the generation process can be varied, leaving the ability for manual input of a developer. Also, the separation allows easier adaptation of the method to different component frameworks.

In the following sections we first introduce the communication model which is used to describe inter-node communication in our approach, and then give detailed descriptions of the four generation phases.

3.1 The communication model

We describe the communication between components located on different nodes by creating a communication model. The Ecore metamodel of the communication model can be seen in Figure 4. The main elements of the model are Channels, which represent data or events produced together on the same source node, and transferred as messages to one or more destination nodes.

The content of a message sent through a channel is defined by a set of Data elements. Each data element defines the type of data it represents using the type attribute. As events are not distinguished by types, and carry no semantics besides the occurrence of an event, we represent them by Data elements with type set to none.

In addition to a set of data elements, a channel also con-
contains one Source and one or more Destination elements. Both of these element types have a reference to the platform node which is the endpoint of the communication. The Destination element has an additional isLocal flag, which indicates if the source and destination nodes are two virtual nodes residing on the same physical node, or if they are distributed on separate physical nodes. As an example, in the IEC 61499 implementation of the generation method, communication between two resources belonging to a same device is marked as local. The Source and Destination elements also reference one or more inter-node connections in the application model which they represent using the connections attribute.

The source and destination elements also describe how the messages are created and consumed by components. This is done by a set of Port elements which are added either to the sourcePorts set of a source or the destinationPorts set of a destination. Each of these elements define from which port of which component in the application model the message data is read (in case it is added to a source) or to which port of which component the data needs to be delivered (in case it is added to a destination). This is done using the component and port attributes. The message element that is generated by or delivered to the referenced port is denoted by a reference to a Data element of the Channel.

Each Destination element can also contain a number of Media elements. These elements are used to describe which communication media can be used for communication between the destination and the source of the channel. Besides the networkSegment attribute which references the network segment of the platform model, a Media element also contains a properties attribute which can contain information about how the destination node is connected to the network segment, for example an IP address of a device on an Ethernet network.

### 3.2 Communication model extraction

The communication model of an application is extracted from the application model and the deployment model. The process starts with detecting event and data connections in the application which connect components deployed to different platform nodes. A Channel element is generated for each group of connections for which source events and data are generated at the same time and on the same node. Then, the Data element set of the channel is generated based on the data end event sources of the connections. The channels single Source element is created and initialized with the information about the source node and the represented connection, and Port elements of the sourcePorts set are created based on the output ports from which the connections represented by the channel start.

The represented connections are then grouped by the nodes that their destination components are mapped to. For each such group, a Destination element is added to the channel. A Port element for each connection is then added to the destinationPorts set, and initialized to point to the target port of the connection.

In the IEC 61499 implementation of the generation method, we use WITH operators defined on the output ports to group connections into channels, as they define one event and an arbitrary number of data outputs generated at the same time.

### 3.3 Communication media detection

Once the communication model has been derived, it can be used to determine which media alternatives are available to implement the inter-node communication. This is done in combination with the model of the platform.

As channels can have multiple destinations, each on a distinct platform node, media detection has to be performed separately for each channel destination. Available media for a destination is determined by finding all communication networks in the platform model to which both the node of the destination and the node of the channel source are connected. For each available media, a Media element is added to the Destination and the value of the properties attribute for the new element is set based on how the node is connected to the network.

The results of the media detection are added to the existing communication model and the new extended model is stored.

### 3.4 Protocol selection

After the media detection is done, it must be decided which of the available media will be used to implement the communication, and how (i.e. using which protocol). The protocols which can be used to achieve communication using a specific media are defined by the available protocol specific generators, which will be described in the next section. This process can be a combination of manual and automated selection. While manual selection allows de-
velopers to use expert knowledge to obtain a desired system behavior, automated selection allows optimizations on the system level and faster development in cases when there are no specific communication constraints to consider.

As an example of optimization during automated selection, we have implemented an algorithm which reduces the number of used communication media. The algorithm finds common media for destination of a communication channel, and selects the ones which cover the most destinations. In this way the number of generated components and sent messages will be minimized.

### 3.5 Communication component creation

The actual creation of the communication components is based on the extended communication model and the information about selected communication protocols. It is done using two mechanisms: a *generic generator* and a set of *protocol specific generators*.

The task of the *generic generator* is to traverse the communication model and initiate creation of communication components for sources and destinations. For each destination exactly one component is generated on the destination node. Creation of components on the source side is more complex. Messages from one source can be delivered to more than one destination, and each destination can require different communication media or protocol. Because of this, in some cases there is a need to generate more than one communication component for a single communication channel source, each for a specific media or protocol. After the communication components are generated, the *generic generator* creates connections between applications components and the generated communication components based on the information stored in the *Port* elements of the communication model. In the end, the information about the connections represented by sources and destinations is used to annotate these connections with the information about the generated components.

The component creation initiated by the *generic generator*, as well as configuration of the created components, is performed by a *protocol specific generator*. The generation implementation can have more than one specific generator, each implementing component creation for a specific communication media and protocol. The specific generator to be used for each source and destination is chosen based on information provided by the protocol selection phase.

In the IEC 61499 context, we have implemented the *generic generator* and a *protocol specific generator* for communication using the UDP protocol on an Ethernet network. This type of communication is part of an interoperability provisions defined by Holobloc [8]. In the resource-specific software model, the communication is implemented using two standardized function block types: the *PUBLISH* function blocks are used to send multicast UDP messages to the network, while *SUBSCRIBE* function blocks receive such multicast messages. There exist multiple versions of both function block types, each with a different number of data values they send or receive. To enable sending messages from one *PUBLISH* function block to one or more *SUBSCRIBE* function blocks, they must be configured to send and receive messages on the same UDP port.

The *specific generator* for UDP over Ethernet generates *PUBLISH* function blocks for channel sources, and *SUBSCRIBE* blocks for destinations, choosing the correct versions of the function blocks based on the number of data values transferred by the channel. Each channel is then assigned a unique UDP port which is used to configure all communication blocks belonging to the channel which will communicate using this protocol.

For the purpose of testing the generation of communication for different media and protocol types, we have also created a protocol specific generator for communication using a CAN bus. However, implementation of components for such communication does not exist in the IEC 61499 development tools which we used to build the prototype generation tool. Because of this, the CAN protocol specific generator can only be used for testing purposes.

### 4 Example

We will illustrate the proposed communication component generation method on an example system. The distributed application of the example is shown in Figure 5 a), and the platform model is given in Figure 5 b). Function block *FB.1* is mapped to run on *Resource 1*, *FB.2* and *FB.3* to *Resource 2*, and *FB.4* to *Resource 3*.

Figure 5 c) shows the communication model extracted from the application and deployment models. The extraction results in two communication channels, one for each with *WITH* qualifier of *FB.1*. The first channel is used to transmit one event and two data values from *Resource 1* to a single destination on *Resource 2*. The model also shows at which port the message data originates, and which destination ports receive the data. The second channel transmits one event and one data value originating on *Resource 1*, and has two destinations, one on *Resource 2* and one on *Resource 3*.

Results from communication media detection are also depicted in Figure 5 c). Both *Destination 1 of Channel 1* and *Destination 1 of Channel 2* can be reached from their sources by either the CAN bus or the Ethernet connection. Ethernet is however the only media that can be used to communicate between the source of *Channel 2* and *Destination 2* of the same channel.

We assume that the developer has manually selected the CAN bus as the media to be used for *Destination 1* of

---

1Because of the specifics of the implementation of message decoding in *SUBSCRIBE* function blocks, in some cases where not all outputs are used in all destinations, the method generates multiple *PUBLISH* blocks and treats each of these as a separate communication channel.
Channel 1, and that media selection for Channel 2 is left to the tool. As Ethernet is a common available media to all destinations of Channel 2, it is selected to implement communication for both destinations by the automated selection process. The selected media are marked with an asterisk in the model figure.

The result of the component creation can be seen in Figure 5 d). The figure shows resource-specific software models of the system resources, which, in addition to the deployed function blocks, contain the inter-node communication function blocks. For the sake of simplicity, the models do not show all ports of PUBLISH and SUBSCRIBE function blocks, such as the ports used to trigger function block initialization.

5 Implementation

To demonstrate the applicability of the communication component generation method we have implemented it as a prototype tool. The tool has been developed as a plug-in for the 4DIAC-IDE, an open-source IEC 61499 development environment [15]. Integration with 4DIAC allows us to execute the tool using the graphical model editors, and perform generation using existing system models. Generation results in systems which are fully executable without any need for manual editing of resource-specific software models or code. A screenshot depicting the 4DIAC-IDE is shown in Figure 6. The figure contains a) the application model from the previous example and the generation menu added by our plug-in, and b) the resource-specific

---

**Figure 5.** a) Example application model. b) Platform model of the example system. c) Communication model derived from the example application and platform model. d) Resource-specific software models containing generated communication components.
software model for Resource 2 containing the generated communication blocks. The prototype tool is freely available for download².

6 Related work

The general problem of code generation using system models has been explored by the model-driven development research community, and some of the approaches also allow automatic generation of distributed systems.

In Balasubramanian et al. [2] describe how models of software, platform and the mapping between the two can be used to generate parts of code that implement access to the communication media. Gokhale et al. [7] describe how embedded systems where communication between nodes is supported by middleware can be generated using system models. The authors propose using platform-independent application models together with the models of platform to configure pre-existing middleware components. Compared to our generation, which generates communication on the level of models, the communication that both of these approaches generate is not visible to the developers on the model-level, and not available to analysis methods which are performed using models.

Automatic generation of inter-node communication on the code level has been implemented in ISaGRAF [9] and nxtStudio [14] development tools for IEC 61499 systems. Our approach however generates this communication on the model level, making it more visible to the system developers and analysis tools. In our approach we have also introduced separate generation phases, all of which have well-defined inputs and outputs, making the generation easily adaptable to new communication protocols, or transferable to other component-based frameworks.

Doukas and Thamboulidis [6] present a real-time framework that is able to run systems created using function block models, which also includes automatic generation of inter-device communication. The communication is implemented using entities called event-connection managers, which allow the communication to be more flexible than implementation using only code. Compared to our approach, the automatically generated communication is not visible in function block models, the generation takes into account only the deployment model as opposed to the complete platform model, and communication can only be implemented using IPCP protocol.

Brisolara et al. [3] provide generation of communication on the level of models as a part of a method which uses high-level UML models to generates executable and synthesizable Simulink models. Providing extensive support for automatic generation of communication was not the main aim of this work. Compared to work presented in this paper, the communication generation does not take into account the model of platform nodes and network connections between them, and therefore can not generate communication for different communication media and protocols. Also, in this approach the information about generated elements is not propagated back to the UML model.

7 Conclusion

In this paper we have defined a framework for automatic generation of inter-node communication in component-based distributed embedded applications. The generation is done by first extracting an inter-node communication model from the models of software, platform and deployment. Based on this model, the software model is updated by adding, configuring and interconnecting components which will implement communica-

²http://www.idt.mdh.se/~jcn01/research/4DIAC-plugins/
tion between distributed platform nodes. The generation method is separated in multiple stages, each with clearly defined inputs and outputs. The result of this separation is a flexible and extensible framework which can easily be updated with support for new communication medias and protocols, or applied to different component models. The framework also allows a variable level of automation of the communication media and protocol selection in case the communication can be implemented using multiple protocols. We have described how the generation framework can be applied to the IEC 61499 standard and demonstrated the generation on an example system. The framework has also been implemented in form of a prototype tool, based on the 4DIAC integrated development environment for IEC 61499 systems.

As future work we would like to validate the generation framework in a realistic case-study. We also plan to extend the presented generation method with a possibility of creating relay communication components. This approach would enable communication between two nodes which are not directly connected by a network, but share a common node to which both are connected.

Another possibility for future work is to investigate how the generated communication components and annotations to the application model could be used to improve the results obtained by model level analysis, such as described in [13, 12].
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