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Abstract
Our recently proposed theoretical formulation based on Bethe–Salpeter G0W0 methodology is
applied here to explore the quasiparticle and optical spectra of anthracene (C14H10) placed
close to a metallic surface. Special attention is paid to explore how the energy shift and decay
width of the low-lying anthracene bright excitons p, α and β depend on the type of the
adjacent surface (described by the Wigner Seits radius rs) and the separation from the surface.
It is shown that p and α excitons weakly interact with surface excitations, but for rs ≈ 3 the
intensive β exciton hybridizes with surface plasmon considerably, resulting in its splitting into
two optically active modes. The β exciton decays extraordinarily fast (� ≈ 200 meV) to the
electron–hole excitations in the metallic surface even for non-contact separations
(z0 ≈ 12 a.u.). For rs > 5 the β exciton becomes infinitely sharp (� ≈ 0) and no longer
interacts with the surface plasmon. Moreover, it is shown that HOMO and LUMO states near a
metallic surface behave as statically screened rigid orbitals, with the result that the simple
image theory arguments are sufficient to explain the HOMO–LUMO gap shift. Finally, it is
demonstrated that the HOMO–LUMO gap shift dominantly depends on the position of the
effective image plane zim of the adjacent surface.

Keywords: surface plasmons, optical spectra, organic molecule

(Some figures may appear in colour only in the online journal)

1. Introduction

Organic molecular crystals (layers) or polymers deposited on
metallic nanoparticles are increasingly being experimentally
tested in order to explore their suitability for applications in
organic photovoltacics, organic electronic circuits, organic
transistors, biosensing, etc [1–5]. Organic π conjugated
molecules have been proven to be the best candidates for
all these applications. The molecule that has recently been
studied extensively is anthracene (C14H10) and its derivatives.
For example, some anthracene derivatives have recently been
successfully tested as donor materials in organic photovoltaic
[6–10]. Even though a lot of work has been performed dealing
with individual molecules, there is a lack of theoretical studies

that explore the molecular electronic structure, excitation
spectra or optical absorption spectra when a molecule is
deposited on a substrate. This is because the numerical
complications become enormous. In this paper we focus on
quasiparticles and the optical properties of anthracene placed
close to a metallic surface. Molecular ground and excitation
properties are obtained combining ab initio molecular orbitals
and solving a G0W0-Bethe Salpeter (G0W0BSE) scheme. For
the metallic surface we use a jellium model. The main
objective is to explore how the low-lying anthracene excitons
interact with electronic modes in the metallic surface. Due
to the weak intermolecular binding in the anthracene crystal
(with absorption spectra very similar to gas phase absorption
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spectra), the results and the conclusions obtained for the
isolated molecule can also be considered relevant for an
anthracene monolayer in the vicinity of a metallic surface.

In this theoretical investigation we shall use the
formulation developed in our recent paper [11] which is
mostly based on previous well established and tested theories
that combine the Bethe–Salpeter equation (BSE) and the
G0W0 method for the determination of the quasiparticle
properties of a molecule [12–18]. However, the theoretical
method presented in [11] has been modified. Specifically,
the molecular optical spectra are obtained directly from
the imaginary part of the dynamical 4-point polarizability
matrix Lkl

ij (ω), which is the solution of the matrix BSE.
The formulation is also extended in order to include the
interaction of the molecule with the metallic surface. For an
isolated molecule, the interaction between charge fluctuations
is mediated by a bare Coulomb potential V , but for a
molecule in the vicinity of a metallic surface, the interaction
becomes mediated by screened Coulomb potential W̃ (ω) =
V + �W(ω), where �W(ω) is the RPA induced Coulomb
interaction which describes the substrate polarizability while
molecular excitation is described within BSE-G0W0. In
this way, we can obtain an accurate description of the
molecule/surface interactions at reasonable computational
cost [11, 19] and perform computational screening of the
optical absorption and inter-facial coupling of a molecule near
a surface.

First we calculate the quasiparticle spectra and optical
spectra of isolated (gas phase) anthracene, compare them with
available theoretical and experimental results and find that
the calculated HOMO–LUMO gap is in excellent agreement
with the experimental result [20]. The calculated optical
absorption spectra show three lowlying excitons 1B3u(x, p),
1B2u(y, α) and the most intensive 1B2u(y, β), throughout
the paper denoted as p, α and β excitons, respectively. The
energies of the p, α and β excitons slightly overestimate the
experimental values [21, 22].

The second step is a detailed analysis of the influence of
different jellium surfaces (different Wigner Seitz radius rs) on
the molecular quasiparticle and optical spectra and for different
distances between the molecule and the surfaces. Even though
the adsorption of anthracene on noble metal surfaces has
already been experimentally studied [23, 24] there is still a
lack of experimental studies dealing with the influence of a
metallic substrate on molecular quasiparticles and absorption
spectra. We show here that for particular surfaces (rs ≈ 3)
the β exciton strongly hybridizes with surface plasmons in
such a way that the β exciton splits into two equally intensive
peaks which are both optically active. The surface reduces
the HOMO–LUMO gap such that HOMO and LUMO states
behave as rigid statically screened orbitals, and the dynamical
effects are irrelevant. We demonstrate how different metallic
surfaces, i.e. different rs, influence the HOMO–LUMO gap.
We show how the HOMO–LUMO gap changes the effective
image plane zim as a function of rs. Finally, we show that the
β exciton strongly decays to electron–hole excitations in the
metallic surface, and the β exciton decay width � decreases
with molecule surface separation z0. The p and α excitons are
weakly affected by the metallic substrate.

Most of the aromatic hydrocarbons, when deposited
on metallic substrates, prefer planar geometry, and the
equilibrium separations are about 6–7 a.u. from the topmost
metal atomic layer. This motivated us to choose the anthracene
plane to lie parallel to the metallic surface and at a minimum
distance 6 a.u. from the surface. However, some molecules,
such as pentacene on Au(1 1 1) [25], favour the sideways
configuration. Also, even if the molecule prefers the parallel
configuration, the substrate could cause the molecular bending
or the inclination of the CH bond (with respect to the molecular
plane), e.g. in benzene on Pt(1 1 1) [26]. All this structural
deformation can substantially influence the quasiparticle and
optical spectra of the deposited molecule, or the exciton-
surface plasmon hybridization. However, in most cases, e.g.
pentacene on Ag(1 1 1) [27], benzene on graphene [11] or
benzene on Au(1 1 1) [26], the substrate’s influence on the
parallel molecular structure and energy levels is weak (within
the DFT approach). Also, the lateral position of the molecule
is unimportant. This allows us to treat the molecules and
the substrates as independent objects (on DFT level) and
to describe the substrate by some relatively simple model
(e.g. a jellium model), as is done in [11, 28]. However,
this paper does not aim to investigate how ‘realistically’ the
substrate modifies molecular structure and orientation, and
consequently its optical spectrum. We restrict our investigation
to a more simple model where we freeze the molecular
structure and investigate how the substrate screening influences
the molecular optical and quasiparticle spectra as a function of
the molecule—substrate separation and the substrate density.

In section 2 we briefly present the methodology used to
obtain the 4-point polarizability matrix Lkl

ij (ω), and then show
how Lkl

ij (ω) can be applied to calculate optical absorption
spectra of isolated molecules and of the molecule in the
vicinity of a metallic surface. In section 3 we present the
results for the HOMO–LUMO gap and optical absorption
spectra of anthracene in the vicinity of a metallic surface, for
various surfaces (various rs) and various separations between
the molecule and the surface. This is followed by concluding
remarks in section 4.

2. Formulation of the problem

An incident light beam can create an electron–hole pair
in a molecule and, in the lowest approximation, the
motion of the pair can be considered as two independent
particles propagating through the molecule without any mutual
interactions. Such a long lived electron–hole pair propagation
can be described as a convolution of two one-particle
Green’s functions which can be calculated within a local
density approximation (LDA) Kohn–Sham (KS) scheme [29].
However, the excited electron and hole can still interact
with other molecular excitations, e.g. collective electronic
modes (plasmons) or molecular vibrational modes (phonons).
Such additional interactions, especially long range electron–
electron correlations, are not included at the LDA level and
one particle Green’s function must be corrected in order to
include all these effects. Moreover, because of the electron–
electron interaction, excited electrons and holes can interact
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mutually or annihilate and interact with other electron–hole
excitations in the molecule. Therefore, in order to obtain
accurate molecular excitation spectra, all of these processes
should be carefully taken into account. To do this we calculate
full electron–hole propagator or 4-point polarizability L,
following the BSE approach, described in detail in our previous
publications [11, 30].

We obtain the 4-point polarizability matrix Lkl
ij as the

solution of the Bethe–Salpeter equation [11]

Lkl
ij (ω) = L̃kl

ij (ω) +
∑

i1j1k1l1

�
k1l1
i1j1

L̃
i1j1
ij (ω) �

k1l1
i1j1

Lkl
k1l1

(ω),

(1)

where the prefactor

�kl
ij ≡ |fj − fi ||fl − fk|, (2)

ensures that only the transitions between empty and filled
molecular states contribute. L̃kl

ij is the noninteracting
quasiparticle 4-point polarizability matrix calculated using
the quasiparticle energies ε̃i obtained by solving the Dyson
equation, where the exchange-correlation self-energy operator
is calculated within G0W0 approximation [11, 30]:


XC(r, r′, ω) = i
∫ ∞

−∞

dω′

2π
e−iω′δG0(r, r′, ω − ω′)

×W0(r, r′, ω′). (3)

This approach is referred to as the BSE-G0W0 scheme, and the
BSE kernel [30]

�kl
ij = �

kl,H
ij − �

kl,F
ij (4)

consists of Hartree and Fock terms

�
kl,H
ij =

∫
dr1dr2φ

j

i (r1)V (r1 − r2)φ
k
l (r2) (5)

and

�
kl,F
ij = 1

2

∫
dr1dr2φ

j

l (r1)W(r1, r2, ω = 0)φk
i (r2), (6)

where V (r1 − r2) is the propagator of the bare Coulomb
interaction and

φ
j

i (r) = ψ∗
i (r)ψj (r), (7)

Our aim is to simulate an optical absorption experiment, i.e.
the situation when an incident electromagnetic wave couples
to the electronic excitations in the system and is partially
absorbed. We shall calculate the absorption spectra P(ω)

within the linear response theory which again is described in
our previous publications [11, 30], and links the spectra to the
4-point polarizability matrix

P(ω) = −ωIm




∑
ijkl

�kl
ij L

kl
ij (ω)JjiJkl


 , (8)

where JjiJkl are current vertices [31].
The system we want to investigate is anthracene placed

close to a metallic surface, as illustrated in figure 1. The
incident electromagnetic field induces molecular currents,

Figure 1. Schematic illustration of the optical absorption
experiment on anthracene close to the metallic surface.

and if the molecule is placed close to a conducting surface
these currents can induce charge density fluctuation in the
surface. Induced surface charge then produces a field which
screens interaction between charge density fluctuations in the
molecule causing renormalization of the molecular optical
and quasiparticle spectra. In order to take into account
the modifications caused by the polarization of the metallic
surface, we need to modify the BSE-G0W0 scheme. The
metallic plane is chosen to be parallel to the xy-plane, i.e.
to be perpendicular to the z-axis. The ground state electronic
structure of the surface is treated in thejellium model [29]
where we chose a jellium edge to be located at z = 0. For
the molecular plane (benzene rings plane), we chose for it to
lie parallel to the metallic plane. The distance between the
anthracene plane and the jellium edge is denoted by z0, as
shown in figure 1. Many recent vdW-DF studies of aromatic
hydrocarbons deposited parallel to metallic substrates show
that the equilibrium molecule-substrate separation is between
6.0–7.0 a.u. [11, 25–27] For this separation the electronic
density ovelap is negligible, as can be seen e.g. in figure 11
of [11]. This calculation is performed for z0 > 6 a.u. to
ensure that the molecular and surface electronic densities do
not overlap, which simplifies the impact of the metal surface
significantly, reducing it to the calculation of the 4-point
polarizability matrix. More specifically, since there is no inter-
system electron hopping, the molecule and surface can be
treated as two separate systems which can polarize each other
through the long range Coulomb interaction. From a molecular
point of view, this means that all the interactions propagating
inside the molecule have to be additionally screened because
of the polarization of the surface. To achieve this, the
bare Coulomb interaction inside the molecule, used for the
calculation of Hartree (5) and Fock (6) BSE kernels, as well as
for the calculation of the exchange-correlation self energy (3)
for the single particle propagator, should be renormalized as

V (r, r′) → W̃ (r, r′, ω) = V (r, r′, ω) + �W(r, r′, ω),

(9)

where �W represents the substrate contribution to the induced
Coulomb interaction [11] which can be Fourier transformed in
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the xy-plane

�W(r, r′, ω) =
∫

dQ
(2π)2

eiQ(ρ−ρ′)�W(Qω, z, z′),

(10)

where ρ = (x, y) and Q = (Qx, Qy) is a two-dimensional
wave vector. In the region z, z′ > 0 anthracene feels an
‘external’ metallic field with the spatial part of the Fourier
transform (10) of simple form [29, 32]

�W(Q, ω, z, z′) = D(Q, ω)e−Q(z+z′), (11)

where the surface excitation propagator D(Q, ω) contains
the intensities of all (collective and single particle) electronic
excitations in the metallic surface. Calculation of the
propagator D(Q, ω) is described in detail in [29, 32], and
here we shall only describe it briefly. First we suppose
that metal is translationally invariant in the direction parallel
to the surface, i.e. that the electron wave function in that
direction are plane waves with energies h̄2K2

2m
, and K ={

Kx, Ky

}
is a 2D wave vector. In z direction where

the symmetry is broken the system is described by Kohn–
Sham wave functions φn(z) and energy levels En which are
self-consistent solutions of the one-dimensional Kohn–Sham
equation for the 150 a.u. thick jellium slab. The positive
background density is defined by the Wigner Seitz radius
rs [33]. For the exchange and correlation potential we use
the LDA Wigner formula. First we calculate the Fourier
transform of the non-interacting electron response function
χ0(Q, ω, z, z′), constructed from Koh–Sham wave functions
φn(z) and energy levels En. Therefore, intraband n = m

contributions to χ0 are similar to quasi 2D Linhard functions,
but we also include the interband n �= m contributions.
The screened response function χ(Q, ω, z, z′) is calculated
from χ0 by solving the matrix equation χ = χ0 + χ0V χ

where, at an RPA level of approximation, V is the 2D
Fourier transform of the bare Coulomb interaction V (Q) =
2π
Q

e−Q|z−z′|. Propagator D(Q, ω) represents an induced
dynamically screened Coulomb interaction at the metallic
surface, which can be simply obtained from the screened
response function χ(Q, ω, z, z′) as

D(Q, ω) = 1

vQ

W ind(Q, ω, z = 0, z′ = 0)

= vQ

∫
dz1dz2 eQ(z1+z2)χ(Q, ω, z1, z2).

Interactions with the surface also renormalize the quasiparticle
energy levels ε̃i . In the lowest order approximation, this can be
done by correcting the self energy operator (3) by the induced
self energy operator

�
XC(r, r′, ω) =
i
∫ ∞

−∞

dω′

2π
e−iω′δG̃0(r, r′, ω − ω′)�W(r, r′, ω′). (12)

This implies that the induced self energy of the ith state
becomes

�
XC
i (ω) = �
X

i (ω) + �
C
i (ω), (13)

where the induced exchange self energy becomes

�
X
i (ω) = −

N∑
j=1

�W
ij

ij (ω − ε̃j ) (14)

and the induced correlation term is

�
C
i (ω) = − 1

π

∞∑
j=1

∫ ∞

0
dω′

Im
{
�W

ij

ij (ω′)
}

ω − ε̃j − ω′ + iη
. (15)

The induced Coulomb interaction matrix elements that should
be added to Hartree and Fock kernels (5) and (6) are then

�Wkl
ij (ω) =

∫
�cell

dr1dr2φ
j

i (r1)�W(r1, r2, ω)φk
l (r2).

(16)

Note that the Green’s function appearing in (12) is the
renormalized Green’s function G̃0 calculated with the use of
the quasiparticle eigen-energies ε̃i obtained for the isolated
molecule. Accordingly, the renormalized quasiparticle energy
levels ε̃j also appear in (14) and (15).

3. Results and discussion

The anthracene Kohn–Sham orbitals ψi(r) and energy levels
εi are obtained by using the plane-wave self-consistent
field density functional theory (DFT) code (PWscf), within
the Quantum Espresso (QE) package [34], using the
Perdew–Wang GGA (PW91) exchange and correlation (XC)-
functional [35]. We model the molecule using a periodically
repeated 45.69 a0×45.69 a0×45.69 a0 unit cell. Since there is
no intermolecular overlap, the ground state electronic density is
calculated at the � point only. For hydrogen and carbon atoms
we used GGA-based ultra soft pseudo potentials4, and found
the energy spectrum to be convergent with a 30 Ry plane-wave
cutoff. The two-dimensional Q integration in (10) is performed
using a 61 × 61 rectangular mesh and the cutoff wave vector
QC = 0.3 a.u.

To calculate the quasiparticle eigenvalues ε̃i within G0W0

approximation for the isolated anthracene molecule, one must
include an increased number of unoccupied states in both, the
summation over unoccupied states in 
C and calculation of
the screened interaction W . The anthracene molecule has 66
valence electrons, i.e. 33 doubly occupied valence orbitals.
We found that including 144 bands, i.e. 4.6 unoccupied bands
per atom, is sufficient to obtain converged values for ε̃i . The
RPA screened Coulomb interaction W used to calculate G0W0

contains high energy plasmon-like π → σ ∗ and σ → σ ∗

excitations located in the energy region between 15–20 eV.
This means that the integration in 
C includes the majority
of the anthracene spectral weight which provides converged
values for quasiparticle eigenvalues ε̃i .

Since p, α and β excitons mostly consist of
π → π∗ transition in the HOMO–LUMO region
[20–22] we used a significantly reduced base set of 5
occupied and 5 unoccupied states, i.e. the base set

4 All pseudopotentials are available free of charge via the Internet at
www.quantum-espresso.org/pseudopotentials.
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{HOMO − 4, HOMO − 3, ...., LUMO + 4} to determine the
4-point polarizability, i.e. to solve solving BSE (1).

Since we study a single isolated anthracene molecule,
we have to exclude the effect on its polarizability due to the
interaction with surrounding molecules in the lattice. This is
accomplished by solving the BSE with use of the truncated
Coulomb interaction [36]

VC(r − r′) = �
(|r − r′| − RC

)
|r − r′| , (17)

where � is the Heaviside step function, and RC is the range
of the Coulomb interactions, i.e. the radial cutoff. Since
we choose the lattice constant L = 45.69 a0 to be more
than twice the range of the anthracene molecule’s density,
choosing the radial cutoff to be RC = L/2 ensures that the
charge fluctuations created within the molecule produce a field
throughout the whole molecule but do not produce any field
that could influence the surrounding molecules. The definition
(17) is very useful because the Coulomb interaction remains
translationally invariant.

First, we calculate the quasiparticle spectra and optical
spectra of isolated (gas phase) anthracene and compare them
with the available theoretical and experimental results. The
calculated quasiparticle HOMO–LUMO gap 6.82 eV is in very
good agreement with the experimental result 6.91 eV [20].
We calculated the optical absorption spectrum of the isolated
molecule in order to explore the energies of the low-lying
excitons. It is well known that isolated anthracene supports
three low-lying optically active modes: 1B3u(x, p) or p

mode—polarized along shorter molecular axis, 1B2u(y, α) or
α mode—polarized along a longer molecular axis, and the
most intensive 1B2u(y, β) or β mode—also polarized along
a longer molecular axis [21]. The experimental energies
of the p, α and β modes are 3.43 eV, 3.84 eV and 5.24 eV,
respectively [21], though [22] reports slightly lower values for
each of the excitons. Our calculations, obtained by using (8),
give peaks at 3.7 eV, 4.2 eV and 5.9 eV which overestimates the
experimental values by 8%, 9% and 12%, for the p, α and β

mode, respectively. A possible reason for this overestimation
could be that in the final stage of calculation, where we solve the
BSE equation, we take into account only the excitations within
the π → π∗ sector which distorts the f-sum rule. However,
our recent studies performed for benzene and fullerene [11, 30]
(which also include only the transitions within π → π∗ sector)
have given satisfactory results for all kinds of low energy
excitons. Moreover, we performed separated calculations
here in which the BSE is additionally screened by transitions
within the π → σ ∗ and σ → σ ∗ sector, but that did not
change the position of the low-lying excitons. Therefore the
effect responsible for the overestimation of exciton energy is
probably beyond the approximations used in this investigation.

Figure 2 shows anthracene optical absorption intensities
as functions of incident electromagnetic field frequency ω and
Wigner Seitz radius rs of the electron gas in the adjacent jellium
surface. The graph on the bottom corresponds to rs = 2 and
for each subsequent graph rs increases by 0.2, so the graph
on the top shows a spectrum for rs = 5. The separation
between the molecule plane and the jellium edge (z = 0) is
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Figure 2. Anthracene optical absorption spectra as functions of the
incident light frequency ω for various Wigner Seitz radii
rs = 2, 2.2, 2.4..., 5 (from bottom to top) of the electron gas in the
adjacent jellium surface. Black solid lines: incident light polarized
along the long molecular axis (y). Red dashed lines: incident light
polarized along the short molecular axis (x) (red/dashed lines).
The separation between the molecular plane and the jellium edge is
chosen to be z0 = 6 a.u. Inset: β exciton decay width � as a
function of the Wigner Seitz radius rs.

chosen to be z0 = 6 a.u. Black (solid) lines represent the
absorption intensities, obtained using (8), when the incident
electromagnetic field is y-polarized. Peaks appearing in
these spectra correspond to α and β excitons. Red (dashed)
lines represent the low energy part of the absorption spectra,
obtained using (8), when the incident electromagnetic field is
x-polarized, i.e. it shows the positions of the p exciton or the
molecular optical gap.

The graphs clearly show that the presence of a surface
substantially influences the β exciton, while the p and α

excitons remain almost unaffected. The influence of the
surface increases as with the increasing electron density, i.e.
decreasing Wigner Seitz radius rs, so the graphs should be
observed from top to bottom. In the top graphs we can
clearly see a very strong β exciton and weaker but noticeable
p and α excitons. As the rs decreases, the surface plasmon
(denoted as ωs and marked with purple arrows/dots) appears
and moves towards higher frequencies. For higher values of
rs, the surface plasmon peak is very weak and it passes the p

and α exciton modes without affecting them. However, for rs

below 3.4 the surface plasmon becomes more prominent and
approaches the β exciton, so in the region 2.8 < rs < 3.2
the plasmon peak becomes comparable to the β exciton, and
strong hybridization between these modes can be observed. At
first (rs around 3.4) this can be seen as pushing the β exciton
towards higher energies and the surface plasmon towards lower
energies (as the rs decreases) and then, for lower rs, we can see
two hybridized modes (denoted as ω1 and ω2) with different
parity, which cannot be clearly distinguished as either a surface
plasmon or a β exciton. Detailed examination of the electron
density distribution (not presented in this paper) shows that,
unlike the excitons (located within the molecule) and the
plasmons (located within the surface), these excitations are
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Figure 3. Avoided crossing behaviour of the β exciton in the
anthracene molecule and surface plasmon in the adjacent metallic
surface. Blue dots: energy of the most intensive peaks appearing in
the anthracene absorption spectra (taken from spectra in figure 2)
when the incident electromagnetic field is y polarized (i.e. energy of
β exciton-surface plasmon coupled modes). Black dashed line:
Drude surface plasmon branch (19). Black dotted line: The energy
of the β exciton in a gas phase molecule. Inset: energy of
anthracene p exciton (red diamonds) and anthracene α exciton
(green squares) as a function of the adjacent surface Wigner Seitz
radius rs. The separation between the molecular plane and the
jellium edge is chosen to be z0 = 6 a.u.

located partially in the molecule and partially in the metallic
surface. For even lower rs (below 2.6) we can again see surface
plasmon and β exciton peaks, with switched energy positions
now, which is know as the avoided crossing behaviour, and is
illustrated in the following figure 3.

In figure 2 we can also see that the width of the β exciton is
strongly affected by the adjacent jellium surface. For example,
if we look at the most prominent peaks for 3.4 < rs < 4, which
can still be distinguished as β excitons, we can see that it is
possible to fit them to the Lorentzian

A(ω) ∼ �

(ω − ωex)2 + �2
, (18)

where � is the exciton decay width and ωex represents
renormalized exciton energy. For rs = 3.4 we obtained a decay
width of � = 273 meV, suggesting that the β exciton decays
very fast to the electronic modes in the metallic surface. A
similar effect occurred for all bright modes in benzene, terylene
and fullerene [11, 30, 37]. This proves that the dominant
decaying channel is the excitation of the election–hole pairs
in the metallic surface. Figure 2 also shows that the exciton
decay width increases as rs decreases. Figure 2 inset shows
exactly how the β exciton decay width depends on rs. We
can see that the exciton line-shape is infinitely narrow for
rs > 5. This is because the spectral weight of the electron–
hole continuum is predominantly placed below the plasmon
frequency ωS [29]. Therefore, for rs < 3.5, when ωS > ωβ the
β exciton efficiently decays to a wide electron–hole continuum,
and vice versa for rs > 3.5, when ωS < ωβ its decay to the
electron–hole becomes inefficient. It is interesting to note that
the metallic surface does not affect the p and α exciton width.

The blue dots in figure 3 represent the peaks appearing
in the y polarized light absorption spectra (some of them are
marked by blue dots in figure 2), corresponding to β exciton—
surface plasmon coupled modes, as a function on the Wigner
Seitz radius rs. The separation between the molecular plane
and the jellium edge is chosen to be z0 = 6 a.u. The energy of
the gas phase β exciton is denoted by the black dotted line and
the Drude surface plasmon branch

ωS = 33.327r3/2
s [eV] (19)

is denoted by the black dashed line. Analysing the positions
of the peaks, we can see that in the region 2.5 < rs < 3.5 the
β exciton and the surface plasmon show the above mentioned
avoided crossing behaviour. Examining the curves from right
to left, i.e. from large rs/low electron density towards small
rs/high electron density, we can see that the β exciton starts as a
gas phase molecular exciton and finishes as a surface plasmon.
On the other hand, the surface plasmon at first disperses as (19)
and ends up slightly below the gas phaseβ exciton branch. This
behaviour undoubtedly suggests strong β exciton—surface
plasmon coupling in the region 2.5 < rs < 3.5. What is
surprising here is that in the region 2.8 < rs < 3.2 the
molecule supports two equally intense optically active modes
(denoted by ω1 and ω2 in figure 2) where one of them can
be attributed to surface plasmon. In other words, when the
molecule is in the gas phase it absorbs light at ωβ , however
in the vicinity of surfaces the molecule starts absorbing light
at two frequencies ω1 and ω2 (also denoted in figure 3) which
is a consequence of hybridization between ωβ and ωS . The
physical situations occurring here can be briefly described
as follows. When the light hits the molecule it induces
dipole active charge density oscillation, β exciton. Such
charge oscillations produce a relatively strong and long range
electric field around the molecule. Therefore if the surface
is near, the molecule behaves as an oscillating dipole which
can induce charge density oscillations in the metallic surface.
Moreover, the metallic surface supports self-sustaining charge
density oscillation, surface plasmon, which can be excited by a
longitudinal probe such as a dipole. Therefore, the molecular
dipole creates a sort of image in the surface, interacts with
it and creates coupled modes ω1,2. For the mode ω1 molecular
and surface dipoles (inter-facial dipoles) oscillate out of phase
and for mode ω2 they oscillate in phase. It is especially
intriguing that the surface actually stimulates the molecule to
support one additional bright mode, which definitely opens
many possibilities for the manipulation of the optical activity
of the molecule.

The green squares in the inset of figure 3 show the energies
of the anthracene α exciton as a function of the adjacent
surface Wigner Seitz radius rs. These energies are obtained
by following low energy peaks of y polarized light absorption
spectra (one of them is marked by the green arrow in figure 2).
The energy of α exciton in vacuum is denoted by the green
dashed line, and we can see that the presence of the surface
barely changes the energy of the α exciton at all with respect to
its vacuum value. Red diamonds in the figure 3 inset show the
energies of anthracene p exciton (or anthracene optical gap)
as a function of the adjacent surface Wigner Seitz radius rs,

6



J. Phys.: Condens. Matter 26 (2014) 485012 V Despoja and L Marušić

and the red dashed line denotes the energy of the p exciton
in vacuum. These energies are obtained by following the
peaks of x polarized light absorption spectra (one of them is
marked by the red arrow in figure 2). The energy of the p

exciton also depends very weakly on the Wigner Seitz radius rs.
However, for metallic surfaces with a high electronic density,
for rs = 1 − 2, it underestimates the vacuum value for about
250 meV, or about 7%. By observing the spectral line-shape
it is obvious that the p exciton does not hybridize with the
surface exciton, i.e. the hybridization shift does not change
the exciton energy. However, the exciton energy is defined by
two other important factors: one is the energy of quasiparticle
states in the HOMO–LUMO sector and the other is the strength
of the electron–hole attraction. The metallic surface reduces
the HOMO–LUMO gap but at the same time it weakens the
election–hole attraction, and the competition between these
two effects defines the final exciton energy. In our previous
analysis of benzene on a silver/gold surface (rs = 3) [11]
we showed that these two effects almost completely cancel
out and the exciton energies remained unchanged. However,
in this case, a more dense adjacent electron gas screens the
molecular states more efficiently and therefore the reduction
of the HOMO–LUMO gap is stronger than the weakening of
the electron–hole attraction. The same trend can be noticed
for the α exciton as well, but the reduction is smaller (about
90 meV).

Black dots in figure 4 represent the anthracene HOMO–
LUMO gap obtained using the dynamical G0W0 corrected by
(14) and (15), as a function of the molecule’s distance z0 from
the jellium surface with the electronic density corresponding
with rs ≈ 3.0 a.u.. Blue squares show the HOMO–LUMO
gap corrected using simple image theory which excludes
dynamical effect in (14) and (15). This model assumes that the
gas phase HOMO–LUMO gap is simply corrected by [18, 30]:

1

2

{
�WLL

LL (ω = 0) + �WHH
HH (ω = 0)

}
(20)

where L = 33 is the LUMO and H = 34 is the HOMO.
We can see that this simple result agrees surprisingly well
with the full dynamic G0W0 correction down to the distance
from the metal surface of z0 ≈ 6.0 a.u.. This means that the
surface field does not create virtual transitions (j �= i in (14)
and (15)). Therefore, the HOMO and LUMO behave as rigid
charge distributions |ψH |2 and |ψL|2 screened by the static
induced potential �W(ω = 0). Red diamonds show the
HOMO–LUMO gap when the HOMO and LUMO energies
are corrected by the image potentials + e2

4(z0−zim)
and − e2

4(z0−zim)
,

respectively. The effective image plane (measured from the
jellium edge z = 0) can be obtained by using a surface
excitation propagator as

zim = 1

2

dD(Q, ω = 0)

dQ

∣∣∣∣
Q=0

. (21)

For rs = 3 the effective image plane is zim = 0.91 a.u. We
find that this very simple approach first underestimates and
then for z0 � 12 a.u. overestimates the HOMO–LUMO gap.
This is reasonable because anthracene is an elongated planar

6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40
z

0 
[a.u.]

4

4.2

4.4

4.6

4.8

5

5.2

5.4

5.6

5.8

6

6.2

6.4

H
O

M
O

-L
U

M
O

 g
ap

 [
eV

]

0

0.5

1

1.5

2

2.5

3

z im
 [

a.
u.

]

1 2 3 4 5 6
r
s
 [a.u.]

4.2

4.5

4.8

H
O

M
O

-L
U

M
O

 g
ap

 [
eV

]

a)

b)

Figure 4. HOMO–LUMO gap of the anthracene molecule as a
function of the distance z0 from a metallic surface. Black dots: full
dynamical G0W0 calculation corrected by equations (14) and (15).
Blue squares: image theory of equation (20). Red diamonds:
HOMO and LUMO energies corrected by the image potential
(± e2

4(z0−zim)
). The metallic surface Wigner Seitz radius is rs = 3 and

the corresponding image plane position is zim = 0.91 a.u. Inset (a)
HOMO–LUMO gap of anthracene as a function of rs.
The separation between the molecular plane and the jellium edge is
z0 = 6 a.u.. Inset (b) position of the effective image plane zim

(measured relatively to the jellium edge z = 0) as a function of rs

obtained from equation (21).

molecule, and for the considered separations |ψH |2 and |ψL|2
still does not behave as a positive or negative point charge, i.e.
higher multipoles still contribute.

The black dots in the inset of figure 4(a) show
the quasiparticle HOMO–LUMO gap obtained using the
dynamical G0W0 corrected by (14) and (15), as a function
of the Wigner–Seitz radius rs of the adjacent surface. We
can see that the vicinity of the metallic surface significantly
reduces the molecule HOMO–LUMO gap with respect to
its gas phase value. The HOMO–LUMO gap reduction is
−2.8 eV for rs = 1 and −1.9 eV for rs = 6. In the region
rs = 1 − 3 the HOMO–LUMO gap first rapidly increases
and after that it slowly saturates to the vacuum value. This
behaviour also agrees well with the proposed image theory
description of the HOMO–LUMO shift. Namely, the effective
image plane zim depends on the Wigner Seitz rs in the way
that it decreases as rs increases, as shown in figure 4(b) inset.
Therefore for lower rs the effective image plane is further
from the jellium edge, i.e. closer to the molecule and the
HOMO–LUMO gap reduction is larger, and vice versa, as rs

increases, the image plane moves away from the molecule
and the HOMO–LUMO gap increases. The evidence that
the described mechanism of a moving image plane is indeed
responsible for the HOMO–LUMO gap change is a nice mirror
symmetry of the graphs presented in figures 4(a) and (b) insets.
Figure 5 shows the anthracene optical absorption spectra as
a function of the incident light frequency ω and for various
distances z0 = 6, 8, 10, ..., 36 a.u. from the adjacent jellium
surface. The graph on the bottom corresponds to z0 = 6 a.u.
and for each subsequent graph z0 increases by 2 a.u., so the
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Figure 5. Anthracene optical absorption spectra as functions of the
incident light frequency ω and for various distance
z0 = 6, 8, 10, ..., 36 a.u. (from bottom to top). Incident light is y
polarized, i.e. e = ey and rs = 3. Inset: β exciton decay width � as
a function of molecule metallic surface separation z0.

graph on the top shows the spectrum for z0 = 36 a.u. The
Wigner Seitz radius of the metallic surface is chosen to be
rs = 3. The incident light is polarized along a long molecular
axis, i.e. e = ey which means that the high intensity peaks in
the spectra represent the β exciton-surface plasmon coupled
modes. The figure clearly shows how the anthracene β exciton
splits to coupled modes ω1 and ω2 (marked by blue dots) as the
molecule approaches the metallic surface. This undoubtedly
proves the strong hybridization between the β exciton and
the surface plasmon. Another consequence of the metallic
surface is the strong decay of the β exciton to the electron–hole
excitations. In the weak coupling region, z0 � 12 a.u., when
the surface plasmon still does not affect the β exciton energy,
it already significantly decays to the electron–hole excitations.
For example, the β exciton decay width, obtained by a fit to
the Lorentzian (18), for z0 = 12 a.u. is � = 231 meV.

Figure 5 inset shows β exciton decay width as a function
of the distance z0. We can see that the exciton width decreases
exponentially as z0 increases. This is expected behaviour,
since for a particular wave vector Q the induced potential (11)
decreases as e−2Qz0 , so for large z0 only the long-wavelength
(Q → 0) excitations, such as collective modes, can reach the
molecule. However, it is interesting to note that even at this
long range separation (z0 ≈ 20 a.u.), the β exciton still decays
(� ≈ 50 meV) significantly.

4. Conclusion

In this paper we demonstrated how the vicinity of the various
metallic surfaces influence the HOMO–LUMO gap, and the
bright excitons in the anthracene (C14H10). We showed that
the p and α excitons weakly interact with surface excitations,
while the most intensive β exciton considerably hybridizes
with surface plasmon. We showed that for a particular jellium
surface (rs = 3), corresponding to silver or gold surfaces,

the β exciton splits into two bright modes. For the non-
contact separations (z0 ≈ 12 a.u.) and rs = 3 the β exciton
decays extraordinarily fast (� ≈ 200 meV) to the electron–
hole excitations in the metallic surface. For rs > 5 the β

exciton interacts very weakly with the surface, and its energy
and width � reduces to its vacuum value. We demonstrated
that the simple image theory arguments are sufficient to
explain the HOMO–LUMO gap shift. For example, the
HOMO and LUMO states near a metallic surface behave as
statically screened rigid orbitals. Moreover, we demonstrated
that the position of the effective image plane zim of the
jellium surface dominantly influences the HOMO–LUMO gap
shift. This theoretical research provides insight into methods
for manipulation of the electronic and optical spectra of an
organic molecule or a molecular crystal by combining them
with various metallic or semi-metallic nanoparticles. This
issue is becoming of crucial importance today in photovoltaic
applications.
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[22] Kadantseva E S, Stott M J and Rubio A 2006 J. Chem. Phys.
124 134901

[23] Yannoulis P, Frank K H and Koch E E 1991 Surf. Sci. 241 325
[24] Sun D et al 2010 Phys. Rev. B 82 201410
[25] Stokbro K and Smidstrup S 2013 arXiv:1308.0969
[26] Liu W, Carrasco J, Santra B, Michaelides A, Scheffler M and

Tkatchenko A 2012 Phys. Rev. B 86 245405
[27] Mete E, Demiroglu I, Fatih Danisman M and Ellialtioglu S

2010 J. Phys. Chem. C 114 2724
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Matter 18 4253
[30] Despoja V and Mowbray D J 2014 Phys. Rev. B 89 195433
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