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Abstract - Feature selection (FS) methods can be used in 

data pre-processing to achieve efficient data reduction. This 

is useful for finding accurate data models. Since exhaustive 

search for optimal feature subset is infeasible in most cases, 

many search strategies have been proposed in literature. 

The usual applications of FS are in classification, clustering, 

and regression tasks. This review considers most of the 

commonly used FS techniques. Particular emphasis is on the 

application aspects. In addition to standard filter, wrapper, 

and embedded methods, we also provide insight into FS for 

recent hybrid approaches and other advanced topics.  

I. INTRODUCTION 

The abundance of data in contemporary datasets 

demands development of clever algorithms for 

discovering important information. Data models are 

constructed depending on the data mining tasks, but 

usually in the areas of classification, regression and 

clustering. Often, pre-processing of the datasets takes 

place for two main reasons: 1) reduction of the size of the 

dataset in order to achieve more efficient analysis, and 2) 

adaptation of the dataset to best suit the selected analysis 

method. The former reason is more important nowadays 

because of the plethora of developed analysis methods 

that are at the researcher's disposal, while the size of an 

average dataset keeps growing both in respect to the 

number of features and samples.  

Dataset size reduction can be performed in one of the 

two ways: feature set reduction or sample set reduction. 

In this paper, the focus is on feature set reduction. The 

problem is important, because a high number of features 

in a dataset, comparable to or higher than the number of 

samples, leads to model overfitting, which in turn leads to 

poor results on the validation datasets. Additionally, 

constructing models from datasets with many features is 

more computationally demanding [1]. All of this leads 

researchers to propose many methods for feature set 

reduction. The reduction is performed through the 

processes of feature extraction (transformation) and 

feature selection. Feature extraction methods such as 

Principal Component Analysis (PCA), Linear 

Discriminant Analysis (LDA) and Multidimensional 

Scaling work by transforming the original features into a 

new feature set constructed from the original one based 

on their combinations, with the aim of discovering more 

meaningful information in the new set [2]. The new 

feature set can then be easily reduced by taking into 

consideration characteristics such as dataset variance 

coverage. Feature selection, on the other hand, is a 

process of taking a small subset of features from the 

original feature set without transformation (thus 

preserving the interpretation) and validating it with 

respect to the analysis goal. The selection process can be 

achieved in a number of ways depending on the goal, the 

resources at hand, and the desired level of optimization.  

In this paper, we focus on feature selection and 

provide an overview of the existing methods that are 

available for handling several different classes of 

problems. Additionally, we consider the most important 

application domains and review comparative studies on 

feature selection therein, in order to investigate which 

methods perform best for specific tasks. This research is 

motivated by the fact that there is an abundance of work 

in this field and insufficient systematization, particularly 

with respect to various application domains and novel 

research topics. 

Feature set reduction is based on the terms of feature 

relevance and redundancy with respect to goal. More 

specifically, a feature is usually categorized as: 1) 

strongly relevant, 2) weakly relevant, but not redundant, 

3) irrelevant, and 4) redundant [3,4]. A strongly relevant 

feature is always necessary for an optimal feature subset; 

it cannot be removed without affecting the original 

conditional target distribution [3]. Weakly relevant 

feature may not always be necessary for an optimal 

subset, this may depend on certain conditions. Irrelevant 

features are not necessary to include at all. Redundant 

features are those that are weakly relevant but can be 

completely replaced with a set of other features such that 

the target distribution is not disturbed (the set of other 

features is called Markov blanket of a feature). 

Redundancy is thus always inspected in multivariate case 

(when examining feature subset), whereas relevance is 

established for individual features. The aim of feature 

selection is to maximize relevance and minimize 

redundancy. It usually includes finding a feature subset 

consisting of only relevant features.  

In order to ensure that the optimal feature subset with 

respect to goal concept has been found, feature selection 

method has to evaluate a total of 2
m 

- 1 subsets, where m 

is the total number of features in the dataset (an empty 



feature subset is excluded). This is computationally 

infeasible even for a moderately large m. Therefore, 

putting completeness of the search aside, many heuristic 

methods have been proposed to find a sufficiently good 

(but not necessarily optimal) subset. The whole process 

of finding the feature subset typically consists of four 

basic steps: 1) subset generation, 2) subset evaluation, 3) 

a stopping criterion, and 4) validation of the results [5]. 

Feature subset generation is dependent on the state space 

search strategy. After a strategy selects a candidate 

subset, it will be evaluated using an evaluation criterion 

in step 2. After repeating steps 1 and 2 for a number of 

times depending on the process stopping criterion, the 

best candidate feature subset is selected. This subset is 

then validated on an independent dataset or using domain 

knowledge, while considering the type of task at hand.  

II. CLASSIFICATION OF FEATURE SELECTION 

METHODS 

Feature selection methods can be classified in a 

number of ways. The most common one is the 

classification into filters, wrappers, embedded, and hybrid 

methods [6]. The abovementioned classification assumes 

feature independency or near-independency. Additional 

methods have been devised for datasets with structured 

features where dependencies exist and for streaming 

features [2]. 

A. Filter methods 

Filter methods select features based on a performance 
measure regardless of the employed data modeling 
algorithm. Only after the best features are found, the 
modeling algorithms can use them. Filter methods can 
rank individual features or evaluate entire feature subsets. 
We can roughly classify the developed measures for 
feature filtering into: information, distance, consistency, 
similarity, and statistical measures. While there are many 
filter methods described in literature, a list of common 
methods is given in Table I, along with the appropriate 
references that provide details. Not all the filter features 
can be used for all classes of data mining tasks. Therefore, 
the filters are also classified depending on the task: 
classification, regression or clustering. Due to lack of 
space, we do not consider semi-supervised learning 
feature selection methods in this work. An interested 
reader is referred to [16] for more information.  

Univariate feature filters evaluate (and usually rank) a 
single feature, while multivariate filters evaluate an entire 
feature subset. Feature subset generation for multivariate 
filters depends on the search strategy. While there are 
many search strategies, there are four usual starting points 
for feature subset generation: 1) forward selection, 2) 
backward elimination, 3) bidirectional selection, and 4) 
heuristic feature subset selection. Forward selection 
typically starts with an empty feature set and then 
considers adding one or more features to the set. 
Backward elimination typically starts with the whole 
feature set and considers removing one or more features 
from the set. Bidirectional search starts from both sides - 
from an empty set and from the whole set, simultaneously 
considering larger and smaller feature subsets. Heuristic 

selection generates a starting subset based on a heuristic 
(e.g. a genetic algorithm), and then explores it further.  

The most common search strategies that can be used 
with multivariate filters can be categorized into 
exponential algorithms, sequential algorithms and 
randomized algorithms. Exponential algorithms evaluate a 
number of subsets that grows exponentially with the 
feature space size. Sequential algorithms add or remove 
features sequentially (one or few), which may lead to local 
minima. Random algorithms incorporate randomness into 
their search procedure, which avoids local minima [17]. 
Common search strategies are shown in Table II.  

TABLE I.  COMMON FILTER METHODS FOR FEATURE SELECTION 

Name Filter class 
Applicable to 

task 
Study 

Information gain 
univariate, 
information 

classification [6] 

Gain ratio 
univariate, 
information 

classification [7] 

Symmetrical 
uncertainty 

univariate, 
information 

classification [8] 

Correlation 
univariate, 
statistical 

regression [8] 

Chi-square 
univariate, 
statistical 

classification [7] 

Inconsistency criterion 
multivariate, 
consistency 

classification [9] 

Minimum redundancy,  
maximum relevance 
(mRmR) 

multivariate, 
information 

classification, 
regression 

[2] 

Correlation-based  
feature selection (CFS) 

multivariate, 
statistical 

classification, 
regression 

[7 ] 

Fast correlation-based 
filter (FCBF) 

multivariate, 
information 

classification [8] 

Fisher score 
univariate, 
statistical 

classification [10] 

Relief and ReliefF 
univariate, 
distance 

classification, 
regression 

[11] 

Spectral feature 
selection (SPEC) 
and Laplacian Score 
(LS) 

univariate, 
similarity 

classification, 
clustering 

[4] 

Feature selection for 
sparse clustering 

multivariate, 
similarity 

clustering [12] 

Localized Feature 
Selection Based on 
Scatter Separability 
(LFSBSS) 

multivariate, 
statistical 

clustering [13] 

Multi-Cluster Feature 
Selection (MCFS) 

multivariate, 
similarity 

clustering [4] 

Feature weighting K-
means 

multivariate, 
statistical 

clustering [14] 

ReliefC 
univariate, 
distance 

clustering [15] 

TABLE II.  SEARCH STRATEGIES FOR FEATURE SELECTION 

Algorithm 
group 

Algorithm name 

Exponential 
Exhaustive search 
Branch-and-bound 

Sequential 

Greedy forward selection or backward elimination 
Best-first 
Linear forward selection 
Floating forward or backward selection 
Beam search (and beam stack search) 
Race search 

Randomized 

Random generation 
Simulated annealing 
Evolutionary computation algorithms (e.g. 
genetic, ant colony optimization) 
Scatter search 



B. Wrapper methods 

Wrappers consider feature subsets by the quality of the 
performance on a modelling algorithm, which is taken as a 
black box evaluator. Thus, for classification tasks, a 
wrapper will evaluate subsets based on the classifier 
performance (e.g. Naïve Bayes or SVM) [18,19], while 
for clustering, a wrapper will evaluate subsets based on 
the performance of a clustering algorithm (e.g. K-means) 
[20]. The evaluation is repeated for each subset, and the 
subset generation is dependent on the search strategy, in 
the same way as with filters. Wrappers are much slower 
than filters in finding sufficiently good subsets because 
they depend on the resource demands of the modelling 
algorithm. The feature subsets are also biased towards the 
modelling algorithm on which they were evaluated (even 
when using cross-validation). Therefore, for a reliable 
generalization error estimate, it is necessary that both an 
independent validation sample and another modelling 
algorithm are used after the final subset is found. On the 
other hand, it has been empirically proven that wrappers 
obtain subsets with better perfomance than filters because 
the subsets are evaluated using a real modelling algorithm.  
Practically any combination of search strategy and 
modelling algorithm can be used as a wrapper, but 
wrappers are only feasible for greedy search strategies and 
fast modelling algorithms such as Naïve Bayes [21], linear 
SVM [22], and Extreme Learning Machines [23]. 

C. Embedded and hybrid methods 

Embedded methods perform feature selection during 
the modelling algorithm's execution. These methods are 
thus embedded in the algorithm either as its normal or 
extended functionality. Common embedded methods 
include various types of decision tree algorithms: CART, 
C4.5, random forest [24], but also other algorithms (e.g. 
multinomial logistic regression and its variants [25]). 
Some embedded methods perform feature weighting 
based on regularization models with objective functions 
that minimize fitting errors and in the mean time force the 
feature coefficients to be small or to be exact zero. These 
methods based on Lasso [26] or Elastic Net [27] usually 
work with linear classifiers (SVM or others) and induce 
penalties to features that do not contribute to the model. 

Hybrid methods were proposed to combine the best 
properties of filters and wrappers. First, a filter method is 
used in order to reduce the feature space dimension space, 
possibly obtaining several candidate subsets [28]. Then, a 
wrapper is employed to find the best candidate subset. 
Hybrid methods usually achieve high accuracy that is 
characteristic to wrappers and high efficiency 
characteristic to filters. While practically any combination 
of filter and wrapper can be used for constructing the 
hybrid methodology, several interesting methodologies 
were recently proposed, such as: fuzzy random forest 
based feature selection [29], hybrid genetic algorithms 
[30], hybrid ant colony optimization [31], or mixed 
gravitational search algorithm [32].   

D. Structured and streaming features 

In some datasets, features may exhibit certain internal 
structures such as spatial or temporal smoothness, 
disjoint/overlapping groups, tree- or graph-like structures. 

In these datasets, features are not independent. Therefore, 
it is a good idea to employ specific algorithms to deal with 
the dependencies in order to increase performance of the 
selected feature subsets. Most of the algorithms dealing 
with feature structures are recent, and are based on some 
adaptation of the Lasso regularization method to 
accomodate different structures. Good overviews of these 
methods can be found in [2,33]. 

Streaming (or dynamic) features are features which 
size is unknown in advance; they are rather dynamically 
generated, they arrive as streamed data into the dataset and 
the modelling algorithms has to reach a decision whether 
to keep them as useful for model construction or not. 
Also, some features may become irrelevant over time and 
should be discarded. This scenario is common in social 
networks such as Twitter, where new words are generated 
that are not all relevant for a given subject [2]. The most 
important feature selection methods in this category are: 
the Grafting algorithm [34], the Alpha-Investing algorithm 
[35] the OSFS algorithm [36], and dynamic feature 
selection fuzzy-rough set approach [37]. 

III. FEATURE SELECTION APPLICATION DOMAINS 

The choice of feature selection methods differs among 

various application areas. In the following subsections, 

we review comparative studies on feature selection 

pertaining to several well known application domains. 

Table III summarizes the findings from the reviewed 

studies. 

A. Text mining 

In text mining, the standard way of representing a 

document is by using the bag-of-words model. The idea 

is to model each document with the counts of words 

occurring in that document. Feature vectors are typically 

formed so that each feature (i.e. each element of the 

feature vector) represents the count of a specific word, an 

alternative being to just indicate the presence/absence of 

a word without specifying the count. The set of words 

whose occurrences are counted is called a vocabulary. 

Given a dataset that needs to be represented, one can use 

all the words from all the documents in the dataset to 

build the vocabulary and then prune the vocabulary using 

feature selection.  

It is common to apply a degree of preprocessing prior 

to feature selection, typically including the removal of 

rare words with only a few occurrences, the removal of 

overly common words (e.g. "a", "the", "and" and similar) 

and grouping the differently inflected forms of a word 

together (lemmatization, stemming) [38]. 

Forman [38] performed a detailed experimental study 

of filter feature selection methods for text classification. 

Twelve feature selection metrics were evaluated on 229 

text classification problem instances. Feature vectors 

were formed not as word counts, but as Boolean 

representations of whether a certain word occurred or not. 

A linear SVM classifier with untuned parameters was 

used to evaluate performance. The results were analyzed 

with respect to precision, recall, F-measure and accuracy. 

Information gain was shown to perform best



TABLE III.  SUMMARIZED FINDINGS OF RELEVANT FEATURE SELECTION METHODS IN VARIOUS APPLICATION AREAS  

Application 

area 
Subfield Datasets Feature selection methods 

Evaluation 

metrics 
Best performing Study 

Text mining 

Text 

classification 

229 text classification 

problem instances 

gathered from Reuters, 

TREC, OHSUMED, 

etc. 

Accuracy, accuracy 

balanced, bi-normal 

separation, chi-square, 

document frequency, F1-

measure, information gain, 

odds ratio, odds ration 

numerator, power, 

probability ratio, random 

Accuracy, F-

measure, 

precision, 

and recall 

Information gain 

(precision), bi-

normal separation 

(accuracy, F-

measure, recall) 

[38]  

Text clustering 

Reuters-21578, 20 

Newsgroups, 

Web Directory  

Information gain, chi-square, 

document frequency, term 

strength, entropy-based 

ranking, term contribution, 

iterative feature selection 

Entropy, 

precision 

Iterative feature 

selection 
[39] 

Image 

processing / 

computer 

vision 

Image 

classification 

Aerial Images, The 

Digits Data, Cats and 

Dogs 

Relief (R), K-means (K), 

sequential floating forward 

selection (F), sequential 

floating backward selection 

(B), various combinations R 

+ K + F/B 

Average MSE 

of 100 neural 

networks 

R+K+B / R+K+F / 

R+K, depending on 

the size of feature 

subset 

[40] 

Breast density 

classification 

from 

mammographic 

images 

Mini-MIAS, KBD-FER 

Best-first with forward, 

backward and bi-directional 

search, genetic search and 

random search (k-NN and 

Naïve Bayesian classifiers) 

Accuracy 
Best first forward, 

best first backward 
[41] 

Bioinformatics 

Biomarker 

discovery 

Three benchmark 

datasets deriving 

from DNA microarray 

experiments 

Chi-square, information gain, 

symmetrical uncertainty, 

gain ratio, OneR, ReliefF, 

SVM-embedded 

Stability, 

AUC 

Chi-square, 

symmetrical 

uncertainty, 

information gain, 

ReliefF 

[42] 

Microarray 

gene expression 

data 

classification 

Two gene expression 

datasets (Freije, 

Phillips) 

Information gain, twoing 

rule, sum minority, max 

minority, Gini index, sum of 

variances, t-statistics, one-

dimensional SVM 

Accuracy 
Consensus of all 

methods 
[43] 

Industrial 

applications 
Fault diagnosis 

Wind turbine test rig 

dataset 

Distance, entropy, SVM 

wrapper, neural network 

wrapper, global geometric 

similarity scheme 

Accuracy 

Global geometric 

similarity scheme 

with wrapper 

[22] 

 

with respect to precision, while the author-introduced 

method bi-normal separation performed best for recall, F-

measure and accuracy. 

Liu et al. [39] investigated the use of feature selection 

in the problem of text clustering, showing that feature 

selection can improve its performance and efficiency. 

Five filter feature selection methods were tested on three 

document datasets. Unsupervised feature selection 

methods were shown to improve clustering performance, 

achieving about 2% entropy reduction and 1% precision 

improvement on average, while removing 90% of the 

features. The authors also proposed an iterative feature 

selection method inspired by expectation maximization 

that combines supervised feature selection methods with 

clustering in a bootstrap setting. The proposed method 

reduces the entropy by 13.5% and increases precision by 

14.6%, hence coming closest to the established baseline, 

obtained by using a supervised approach. 

B. Image processing and computer vision 

Representing images is not a straightforward task, as 

the number of possible image features is practically 

unlimited [40]. The choice of features typically depends  

 

on the target application. Examples of features include 

histograms of oriented gradients, edge orientation 

histograms, Haar wavelets, raw pixels, gradient values, 

edges, color channels, etc. [44].  

Bins and Draper [40] studied the use of filter feature 

selection methods in the general problem of image 

classification. Three different image datasets were used. 

They proposed a three-step method for feature selection 

that combines Relief, K-means clustering and sequential 

floating forward/backward feature selection 

(SFFS/SFBS). The idea is to: 1) use the Relief algorithm 

to remove irrelevant features, 2) use K-means clustering 

to cluster similar features and remove redundancy, and 3) 

run SFFS or SFBS to obtain the final set of features. The 

authors found that using the proposed hybrid combination 

of algorithms yields better performance than when using 

Relief or SFFS/SFBS alone. In cases when there are no 

irrelevant or redundant features in the dataset, the 

proposed algorithm does not degrade performance.  

When the goal is to select a specific number of features, it 

is suggested to use the R+K+B variant of the algorithm if 

the number of relevant and non-redundant features is less 

than 110, and otherwise R+K+F. If the number of 

selected features is allowed to vary, authors suggest using 



R+K. The authors also note that Relief is good at 

removing irrelevant features, but not adequate for 

selecting the best among relevant features. 

Muštra et al. [41] investigated the use of wrapper 

feature selection methods for breast density classification 

in mammographic images. Five wrapper feature selection 

methods were evaluated in conjunction with three 

different classifiers on two datasets of mammographic 

images. The best-performing methods were best-first 

search with forward selection and best-first search with 

backward selection. Overall, the results over different 

classifiers and datasets were improved between 3% and 

12% when using feature selection. 

C. Industrial applications 

Feature selection is important in fault diagnosis in 

industrial applications, where numerous redundant 

sensors monitor the performance of a machine. Liu et al. 

[22] have shown that the accuracy of detecting a fault 

(i.e. solving a binary classification problem of machine 

state as faulty vs. normal) can be improved by using 

feature selection. They proposed to use a global 

geometric model and a similarity metric for feature 

selection in fault diagnostics. The idea is to find feature 

subsets that are geometrically similar to the original 

feature set. The authors experimented with three different 

similarity measures: angular similarity, mutual 

information and structure similarity index. The proposed 

approach was compared with distance-based and entropy-

based feature selection, and with SVM and neural 

network wrappers. The best performance was obtained by 

combining the proposed geometric similarity approach 

with a wrapper, so that top 10% of feature subsets were 

preselected by geometric similarity, following by an 

exhaustive search-based wrapper approach to find the 

best subset. 

D. Bioinformatics 

An interesting application of feature selection is in 

biomarker discovery from genomics data. In genomics 

data, individual features correspond to genes, so by 

selecting the most relevant features, one gains important 

knowledge about the genes that are the most 

discriminative for a particular problem. Dessì et al. [42] 

proposed a framework for comparing different biomarker 

selection methods, taking into account predictive 

performance and stability of the selected gene sets. They 

compared eight selection methods on three benchmark 

datasets derived from DNA microarray experiments.  

Additionally, they analyzed how similar the outputs of 

different selection methods are, and found that the 

outputs of univariate methods seem to be more similar to 

each other than to the multivariate methods. In particular, 

the SVM-embedded selection seems to select features 

quite distinct from the ones selected by other methods. 

When jointly optimizing stability and predictive 

performance, best results were obtained using chi- square, 

systematic uncertainty, information gain and ReliefF. 

Abusamra [43] analyzed the performance of eight 

different filter-based feature selection methods and three 

classification methods on two datasets of microarray gene 

expression data. The best individually performing feature 

selection methods varied depending on the dataset and 

the classifier used. Notably, using Gini index for feature 

selection improved performance of an SVM classifier on 

both datasets. Some feature selection methods were 

shown to degrade classification performance. However, 

Abusamra demonstrated that classification accuracy can 

be consistently improved on both datasets using a 

consensus of all feature selection methods to find top 20 

features, by counting the number of feature selection 

methods that selected each feature. Seven features were 

selected by all the methods, and additional 13 features 

were randomly selected from a pool of features selected 

by seven out of eight methods. 

IV. CONCLUSION 

The current research advancement in this field is 

identified in the area of hybrid feature selection methods, 

particularly concerning the methodologies based on 

evolutionary computation heuristic algorithms such as 

swarm intelligence based and various genetic algorithms. 

Additionally, application areas such as bioinformatics, 

image processing, industrial applications and text mining 

deal with high-dimensional feature spaces where a clever 

hybrid methodology design is of utmost importance if any 

success is to be obtained. Therein, features may exhibit 

complex internal structures or may even be unknown in 

advance.  

While there is no silver bullet method, filters based on 

information theory and wrappers based on greedy 

stepwise approaches seem to offer best results. Future 

research should focus on optimizing the efficiency and 

accuracy of feature subset search strategy by combining 

earlier best filter and wrapper approaches. Most research 

tends to focus on small number of datasets on which their 

methodology works. Larger comparative studies should be 

pursued in order to have more reliable results. 
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