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Timescales of N–H bond dissociation in pyrrole:
a nonadiabatic dynamics study†
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The excitation wavelength dependent photodynamics of pyrrole are investigated by nonadiabatic

trajectory-surface-hopping dynamics simulations based on time dependent density functional theory

(TDDFT) and the algebraic diagrammatic construction method to the second order (ADC(2)). The ADC(2)

results confirm that the N–H bond dissociation occurring upon excitation at the origin of the first

excited state, S1(ps*), is driven by tunnelling [Roberts et al., Faraday Discuss., 2013, 163, 95] as a barrier

of DE = 1780 cm�1 traps the population in a quasi-bound minimum. Upon excitation to S1(ps*) in the

wavelength range of 236–240 nm, direct dissociation of the N–H bond takes place with a time constant

of 28 fs. The computed time constant is in very good agreement with recently reported measurements.

Excitation to the lowest B2 state in the 198–202 nm range returns a time constant for N–H fission of

48 fs at the B3LYP/def2-TZVPD level, in perfect agreement with the experiment [Roberts et al. Faraday

Discuss., 2013, 163, 95]. For the same wavelength range the ADC(2)/aug-cc-pVDZ decay constant is more

than three times longer than the experimentally reported one. The accuracy of the B3LYP/def2-TZVPD

dynamics is checked against reference complete-active-space second-order perturbation theory (CASPT2)

calculations and explained in terms of correct topography of the pp* surface and the lack of mixing

between the pp* and the 3px Rydberg states which occurs in the ADC(2) method.

1 Introduction

Pyrrole is a simple five-membered heterocycle found as a struc-
tural subunit of larger chromophores. The circular arrangement
of four pyrrole units bridged by methine linkers forms the
porphyrin macrocycle, the central unit of the heme, cytochrome
c, and chlorophyll a chromophores, while bilin, the chromophore
of phytochromes, is composed of a quasi-linear arrangement of
four pyrroles.1 The presence of pyrrole in these compounds has
prompted many experimental2–9 and theoretical10–16 investi-
gations, for it is of major interest to consider whether the
photoinduced dynamics of pyrrole can be related to those of
complex pyrrole-containing chromophores.

The photochemistry of pyrrole is a textbook example of 1ps*
mediated internal conversion.17–20 In the A2(ps*) state, which is
the first excited state (S1) of pyrrole,21–23 the electronic excita-
tion is localized along the N–H bond. After excitation to this
state, stretching of the N–H bond leads to a conical intersection
(CI) seam between S1 and the ground electronic state (S0).

The time scale of H-elimination from the S1 state was first
determined by Lippert et al.4 Two time constants (t1 = 110� 80 fs
and t2 = 1.1� 0.5 ps) for NH fission after excitation at l = 250 nm
were reported. The first was assigned to direct H-atom detach-
ment along the S1(ps*) surface, while the second was attributed
to H-atom elimination from vibrationally excited molecules in
the ground electronic state. More recent experiments provided
evidence for only one deactivation time constant.7,9 Roberts
et al. used time-resolved ion yield and velocity map imaging
techniques to retrieve information on the energetics and time
scales of H-elimination at multiple excitation wavelengths. The
excitation wavelength dependent time constants for N–H bond
fission have been obtained from the kinetic fit of the normal-
ized H+ signal transient (REMPI probed H-atoms) as a function
of pump–probe delay time. The exponential rise of the H+

signal at positive pump–probe delay times revealed single time
constants of t = 126 � 28 fs and t = 46 � 22 fs for H-elimination
at 250 nm (band origin) and 238 nm, respectively.7 The authors
also investigated the dynamics of monodeuterated pyrrole
(pyrrole-d1) and reported a time constant of 1.4 � 0.3 ps for
N–D dissociation at 250 nm giving rise to a kinetic isotope effect of
KIE E 11. These results are consistent with the existence of a
small exit barrier on the S1 surface. Very recently, Wu et al.9

studied the photoinduced dynamics of pyrrole using time-
resolved photoelectron spectroscopy (TRPES). Following excitation
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at 242 and 236 nm TRPES disclosed single time constants of 12
and 19 fs, respectively.

In contrast, two time constants of t1 = 52 � 12 fs and t2 =
1.0 � 0.4 ns have been reported following excitation of the
bright B2(pp*) state at l = 200 nm.7 The first was assigned to fast
internal conversion via sequential pp* - ps* - N–H processes,
while the second was assigned to H-elimination from vibrationally
excited ground state species.

The mechanisms and time scales of H-atom elimination from
pyrrole have been the subject of both quantum mechanical9–11,15

and mixed quantum-classical studies.12–14 Starting from the first
excited A2(ps*) state, Frank and Damianos performed molecular
dynamics simulations based on restricted open-shell Kohn–
Sham (ROKS) theory.12 Apart from fast ejected H-atoms (E100 fs)
ROKS simulations have shown that a barrier on the S1 surface
leads to trapping of population in the local minimum near the
Franck–Condon region which the authors proposed as a source
of slow H-atoms. The multiconfigurational Ehrenfest dynamics
simulation of Saita et al.,16 using the complete active space SCF
method (CASSCF), showed dissociation from S1 with half of the
population transferring to the ground state within E40 fs. Very
recently, a similar time constant of 35 fs has been computed
using the multiconfiguration time-dependent Hartree (MCTDH)
method on a model Hamiltonian constructed using CASPT2 and
equation-of-motion (EOM) coupled cluster single- and double-
excitation (CCSD) data points.9 The authors also considered the
decay upon excitation at 217 nm. Here, two time constants of
t1 = 13 fs and t2 = 29 fs were reported for a sequential decay
from the B1(ps*) to the A2(ps*) state and subsequent decay to
the ground state.

The dynamics following excitation of the B2(pp*) needs to
account for nonadiabatic transitions among excited electronic
states. Simulations have been performed by using the surface-
hopping approach coupled to multireference (MR) configuration
interaction (CI) and TDDFT methods for electronic structure
determination.13,14 The MRCI-based simulations of Vazdar
et al.13 were initiated mostly (60%) in the bright B2(pp*) state
and revealed three deactivation mechanisms: N–H bond fission,
which was found to be the dominant mechanism, ring-puckering
and planar ring-opening, leading to 140 fs deactivation to the
ground state. The TDDFT-based dynamics of Barbatti et al.14

again revealed a rather slow H-elimination taking place in
t E 180 fs in agreement with previous MRCI-based calculations.
A somewhat faster deactivation (t E 100 fs) of the B2(pp*) was
obtained by Faraji et al.15 The authors employed the MCTDH
method and the underlying potential energy surfaces were
computed using MRCI.

Given the prototype character of pyrrole, the discrepancy
between the computed and measured time constants is dis-
appointing and needs to be better understood. With this aim
we re-investigated the photodynamics of pyrrole taking place
upon excitation in the wavelength range of 250–196 nm.
In particular, we focus on the nature of the electronic excitation
in the B2(pp*) state, which is expected to have a direct effect
on the dynamics. For well-separated valence and Rydberg
states, as predicted by multi-state (MS) CASPT2 computations,

the deplanarization of the five-membered ring will lead to
stabilization of the valence B2(pp*) state and destabilization
of the Rydberg states.22,24 In contrast, planar geometries will be
favored in the case of strong Rydberg–valence interaction, as
obtained using CC methods. Since full-dimensional dynamics
simulations based on CASPT2 and EOM-CCSD calculations are
unaffordable for pyrrole, we address the problem by employing
two effective electronic structure methods with different extents
of Rydberg–valence mixing. On the one hand, we used TDDFT
and took advantage of the strong sensitivity of Rydberg states on
the choice of the basis set to simulate the dynamics on a potential
energy surface with weak Rydberg–valence interaction.25 On the
other hand, we investigated the dynamics by using the alge-
braic diagrammatic construction method to the second order
(ADC(2))26,27 which gives results comparable to the CC2 method
and yields strong Rydberg–valence interaction. By comparing
the time constants for internal conversion obtained using the
two methods with the experimental ones, we are able to provide
an insight into the nature of pyrrole’s excited electronic states
from the dynamics perspective and considerably reduce the gap
between theory and experiments.

2 Computational methods
2.1 Electronic structure methods

The ground state equilibrium geometry of pyrrole and the corre-
sponding Hessian matrix were computed using the second-order
Møller–Plesset (MP2) method and the augmented correlation
consistent polarized valence triple zeta basis set (aug-cc-pVTZ)
as implemented in the Turbomole 6.428 package. Excited state
computations were performed employing two electronic structure
methods: the ADC(2) method26,27 with the resolution of identity
approximation (RI)29–31 and TDDFT with the B3LYP functional.32

The applicability of both methods for excited state calcula-
tions is well documented.33,34 In the specific case of pyrrole, both
methods are suitable for describing the low lying valence and
Rydberg states as these states are dominated by single excita-
tions23,25 and the approximation that the reference ground state
should be a single-determinant state is valid for a wide range of
geometries that the system explores during the dynamics. The
single-determinant description of the ground state is clearly not
valid at the conical intersection between the ground and first
excited states. Thus, dynamics calculations were stopped when
the energy gap between the S1 and S0 states dropped below 0.1 eV
and this time was taken as the time of internal conversion. Note,
however, that conical intersections between excited states are
correctly described using both methods as long as the ground
state is well described by a single-determinant. To estimate the
multireference character of the ground state, D1 diagnostics were
calculated.28,35 Also, we used the l diagnostic of Peach and Tozer
to test TD-B3LYP calculations and trace geometries and electro-
nic states for which errors in the excitation energies are more
likely to occur.36–38

The challenge to theory is the description of the mixing between
the 3p Rydberg and the B2(pp*) states. Within TD-B3LYP the
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description of the Rydberg states and the extent of Rydberg–
valence interaction is basis set dependent. Therefore, a range of
basis sets has been used to compute the vertical excitation
energies (Tables S1 and S2, ESI†) and the results were tested
against reported CASPT2 and EOM-CCSD data.22,23,39 Five
method/basis set choices were found suitable for subsequent
nonadiabatic (NA) simulations as well as illustrative of the
underlying dynamics. The ADC(2) simulations have been per-
formed using aug-cc-pVDZ and cc-pVTZ with diffuse functions
of p, d, and f type added to the center of mass of the mole-
cule40,41 (denoted as cc-pVTZ+, the exponents and contraction
coefficients are given in Table S3, ESI†). TDDFT-based calcula-
tions have been carried out by employing three basis sets that give
rise to different Rydberg–valence interactions: the Turbomole
triple-zeta valence basis set with polarized and diffuse functions
(def2-TZVPD), the quadruple-zeta basis set with no diffuse
functions (def2-QZVP(-f-g)), and the aug-cc-pVTZ basis set.42,43

To facilitate the computation, the f and g basis functions were
not included in the def2-QZVP(-f-g) basis set as it was found
that they have little influence on the vertical excitation energies
and oscillator strengths.

Furthermore, the accuracy of the potential energy surfaces
underlying dynamics simulations has been assessed by compar-
ing the excitation energies for sets of geometries along repre-
sentative nonadiabatic trajectories with the reference CASPT2
data. CASPT2 excited states were calculated using the Molpro
package.44 The CASSCF reference orbitals were obtained in the
state-averaged mode (SA-MCSCF). The active space consisted of
8 electrons in 8 orbitals and only the 1s core molecular orbitals
were frozen. In the CASPT2 calculations, each state was treated
separately and a level shift of 0.3 Eh was applied to the residuals.
In all calculations the aug-cc-pVDZ basis set was used.43

2.2 Nonadiabatic dynamics

NA dynamics is a mixed quantum-classical approach in which
the electrons are treated quantum mechanically and the nuclei
classically. We performed NA dynamics simulations following
Tully’s fewest switching surface hopping procedure45 using an
in-house code interfaced to Turbomole 6.4.28 To interface the
ADC(2) method with NA dynamics we followed Plasser, Barbatti
and co-workers46 and constructed a formal CIS wave function
using ADC(2) singles amplitudes stored in the Turbomole output
files. The computation of the NA couplings is reduced to the
evaluation of overlaps between singly excited Slater determinants.
Note that a formal CIS wave function construct is also used for
the computation of the NA couplings at the TDDFT level.47–49

For the nuclear motion, Newton’s equations were integrated in
time steps of t1 = 0.5 fs by using the velocity–Verlet algorithm. The
energies and the gradients, needed for the propagation of the
classical trajectories, were computed with the time step of nuclear
motion. The elements of the nonadiabatic coupling matrix were
calculated from wave function overlaps at two time steps of the
nuclear dynamics as described in previous studies.50–53 The time
evolution of the expansion coefficients of the electronic states was
computed by integrating the time-dependent Schrödinger equa-
tion using Shampine and Gordon’s predictor–corrector ordinary

differential equation solver algorithm54 in steps of t2 = 5 �
10�5 fs. Due to enhanced numerical stability, the hopping
probabilities were computed at each time step of electronic
motion t2 as proposed by Mitrić et al.55

The selection of initial conditions is an important issue in
NA dynamics simulations. Here, a set of 2000 initial conditions
was generated starting from the ground state Wigner function
fw( p,q) = rw( p,q)/(2ph� ), where

rwðp; qÞ ¼ 2 tanhð�ho=2kTÞe� tanhð�ho=2kTÞ mo
�h q2þ 1

mo�hp
2

� �
(1)

is the Wigner distribution for the harmonic oscillator thermal
density and m and o are the oscillator mass and frequency.56

All simulations have been performed at T = 293 K. The Hessian
matrix was computed at the MP2/aug-cc-pVTZ level. The com-
puted vibrational levels and accompanying Boltzmann popula-
tion factors are given in Table S4 (ESI†). The 3N � 6 normal
modes were sampled independently in accordance to eqn (1)
and the normal mode coordinates and velocities were trans-
formed to their Cartesian counterparts.57,58 On the basis of
these geometries, the electronic absorption spectra encompass-
ing the lowest 10 excited states (see Table 1) were calculated
using the selected method/basis set combination according to
the semiclassical approach proposed by Barbatti et al.59 To
simulate the excitation wavelength dependence of the relaxa-
tion dynamics we considered three spectral windows centered
(�2 nm) at l = 250, 238 and 200 nm. Initial conditions for the
dynamics were selected from the generated set of ground state
geometries by a weighted random algorithm according to the
oscillator strengths of the transitions that fit the selected windows.
In other words, if several closely spaced electronic states fall into
the same energy window the algorithm will preferentially populate
the state with the larger oscillator strength. In the low-energy
region all trajectories started from the S1(ps*) state and propa-
gated in the subspace of the ground and three excited electronic
states for a total simulation time of 500 fs. In the l = 200 � 2 nm
window, 100 initial conditions were selected almost exclusively
from the bright B2 state due to its large oscillator strength. In this
window ADC(2) (B3LYP) trajectories were propagated in the mani-
fold of the ground and 9 (7) excited electronic states. The same
selection criteria and number of trajectories were used for each of
the method/basis set choices.

3 Results and discussion
3.1 Electronic structure calculations

A comparison of the lowest 10 ADC(2)/aug-cc-pVDZ and B3LYP/
def2-TZVPD vertical excitation energies with previously reported
values is shown in Table 1. The vertical excitation energy of the
S1(ps*) state of 5.13 eV (242 nm) and 4.99 eV (249 nm) at the
ADC(2)/aug-cc-pVDZ and B3LYP/def2-TZVPD levels, respectively,
find very good agreement with benchmark theoretical values22,23,39

and experimental data.60,61 The ADC(2)/aug-cc-pVDZ minimum of
the S1(ps*) state is located at 4.82 eV (257 nm) and characterized
by an N–H bond distance of 1.058 Å. On the other hand, B3LYP
fails to locate a minimum on the S1(ps*) surface.
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The ordering of higher excited states in pyrrole is, to some
extent, controversial. Using MS-CASPT2, Roos et al., found the
B2(pp*) state below the first Rydberg series.22 In contrast, general-
model-space (GMS) and EOM-CCSD studies predict the B2(pp*)
state above the lowest Rydberg states.23 Recently, Neville and
Worth calculated the absorption spectrum of pyrrole using
wave packet propagation on model potential energy surfaces
constructed using CASPT2/aug-cc-pVDZ+ and EOM-CCSD/aug-
cc-pVDZ data points.39 A good agreement with the experimental
spectrum was found showing that the vertical excitation energy
of the B2(pp*) state can be as high as 6.24 eV. Our ADC(2)/aug-
cc-pVDZ and B3LYP/def2-TZVPD vertical excitations of 6.35 and
6.32 eV, respectively, find good agreement with those of Neville
and Worth.39

Despite vertical energies being similar, the nature of the
excited states is significantly different. At the B3LYP/def2-TZVPD
level all states have a well-defined character. At the ADC(2)/aug-
cc-pVDZ level, however, considerable mixing between the valence
and the Rydberg states was found, with the bright B2 state having
mostly a Rydberg 3px character. This difference is due to the
employment of the def2-TZVPD basis set and not the B3LYP
functional that was used in the calculations. The augmented
def2 series of basis sets contains diffuse s and d functions, but
lacks diffuse p functions. The aug-cc-pVNZ (N = D, T, Q) basis
sets do contain diffuse p functions, which enhance mixing of
B2(pp*) and Rydberg B2(p3px) states. Let us note that when the
ADC(2) method is used with the def2 basis sets the mixing is
removed, but the vertical excitation energies are severely over-
estimated. On the other hand, B3LYP used with the aug-cc-pVTZ
basis sets yields mixed states and underestimated vertical excita-
tion energies (see Table S1 and S2, ESI†).

The minimum energy geometry of the B2(pp*) state strongly
depends on the character of the state. B3LYP/def2-TZVPD yields
a non-planar minimum of 0.7 eV below the vertical excitation

energy in agreement with the results of Celani and Werner.24

When the state has a more significant Rydberg character, such
as in ADC(2)/aug-cc-pVDZ, the minimum is planar and found
only 0.34 eV below the energy of vertical excitation. As will be
apparent soon, these differences strongly affect the outcome of
the dynamics.

Fig. 1 compares the ADC(2) (red) and B3LYP (green) absorp-
tion spectra computed using the lowest 10 states listed in Table 1
with the experimental spectrum.60 The spectra were obtained
using the excitation energies and oscillator strengths calculated
under the initial conditions obtained from eqn (1). The lines
were uniformly broadened by a Lorentzian function with a width
of 0.1 eV.59 To facilitate the comparison with the experiment, the
intensities were scaled to one. Both computational methods give
a similar absorption spectrum, with the band center at E6.2 eV.
This is blueshifted by E0.2 eV with respect to the experimental
spectrum, despite being 0.1–0.15 eV lower than the vertical
excitation energy of the bright state.

3.2 N–H bond dissociation on the S1(pr*) surface

The presence of a small exit barrier on the A2(ps*) state is well
established, both experimentally and theoretically.7,10 In agree-
ment with a previous TD-PBE0 nonadiabatic dynamics study,
we found that TDDFT underestimates the barrier height and in
many cases even fails to locate a minimum on the S1(ps*) surface,
leading to internal conversion on a very short time scale.14 Thus,
we report only the ADC(2)/aug-cc-pVDZ results in this section.
Fig. 2 displays the ADC(2) potential energy profiles of the ground
and the five lowest singlet excited electronic states along the N–H
stretching coordinate. The potential energy cuts were obtained by
a constrained relaxed scan along the N–H bond in the S1(ps*)
state. The two states with ps* character, A2(ps*) and B1(ps*) (S5 at
the A2(ps*) minimum energy geometry) are dissociative with
respect to the N–H stretch coordinate, while the others are bound

Table 1 Comparison between the B3LYP/def2-TZVPD and ADC(2)/aug-cc-pVDZ vertical and (adiabatic) excitations for pyrrole with previously reported
values. Computed oscillator strengths are given in square brackets where available

State B3LYPa ADC(2)a GMSCCSDb MS-CASPT2c CASPT2/MCTDHd Experimentale,f

A2(ps*) 4.99 5.13(4.82) 5.10 5.22 5.06 5.22
[0.000] [0.000] [0.000]

B1(ps*) 5.87 5.75(5.57) 5.79 5.86
[0.013] [0.013]

A2(3pz) 5.89 5.86 5.81 5.97 5.87
[0.000] [0.000] [0.000]

B1(3py) 5.95 5.89 5.96 5.87 6.00 5.85
[0.026] [0.031] [0.026]

B2(pp*) 6.32(5.62) 6.35(6.01) 5.96 5.87 6.24 5.90
[0.174] [0.214] [0.209]

A1(pp*) 6.47 6.49 6.53 5.82 6.01
[0.001] [0.000] [0.036]

A2(pRyd) 6.54 6.44 6.38
[0.001] [0.000]

B1(pRyd) 6.57 6.44 6.40
[0.001] [0.000]

B1(3pz) 6.77 6.59 6.65
[0.001] [0.000]

A2(3py) 6.89 6.65 6.45
[0.001] [0.000]

a Present work. b Ref. 23. c Ref. 22. d Ref. 39. e Ref. 60. f Ref. 61.
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states strongly destabilized by the elongation of the N–H bond.
Until reaching bond lengths close to the conical intersection,
these states have mostly (490%) single excitation character and
the ground state is not multireferent (D1 o 0.04). The scan reveals
a barrier of E0 = 1780 cm�1 in good agreement with previous
CASSCF, MRCI and CASPT2/SA-CASSCF calculation yielding
barriers of 2090, 1935 and 1615 cm�1, respectively.8,10,13

The energy window centered at 250 nm addresses the
minimum of the A2(ps*) surface and the energy imparted to
the system is not enough to overcome the exit barrier shown in
Fig. 2. It goes without saying that under such conditions NA
dynamics, in which the nuclei are treated classically, is inade-
quate for describing the dynamics. Indeed, in a test run, only a
small fraction of trajectories (o10%) deactivated to the ground
electronic state within the simulation time of 500 fs indicating a
correct sampling of the initial conditions. Therefore, the standard

WKB approach to tunnelling was used to estimate the KIE. In the
case of pyrrole, the generally multidimensional H-tunnelling
dynamics can be approximated by 1D motion through the
barrier.62–64 Assuming the reduced masses of the N–H and N–D
fragments as effective mass parameters,65 the eigenstates of the
relaxed 1D A2(ps*) potential were computed by diagonalizing the
Hamiltonian with the Lanczos–Arnoldi integration scheme66–68

implemented in the MCTDH program package.69,70 Quasi-bound
states were found at EH

0 = 897.9 and ED
0 = 795.4 cm�1 in the case of

pyrrole and pyrrole-d1, respectively. The tunnelling probabilities
were computed as P = e2S where S is the classical action integral
through the barrier. The KIE was obtained as the ratio of
hydrogen vs. deuterium tunnelling probabilities. The semiclassical
solution yields an isotope effect of KIE = 9.9, in very good agree-
ment with the experimentally determined value of KIE = 11.7

Focusing on the experiments performed at 238 nm (5.21 eV),
from Table 1 it is apparent that they interrogate the portion of
the S1(ps*) surface to the blue from the vertical excitation. Most
of the 100 trajectories started in the wavelength range 236 o
l o 240 resulted in a fast and efficient relaxation to the ground
state through N–H bond dissociation. The time dependent
populations of the excited S1(ps*) state are shown in Fig. 3.
The calculated time constant for the depopulation of the S1

state of 28 fs is in good agreement with the experimentally
reported value of 46 � 22, and the yield of 86% shows that the
excitation energy in this window is enough to overcome the
dissociation barrier.

To demonstrate the quality of the ADC(2) A2(ps*) surface a
representative nonadiabatic trajector is analyzed in Fig. S1 (ESI†).
For a set of geometries along the trajectory, the D1 diagnostic for
the reference MP2 ground state has been computed. D1 values
greater than 0.04 indicate the breakdown of the single-reference
approximation. As can be seen D1 values greater than 0.04 are
found only in the close proximity of the S0/A2(ps*) CI.

The common practice is to stop dynamics calculations when
the energy gap between S1 and S0 drops below 0.1 eV.46 In this
way, errors of the method at distances beyond the CI do not
impact the results of the dynamics. The high velocity of the
hydrogen atom upon reaching the CI results in the formation of
a ground state pyrrolyl radical and a hydrogen atom and no
bifurcation takes place at the S0/A2(ps*) CI. In this wavelength
range, this has been demonstrated through the total kinetic
energy release spectra, which do not show a signal corresponding
to the formation of an excited state radical, and time-resolved
photoelectron spectra, both revealing only one time constant.2,7,9

Taking this information into account, the time constant for reach-
ing the S0/A2(ps*) CI calculated by fitting the time-dependent
population of the A2(ps*) state to a mono-exponential decay
function is a good approximation of the time scale for the
dissociation of the N–H bond, and thus can be directly compared
to the experimental time constants from the measured H+ signal
as a function of increasing pump–probe delay.

Furthermore, the CASPT2/aug-cc-pVDZ method has been
used to check the accuracy of the ADC2(2)/aug-cc-pVDZ
A2(ps*) surface. Fig. S1 (ESI†) (lower panel) compares CASPT2
and ADC(2) excitation energies for a set of 11 geometries along

Fig. 1 Comparison of the simulated (scaled) and experimental (scaled, blue)
spectra of pyrrole in the region between 5.5 and 6.7 eV corresponding to the
first absorption band in the electronic spectrum.60 Computations performed
using the ADC(2)/aug-cc-pVDZ (red) and B3LYP/def2-TZVPD (green) methods.
Transitions to the lowest 10 electronic states listed in Table 1 are included.

Fig. 2 Relaxed energy scan (in eV) along the N–H stretching coordinate
optimized in the A2(ps*) state (red) using ADC(2)/aug-cc-pVDZ. Vertical
excitation energies (ascending order) of the A2(pRyd) (blue), B1(pRyd) (green),
B2(pp*) (magenta) and B1(ps*) (orange) states and the energies of the ground
state (black) are given.
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a characteristic trajectory. It is evident that the two sets of
calculations follow the same trend and with respect to exciation
energies agree very well along the whole trajectory.

3.3 Dynamics initiated in the B2(pp*) state

As pointed out, following excitation at 200 nm where the B2(pp*)
state is the dominant absorbing state, pyrrole undergoes a
biexponential relaxation on the time scales of t1 = 52 � 12 fs
and t2 = 1.0 � 0.4 ns.7 The relaxation from the B2(pp*) state was
simulated in the wavelength range of 202–198 nm mainly at the
ADC(2)/aug-cc-pVDZ and B3LYP/def2-TZVPD levels.

NA dynamics simulations performed at the ADC(2)/aug-cc-
pVDZ level found that 82% of the trajectories deactivated to the
ground electronic state within the simulation time of 500 fs. Of
these, 70% deactivated through N–H bond dissociation while
the remaining trajectories deactivated via ring deformation. The
calculated time constant for the dominant N–H bond dissocia-
tion pathway (also for the non-reactive pathway) is greater than
150 fs which is about three times longer than the experimental
value of 52� 12 fs. Increasing the size of the basis set (cc-pVTZ+)
or considering higher energies (198–196) had very little influence
on the results. Our ADC(2) results find agreement with previous
MR-CISD+Q and TDDFT(PBE0)-based NA dynamics simulations
reporting time constants of E140 and E180 fs,13,14 indicating
that a systematic problem affects the simulation of the dynamics
in the B2(pp*) state.

The origin of the problem can be inferred from Fig. 4 where
the time evolution of a characteristic NA trajectory initiated in
the S5 state is shown. The variation of the potential energy
of the ground and 9 excited electronic states shown with the
electronic state in which the trajectory resides is marked with
red circles. As mentioned, the dominant (40%) single-orbital
transition of the bright B2 state is of the p-Rydberg character as
shown in the inset of Fig. 4. Due to strong Rydberg–valence
interaction, frequent hops between this state and other mixed

Rydberg states occur during the dynamics. As a result, the
system evolves on what is basically an averaged potential
energy surface.

At the B3LYP/def2-TZVPD level N–H bond dissociation was
found again to be the dominant deactivation mechanism, while
ring puckering occurred only in 6% of the cases. In sharp
contrast to ADC(2)/aug-cc-pVDZ results, the B3LYP/def2-TZVPD
dynamics leads to fast excited state deactivation. The timescale of
N–H bond dissociation has been computed as a monoexponential
fit of the total depopulation of the excited states for trajectories
ending in dissociation. The computed time constant of t = 48 fs,
which accounts only for the trajectories leading to N–H bond
fission, is in excellent agreement with the measurement of Roberts
et al.7 Note also that within the 250 fs long simulation time a
complete (98%) deactivation to the ground state has occurred.

A typical B3LYP/def2-TZVPD trajectory deactivating through
N–H bond dissociation is shown in Fig. 5. The simulation
started from the B2(pp*) state which is the adiabatic S5 state.
As in the ADC(2) case, the B2(pp*) state is intercalated in a
dense manifold of excited states and two Rydberg states are
found lower in energy. However, the valence and Rydberg states
are separated and the initial excitation is of clear pp* character
as shown in the insets (left) of Fig. 5. During the dynamics, the
system evolves through out-of-plane motions towards the mini-
mum of the state. At the geometry of the minimum, the B2(pp*)
state is the second adiabatic state. Since there is very little
mixing between the B2(pp*) state and the Rydberg states, no
hops occur to those states as the system evolves past them. The
change of character of the excitation occurs in the vicinity of the
B2(pp*)/A2(ps*) CI which is reached at t1 E 28 fs. The sub-
sequent dynamics on the A2(ps*) surface is driven by N–H bond
elongation as described in Section 3.2.

Note that a similar deactivation dynamics is not possible at
the ADC(2)/aug-cc-pVDZ level because in this case the minimum
of the B2 state is planar and higher in energy than some of the
Rydberg states. Thus the shorter relaxation time computed using

Fig. 3 Average population of the S1 state of pyrrole obtained with NA
dynamics simulations performed at T = 293 K in the wavelength range of
236 o l o 240. The black line represents a mono-exponential fit for the
decay of the S1 state. The decay time constants (t) and deactivation yield (g)
are given in the inset. Calculations were performed using the ADC(2)/aug-
cc-pVDZ method.

Fig. 4 Time dependence of the potential energy of the electronic ground
state and 9 excited states (for initial states, see Table 1) for a selected non-
adiabatic trajectory as computed using ADC(2)/aug-cc-pVDZ. Red circles
indicate the populated state at a given time. The trajectory is initiated in the
state with the largest oscillator strength. Inset (left) HF occupied and virtual
MO corresponding to the dominant orbital transition (40%) at the initial
geometry. Insets (middle, right); HF virtual MO corresponding to dominant
orbital transition for electronic states encountered in the dynamics.
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B3LYP/def2-TZVPD directly reflects the topography of the
B2(pp*) state.

To check that the slow and fast relaxation dynamics obtained
using ADC(2)/aug-cc-pVDZ and B3LYP/def2-TZVPD methods, res-
pectively, are not consequences of dynamics simulations being
run in regions of configurational space where the two methods
are not applicable, the D1 and l parameters have been monitored
along the respective trajectories. From Fig. S2 and S3 (ESI†) it can
be seen that both parameters are in the aceptable range. Further-
more, the excitation energies of the adiabatic electronic state in
which the molecule resides during the dynamics have been
compared with respective CASPT2 values. For the ADC(2) and
TD-B3LYP trajectories shown in Fig. 4 and 5, the comparison with
CASPT2/aug-cc-pVDZ excitation energies is displayed in the lower
panels of Fig. S2 and S3 (ESI†), respectively. It is evident that a very
good agreement with the referent CASPT2 values is obtained
for both sets of geometries. Apart from the ADC(2) geometry at
t = 13 fs, the two sets of energy data are close and parallel to each
other. This is particularly true for the B3LYP/def2-TZVPD values.
Therefore the computed difference in relaxation dynamics is not
due to erroneous energetics of the states, but stems from different
Rydberg–valence interactions that shape the potential energy
surfaces. Because of strong Rydberg–valence mixing the deplanar-
ization of the pyrrole ring along the ADC(2)/aug-cc-pVDZ trajectory
destabilizes the system and takes place only after internal con-
version to the dissociative ps* states. In other words the system
explores only a limited portion of the potential energy surface and
in this region the agreement with CASPT2 values is very good.
On the other hand, deplanarization of the ring is favored on the
B3LYP/def2-TZVPD surface and the trajectory encounters the
conical intersection with the lowest ps* state at earlier times.

To further test this claim, NA dynamics simulations were
performed using two additional basis sets at the TDDFT level.
The def2-QZVP(-f,-g) basis set provides a similar description of
valence states to def2-TZVPD, but due to the lack of diffuse
functions, Rydberg states are destabilized using this basis set
and are located above the B2(pp*) state. The dynamics using

these two basis sets are similar (t = 44 fs vs. 48 fs), showing
that the Rydberg states have relatively little influence on the
dynamics. On the other hand, mixing between valence and
Rydberg states is present at the B3LYP/aug-cc-pVTZ level and
the NA dynamics results are similar to those obtained using the
ADC(2) method (t 4 200 fs).

Altogether, our NA dynamics calculations indicate that the
observed ultrafast relaxation from the B2(pp*) state is compa-
tible with only a low degree of mixing between the B2(pp*) and
Rydberg states which results in the stabilization of the B2(pp*)
minimum below the Rydberg manifold.

4 Conclusion

Nonadiabatic dynamics simulations were performed for pyrrole
at the ADC(2) and TDDFT (B3LYP) levels. The salient points of
our study on the dynamics of H-elimination from pyrrole are as
follows.

(i) At the ADC(2)/aug-cc-pVDZ level, a barrier of 1780 cm�1

has been computed in the A2(ps*) state along the N–H stretch-
ing coordinate resulting in the formation of a quasi-bound
state. Accordingly, the dynamics of H-elimination after excita-
tion to the origin of S1 is driven by tunnelling. A semiclassical
kinetic isotope effect of KIE = 9.9 was computed, in very good
agreement with the experimentally determined value.

(ii) After excitation to the A2(ps*) state in the wavelength
range of 236–240 nm, i.e., on the blue side from the vertical
excitation, the dissociation of the N–H bond can be described
by trajectory-based dynamics. At T = 293 K we computed a time
constant of 28 fs, in good agreement with the recently deter-
mined experimental value.

(iii) A complex dynamical behavior is encountered upon excita-
tion to the B2(pp*) state. In the 198–202 nm range the computed
time constant for H-elimination of 48 fs obtained using the B3LYP/
def2-TZVPD method finds very good agreement with the experi-
ment, a significant improvement over previous dynamics simula-
tions performed from the B2(pp*) state. This is attributed to the
correct topography of the state and lack of mixing between the pp*
state and the 3px Rydberg state which occurs in a number of other
methods (including ADC(2)/aug-cc-pVDZ used in this work).

The presented results on the photorelaxation dynamics of
pyrrole succeeded in reproducing and explaining recent experi-
mental results. It was shown that vertical excitation energies by
themselves are not a sufficient criterion for successful nonadiabatic
dynamics calculations in pyrrole. Instead, the main requirements
are a correct barrier on the A2(ps*) and the character of the B2(pp*)
state. In our work these requirements could only be met by using
different methods for the different wavelength ranges. For pyrrole,
similar problems were encountered by other researchers,39 indicat-
ing that advances in electronic structure methods are needed in
order to achieve an accurate description of pyrrole excited states.
From the experimental side, time resolved photoelectron imaging
experiments may be able to provide an additional level of informa-
tion on the effect of Rydberg–valence mixing on the B2(pp*)
equilibrium structure and dynamics of H-elimination.

Fig. 5 Time dependence of the potential energy of the electronic ground
state and 7 excited states (for initial states, see Table 1) for the selected
non-adiabatic trajectory as computed using B3LYP/def2-TZVPD. Red circles
indicate the populated state at a given time. The trajectory is initiated in the
B2(pp*) state. Inset (left): KS occupied and virtual MO corresponding to
the dominant orbital transition (89%) at the initial geometry. Insets (middle,
right): KS virtual MO corresponding to dominant orbital transitions for
electronic states encountered in the dynamics.
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127, 014309.
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