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#### Abstract

We consider and completely solve the parametrized family of Thue equations $$
X(X-Y)(X+Y)(X-\lambda Y)+Y^{4}=\xi
$$ where the solutions $x, y$ come from the ring $\mathbb{C}[T]$, the parameter $\lambda \in \mathbb{C}[T]$ is some non-constant polynomial and $0 \neq \xi \in \mathbb{C}$. It is a function field analogue of the family solved by Mignotte, Pethő and Roth in the integer case. A feature of our proof is that we avoid the use of height bounds by considering a smaller relevant ring for which we can determine the units more easily. Because of this, the proof is short and the arguments are very elementary (in particular compared to previous results on parametrized Thue equations over function fields).


## 1. Introduction

Let $R$ be a commutative ring, $R^{\times}$its group of units and $F \in R[X, Y]$ be a binary irreducible form of degree $d \geq 3$. An equation $F(X, Y)=m$ with $m \in R^{\times}$is called a Thue equation since Thue proved in 1909 [13] the finiteness of solutions $x, y \in R$ of such equations for $R=\mathbb{Z}$. Nowadays, it is known how to solve algorithmically a Thue equation over a ring $R$ that is finitely generated over $\mathbb{Z}$. The study of Thue equations over function fields started with Gill's paper [4]. In the next 50 years several authors such as Schmidt [11, Mason (9, 8] and Dvornicich and Zannier [1] considered the problem to determine effectively all solutions of a given Thue equation over some function field. In contrast to the number field case $R$ is not necessarily finitely generated over $\mathbb{Z}$, so Thue equations over function fields may have infinitely many solutions. A criterion for the finiteness of solutions of a given Thue equation was shown by Lettl [7].

Since 1990, when Thomas [12] investigated a parametrized family of cubic Thue equations with positive discriminant, several families of parametrized Thue

[^0]equations $F_{\lambda}(X, Y)=m$ have been studied (see a survey [5] for further references). Usually, such a family of equations has finitely many families of solutions depending on the parameter $\lambda$ and finitely many sporadic solutions for certain values of $\lambda$. This is however not true in general. It was shown by Lettl in [6] that a family of Thue equations can have sporadic solutions for infinitely many values of the parameter $\lambda$. The first family of Thue equations over a function field was solved by the first author and Ziegler [2. In [3] they went a step further and solved a family where the parameter itself is a polynomial. Further results were obtained later by Ziegler in [15, 14]. We mention that the problem for function fields can be viewed as looking for families of solutions parametrized by polynomials resp. algebraic functions and this point of view is behind Lettl's result mentioned above.

In this paper we again consider a family, now with degree $d=4$, where the solutions $x, y$ and the parameter $\lambda$ come from the commutative ring $R=\mathbb{C}[T]$ and the right hand side is a unit in $R$. In the integer case, this family was considered and completely solved by Mignotte, Pethő and Roth [10. We prove:
Theorem 1.1. Let $\xi \in \mathbb{C}^{\times}$and $\lambda \in \mathbb{C}[T] \backslash \mathbb{C}$. Let

$$
\begin{aligned}
F(X, Y) & =X(X-Y)(X+Y)(X-\lambda Y)+Y^{4} \\
& =X^{4}-\lambda X^{3} Y-X^{2} Y^{2}+\lambda X Y^{3}+Y^{4} \in \mathbb{C}[T][X, Y]
\end{aligned}
$$

Then the set of solutions in $\mathbb{C}[T] \times \mathbb{C}[T]$ of the parametric Thue equation $F(X, Y)$ $=\xi$ is given by

$$
\mathcal{S}=\left\{(\zeta, 0),(0, \zeta),(\zeta, \zeta),(-\zeta, \zeta),(\zeta \lambda, \zeta),(-\zeta, \zeta \lambda) ; \zeta \in \mathbb{C}^{\times}, \zeta^{4}=\xi\right\}
$$

We mention that all the coordinates of the solutions found in Theorem 1.1 lie in the smaller ring $\mathbb{C}[\lambda]$. This is indeed what one expects in most cases (this phenomenon is part of the notion "stably solvable", which has been introduced by Thomas in [12] for the integer case). An interesting counterexample, however, was given by Lettl in the paper [6] as we have already mentioned above.

The family of Thue equations that we consider is a family of splitting type over the ring $\mathbb{C}[T]$, i.e., it has the form

$$
X\left(X-p_{1} Y\right) \cdots\left(X-p_{d-1} Y\right)+Y^{d}=\xi,
$$

where $p_{i} \in \mathbb{C}[T]$, for $i=1, \ldots, d-1$, and $\xi \in \mathbb{C}^{\times}$. Ziegler 14 proved that such equations have only the trivial solutions

$$
\zeta(1,0), \zeta(0,1), \zeta\left(p_{1}, 1\right), \ldots, \zeta\left(p_{d-1}, 1\right)
$$

where $\zeta^{d}=\xi$, if some conditions on the degrees of the polynomials $p_{1}, \ldots, p_{d-1}$ are satisfied (namely $0<\operatorname{deg}\left(p_{1}\right)<\cdots<\operatorname{deg}\left(p_{d-1}\right)$ and $1.031 d!(d-1)(2 d-$ 3) $\left.4^{d-1} \operatorname{deg}\left(p_{d-2}\right)<\operatorname{deg}\left(p_{d-1}\right)\right)$. For the equation in Theorem 1.1, those conditions are not satisfied, so beside the trivial solutions we also have a non-trivial one, namely $(-\zeta, \zeta \lambda)$ above.

In order to prove Theorem 1.1 we partially follow the original ideas of Mason [9]. In Section 2 we give a decomposition of $F(X, Y)$, and define the relevant ring and determine its unit group. The decomposition used differs from the simple one suggested by Mason's method, making the relevant ring smaller, and thus making the calculation of the unit group easier.

The main point is that the Galois group of $X^{4}-\lambda X^{3}-X^{2}+\lambda X+1$ over $\mathbb{C}[T]$ is special (i.e. not the full symmetric group) for every choice of $\lambda \in \mathbb{C}[T] \backslash \mathbb{C}$; more precisely, the form $X^{4}-\lambda X^{3} Y-X^{2} Y^{2}+\lambda X Y^{3}+Y^{4}$ splits into the product of two quadratic forms over a quadratic extension of the ring $\mathbb{C}[T]$. This last extension corresponds to a hyperelliptic curve with two points at infinity (at least if $\operatorname{deg}(\lambda)>2$ ), and the curve's group of units has rank one over the constants.

In Section 3 we finish the proof of Theorem 1.1. Here we avoid the use of height bounds, hence the whole proof is very elementary.

The special properties of our result are twofold: Firstly, and maybe not so interestingly (or surprisingly), we completely solve an explicit family of degree four whereas before (except for the result with arbitrary degrees from [14]) only families of degree three have been considered. Secondly, and more importantly, we use a completely different method by avoiding the use of heights and instead using the special structure of our equation to carry out the proof. This is in striking contrast to the previous results which all depended on the height (fundamental) inequality found by Mason (cf. [8, [9]).

A remark about the notation: throughout the paper, if $A$ is a ring, then $A^{2}$ denotes the set $\left\{a^{2} ; a \in A\right\}$. Moreover, in the whole paper one can take $\xi=1$, which - to simplify the presentation - we shall assume from this point on.

## 2. Determining the unit group

It is clear that the elements of $\mathcal{S}$ are solutions of the equation $F(X, Y)=1$. Observe that $F(-X,-Y)=F(X, Y)$ and $F(-Y, X)=F(X, Y)$. Now let $x, y \in$ $\mathbb{C}[T]$ such that $F(x, y)=1$. First suppose that $x$ or $y$ is in $\mathbb{C}$. If $y=0$, then $x^{4}=1$, so $(x, y) \in \mathcal{S}$. If $y \in \mathbb{C}^{\times}$, then $x(x-y)(x+y)(x-\lambda y)=1-y^{4} \in$ $\mathbb{C}$. The left hand side is either zero or it has positive degree. Thus $y^{4}=1$ and $x \in\{0, \pm y, \lambda y\}$, so $(x, y) \in \mathcal{S}$. Suppose that $y \notin \mathbb{C}$ and $x \in \mathbb{C}$. Then $y(y-x)(y+x)(y+\lambda x)=1-x^{4} \in \mathbb{C}$, and $\operatorname{deg}(y)>0$, so $x^{4}=1$ and $y=-\lambda x$, hence $(x, y) \in \mathcal{S}$. So if $x$ or $y$ is in $\mathbb{C}$, then $(x, y) \in \mathcal{S}$. We will show that if $x, y \in \mathbb{C}[T]$ and $f(x, y) \in \mathbb{C}^{\times}$, then $x$ or $y$ is in $\mathbb{C}$, thus proving the theorem.

Let $R=\mathbb{C}[T], K=\mathbb{C}(T), \mathcal{O}=R[u]$ and $L=K(u)$, where $u=(\lambda+$ $\left.\sqrt{\lambda^{2}-4}\right) / 2$. Suppose indirectly that $u \in K$. Using that $R$ is integrally closed and $u^{2}-\lambda u+1=0$, we obtain $u \in R$. Then $f=\sqrt{\lambda^{2}-4}=2 u-\lambda \in R$, so $4=\lambda^{2}-f^{2}=(\lambda+f)(\lambda-f)$. Hence $\lambda \pm f \in \mathbb{C}$ and therefore $\lambda \in \mathbb{C}$, which is a contradiction. So $L=K(u)=K\left(\sqrt{\lambda^{2}-4}\right)$ is a degree 2 extension of $K$. Using the equation $u^{2}-\lambda u+1=0$ we obtain that $\mathcal{O}=R \oplus R u$, and that $\mathcal{O}$ is
integral over $R$. The ring $R$ is integrally closed, so $\mathcal{O} \cap K=R$ and $\mathcal{O}^{\times} \cap K=$ $R^{\times}=\mathbb{C}^{\times}$. We have $u \in \mathcal{O}^{\times}$, because $u^{-1}=\left(\lambda-\sqrt{\lambda^{2}-4}\right) / 2=\lambda-u \in \mathcal{O}$. The field extension $L / K$ is a Galois extension of degree 2 , with Galois group $\operatorname{Gal}(L / K)=\{1, \sigma\}$, where $\sigma\left(\sqrt{\lambda^{2}-4}\right)=-\sqrt{\lambda^{2}-4}$ and $\sigma(u)=u^{-1}$. Thus $\left.\sigma\right|_{\mathcal{O}}$ is an automorphism of the ring $\mathcal{O}$, hence $\left.\sigma\right|_{\mathcal{O} \times}$ is an automorphism of the group $\mathcal{O}^{\times}$.

In $\mathcal{O}[X, Y]$ we have the decomposition

$$
F(X, Y)=\left(X^{2}-u X Y-Y^{2}\right)\left(X^{2}-u^{-1} X Y-Y^{2}\right)
$$

Now $x, y \in R$ and $F(x, y) \in \mathbb{C}^{\times}=R^{\times}$, so $x^{2}-y^{2}-x y u \in \mathcal{O}^{\times}$. The following crucial lemma determines the unit group $\mathcal{O}^{\times}$.

Lemma 2.1. $\mathcal{O}^{\times}=\left\{c u^{n} ; c \in \mathbb{C}^{\times}, n \in \mathbb{Z}\right\}$.
Proof. Let $U=\left\{c u^{n} ; c \in \mathbb{C}^{\times}, n \in \mathbb{Z}\right\}$. Clearly $U \subseteq \mathcal{O}^{\times}$. Suppose indirectly that there is a $\theta \in \mathcal{O}^{\times} \backslash U$. We can write $\theta=a+b u$ for some $a, b \in R$. If $a=0$, then $\theta=b u \in \mathcal{O}^{\times}$, hence $b \in \mathcal{O}^{\times} \cap R=R^{\times}=\mathbb{C}^{\times}$, so $\theta \in U$, contradiction. Therefore $a \neq 0$. If $b=0$, then $\theta=a \in \mathcal{O}^{\times} \cap R=R^{\times}=\mathbb{C}^{\times} \subseteq U$, contradiction. So $b \neq 0$. Then $\operatorname{deg}(a), \operatorname{deg}(b) \in \mathbb{Z}_{\geq 0}$. We can choose a $\theta \in \mathcal{O}^{\times} \backslash U$ such that $\operatorname{deg}(b)$ is minimal. Note that $\theta \in \overline{\mathcal{O}}^{\times}$, so $\sigma(\theta)=a+b u^{-1}=a+b(\lambda-u)=$ $(a+b \lambda)-b u \in \mathcal{O}^{\times}$, hence

$$
\theta \sigma(\theta)=(a+b u)\left(a+b u^{-1}\right)=a^{2}+\lambda a b+b^{2} \in \mathcal{O}^{\times} \cap K=\mathbb{C}^{\times}
$$

Using

$$
(a+b u) u^{-1}=b+a(\lambda-u)=(b+\lambda a)-a u \in \mathcal{O}^{\times} \backslash U
$$

and

$$
(a+b u) u=a u+b(\lambda u-1)=-b+(a+\lambda b) u \in \mathcal{O}^{\times} \backslash U
$$

we obtain $\operatorname{deg}(a) \geq \operatorname{deg}(b)$ and $\operatorname{deg}(a+\lambda b) \geq \operatorname{deg}(b)$. If $\operatorname{deg}(a)>\operatorname{deg}(b)$ or $\operatorname{deg}(a+\lambda b)>\operatorname{deg}(b)$, then $\operatorname{deg}(a(a+\lambda b))>\operatorname{deg}\left(b^{2}\right) \geq 0$, so

$$
0=\operatorname{deg}\left(a^{2}+\lambda a b+b^{2}\right)=\operatorname{deg}\left(a(a+\lambda b)+b^{2}\right)=\operatorname{deg}(a(a+\lambda b))>0
$$

contradiction. Thus $\operatorname{deg}(a)=\operatorname{deg}(b)=\operatorname{deg}(a+\lambda b)$. Then $\operatorname{deg}\left(a^{2}+a b \lambda+b^{2}\right)=$ $2 \operatorname{deg} a+\operatorname{deg} \lambda>0$, so the term $a^{2}+a b \lambda+b^{2}$ cannot belong to $\mathbb{C}^{*}$. So indeed $\mathcal{O}^{\times}=U$.

Remark 1. Observe that the ring $\mathcal{O}$ corresponds to the ring of regular functions on the hyperelliptic curve $S^{2}=\lambda(T)^{2}-4$ (at least if $\operatorname{deg}(\lambda)>2$ since, usually, only under this assumption is the curve called hyperelliptic), which has two places at infinity; the divisor of $u$ is supported at these places. The original equation is reduced to the equation $x^{2}-u x y-y^{2}=c u^{m}$, where $u \in \mathcal{O}$ is an explicitly given rational function on the hyperelliptic curve (namely $u=$ $(\lambda(T)+S) / 2)$, to be solved in $x, y \in \mathbb{C}[T]$.

Remark 2. We could further decompose $F(X, Y)$ as

$$
F(X, Y)=\left(X-\alpha_{1} Y\right)\left(X-\alpha_{2} Y\right)\left(X-\alpha_{3} Y\right)\left(X-\alpha_{4} Y\right)
$$

where $\alpha_{1}, \ldots, \alpha_{4}$ are elements of a fixed algebraic closure $\bar{K}$ of $K$. So if $F(x, y) \in$ $\mathbb{C}^{\times}$for some $x, y \in R$, then $x-\alpha_{1} y \in R\left[\alpha_{1}\right]^{\times}$. Then one would proceed by determining the structure of the unit group $R\left[\alpha_{1}\right]^{\times}$. However this is probably more difficult to calculate than $\mathcal{O}^{\times}=R[u]^{\times}$, because $K(u) / K$ is a degree 2 Galois extension, while $K\left(\alpha_{1}\right) / K$ is a degree 4 non-Galois extension.

## 3. Finishing the proof of Theorem 1.1

Using Lemma 2.1 we get that $x^{2}-y^{2}-x y u=c u^{m}$ for some $c \in \mathbb{C}^{\times}$and $m \in \mathbb{Z}$. After multiplying $x, y$ by a nonzero scalar, we may assume that $c=1$. Following Mason's approach, one could try to get an upper bound for $|m|$ using height bounds. Then one could check the finitely many remaining cases one by one. Here instead we only do the second step, but for a general $m$, which allows us to omit the height bounds.

For every $n \in \mathbb{Z}$ there are unique $A_{n}, B_{n} \in R$ such that $u^{n}=A_{n}+B_{n} u$. Then $x^{2}-y^{2}=A_{m}$ and $x y=-B_{m}$. So $x^{2} y^{2}=B_{m}^{2}$ and $\left(x^{2}+y^{2}\right)^{2}=\left(x^{2}-y^{2}\right)^{2}+4 x^{2} y^{2}=A_{m}^{2}+4 B_{m}^{2}=\left(A_{m}+2 i B_{m}\right)\left(A_{m}-2 i B_{m}\right) \in R^{2}$. If $n \in \mathbb{Z}$, then $u^{n+1}=\left(A_{n}+B_{n} u\right) u=A_{n} u+B_{n}(\lambda u-1)=-B_{n}+\left(A_{n}+\lambda B_{n}\right) u$, so $A_{n+1}=-B_{n}$ and $B_{n+1}=A_{n}+\lambda B_{n}$. In matrix notation $A_{n}$ and $B_{n}$ satisfy therefore the following recurrence relation:

$$
\binom{A_{n+1}}{B_{n+1}}=\left(\begin{array}{cc}
0 & -1 \\
1 & \lambda
\end{array}\right)\binom{A_{n}}{B_{n}}
$$

The characteristic roots are precisely given by $u, u^{-1}$. Now clearly, $A_{n}$ and $B_{n}$ are polynomials in $\lambda$. We introduce the sequences $\left(U_{n}\right)_{n \in \mathbb{Z}}$ and $\left(V_{n}\right)_{n \in \mathbb{Z}}$ in $\mathbb{Z}[X]$, defined by the following recursion: $U_{0}=1, V_{0}=0$, and $U_{n+1}=-V_{n}$ and $V_{n+1}=U_{n}+X V_{n}$ for every $n \in \mathbb{Z}$. Furthermore, let $G_{n}=U_{n}+2 i V_{n} \in \mathbb{C}[X]$ and $\bar{G}_{n}=U_{n}-2 i V_{n} \in \mathbb{C}[X]$ for every $n \in \mathbb{Z}$. Then $A_{n}=U_{n}(\lambda)$ and $B_{n}=V_{n}(\lambda)$ for every $n \in \mathbb{Z}$, hence $\left(U_{m}^{2}+4 V_{m}^{2}\right)(\lambda)=\left(G_{m} \bar{G}_{m}\right)(\lambda) \in R^{2}$. The following lemma is very useful in this situation.
Lemma 3.1. Let $f \in \mathbb{C}[X] \backslash\{0\}$ and $\lambda \in \mathbb{C}[T] \backslash \mathbb{C}$. If $\operatorname{deg}(f)$ is even and $f(\lambda) \in \mathbb{C}(T)^{2}$, then $f \in \mathbb{C}[X]^{2}$.
Proof. Note that $\mathbb{C}[T]$ is a unique factorization domain such that $\mathbb{C}[T]^{\times}=\mathbb{C}^{\times} \subseteq$ $\mathbb{C}[T]^{2}$. So $\mathbb{C}[T] \cap \mathbb{C}(T)^{2}=\mathbb{C}[T]^{2}$, and element of $\mathbb{C}[T] \backslash\{0\}$ is in $\mathbb{C}(T)^{2}$ if and only if every prime factor has even multiplicity in it. We can multiply $f$ by a scalar, so we may assume that $f$ is monic. Then we have a factorization $f(X)=\prod_{j=1}^{r}(X-$ $\left.\gamma_{j}\right)^{m_{j}}$, where $\gamma_{1}, \ldots, \gamma_{r}$ are pairwise distinct complex numbers, and $m_{1}, \ldots, m_{r}$ are positive integers such that $\sum_{j=1}^{r} m_{j}=\operatorname{deg}(f)$ is even. Let $s$ be the number
of $j$ 's such that $m_{j}$ is odd. Then $0 \leq s \leq r$ and $s$ is even. Suppose indirectly that $s \neq 0$. Then $s \geq 2$. After reindexing the zeros, we may assume that $m_{1}, \ldots, m_{s}$ are odd and $m_{s+1}, \ldots, m_{r}$ are even. From $f(\lambda)=\prod_{j=1}^{r}\left(\lambda-\gamma_{j}\right)^{m_{j}} \in \mathbb{C}[T]^{2}$ we obtain $\prod_{j=1}^{s}\left(\lambda-\gamma_{j}\right) \in \mathbb{C}[T]^{2}$. If $j \neq j^{\prime}$, then $\lambda-\gamma_{j}$ and $\lambda-\gamma_{j^{\prime}}$ are coprime (because their difference is in $\mathbb{C}^{\times}$). So $\lambda-\gamma_{j} \in \mathbb{C}[T]^{2}$ for every $j \in\{1, \ldots, s\}$. Since $s \geq 2$, we get that $\lambda-\gamma_{1}=h_{1}^{2}$ and $\lambda-\gamma_{2}=h_{2}^{2}$ for some $h_{1}, h_{2} \in \mathbb{C}[T]$. Then $\left(h_{1}-h_{2}\right)\left(h_{1}+h_{2}\right)=h_{1}^{2}-h_{2}^{2}=\gamma_{2}-\gamma_{1} \in \mathbb{C}^{\times}$, so $h_{1} \pm h_{2} \in \mathbb{C}^{\times}$. Hence $h_{1}, h_{2} \in \mathbb{C}$ and therefore $\lambda=\gamma_{1}+h_{1}^{2} \in \mathbb{C}$, contradiction. So $s=0$, hence $f \in \mathbb{C}[X]^{2}$.

One can easily show by induction that $\operatorname{deg}\left(V_{n}\right)=|n|-1$ if $n \neq 0$, so $V_{n} \neq 0$ for $n \neq 0$. Using this and $U_{0}=1 \neq 0$, we get that $G_{n}, \bar{G}_{n} \neq 0$ and $\operatorname{deg}\left(G_{n}\right)=$ $\operatorname{deg}\left(\bar{G}_{n}\right)$ for every $n \in \mathbb{Z}$, hence $U_{n}^{2}+4 V_{n}^{2}=G_{n} \bar{G}_{n} \neq 0$ and $\operatorname{deg}\left(U_{n}^{2}+4 V_{n}^{2}\right)=$ $2 \operatorname{deg}\left(G_{n}\right)$. Then $G_{m} \bar{G}_{m}=U_{m}^{2}+4 V_{m}^{2} \in \mathbb{C}[X]^{2}$ by Lemma 3.1. From the recursion it is clear that $\operatorname{gcd}\left(U_{n}, V_{n}\right)=\operatorname{gcd}\left(U_{n+1}, V_{n+1}\right)$ in $\mathbb{C}[X]$ for every $n \in \mathbb{Z}$, hence $\operatorname{gcd}\left(U_{n}, V_{n}\right)=\operatorname{gcd}\left(U_{0}, V_{0}\right)=1$. Then $\operatorname{gcd}\left(G_{n}, \bar{G}_{n}\right)=1$ too in $\mathbb{C}[X]$, because $U_{n}=\frac{1}{2}\left(G_{n}+\bar{G}_{n}\right)$ and $V_{n}=\frac{1}{4 i}\left(G_{n}-\bar{G}_{n}\right)$. So $G_{m}, \bar{G}_{m} \in \mathbb{C}[X]^{2}$.

The sequences $\left(U_{n}\right)_{n \in \mathbb{Z}},\left(V_{n}\right)_{n \in \mathbb{Z}},\left(G_{n}\right)_{n \in \mathbb{Z}}$ satisfy the following recursions: $U_{n+2}=X U_{n+1}-U_{n}, V_{n+2}=X V_{n+1}-V_{n}, G_{n+2}=X G_{n+1}-G_{n}$. Let

$$
H_{n}(X)=(-i)^{n} G_{n}(i X) \in \mathbb{C}[X]
$$

then $H_{0}=1, H_{1}=2$, and $H_{n+2}=X H_{n+1}+H_{n}$ for every $n \in \mathbb{Z}$. So $H_{n} \in \mathbb{Z}[X]$ for every $n \in \mathbb{Z}$, and $H_{m} \in \mathbb{C}[X]^{2}$.

Here is a table of $U_{n}, V_{n}$ and $H_{n}$ for small values of $n$.

| $n$ | -3 | -2 | -1 | 0 | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $U_{n}$ | $X^{3}-2 X$ | $X^{2}-1$ | $X$ | 1 | 0 | -1 | $-X$ |
| $V_{n}$ | $-X^{2}+1$ | $-X$ | -1 | 0 | 1 | $X$ | $X^{2}-1$ |
| $H_{n}$ | $-X^{3}+2 X^{2}-2 X+2$ | $X^{2}-2 X+1$ | $-X+2$ | 1 | 2 | $2 X+1$ | $2 X^{2}+X+2$ |

One can easily show that $H_{m} \in \mathbb{C}[X]^{2} \cap \mathbb{Z}[X]$ implies that $H_{m}=C h^{2}$ for some $C \in \mathbb{Z} \backslash\{0\}$ and $h \in \mathbb{Z}[X]$. We will show that $m \in\{-2,0,1\}$. Suppose indirectly that $m \notin\{-2,0,1\}$. If $n \geq 2$, then $\operatorname{deg}\left(H_{n}\right)=n-1$, and the coefficient of $X^{n-2}$ in $H_{n}$ is 1. If $n \leq 0$, then $\operatorname{deg}\left(H_{n}\right)=-n$, and the leading coefficient of $H_{n}$ is $(-1)^{n}$. So $H_{n}$ is primitive for every $n \in \mathbb{Z} \backslash\{1\}$. We have assumed that $m \neq 1$, so $H_{m}=C h^{2}$ is primitive, hence $C= \pm 1$. If $m \geq 2$, then the leading coefficient of $H_{m}= \pm h^{2}$ is 2 , which is impossible, since $\sqrt{ \pm 2} \notin \mathbb{Z}$. Since $H_{-1}=-X+2 \notin \mathbb{C}[X]^{2}$, we have $m \neq-1$. So $m \leq-3$. Then $\operatorname{deg}\left(H_{m}\right)=-m$, so $m$ must be even. Then $H_{m}=C h^{2}$ is monic, so $C=1$. One can easily show by induction that $H_{-n}(1)=(-1)^{n+1} F_{n-2}$ for every $n \geq 2$, where $F_{l}$ denotes the $l$ th Fibonacci number. Note that $F_{l}>0$ for $l>0$, and $-m-2>0$, hence $h(1)^{2}=H_{m}(1)=-F_{-m-2}<0$, contradiction. So indeed $m \in\{-2,0,1\}$.

If $m \in\{0,1\}$, then $x y=-V_{m}(\lambda) \in \mathbb{C}$, so $x$ or $y$ is in $\mathbb{C}$. If $m=-2$, then $x^{2}-y^{2}=U_{-2}(\lambda)=\lambda^{2}-1$ and $x y=-V_{-2}(\lambda)=\lambda$. Then $x^{2}-y^{2}=x^{2} y^{2}-1$, so
$\left(x^{2}+1\right)\left(y^{2}-1\right)=0$, hence $x$ or $y$ is in $\mathbb{C}$. So we have proved that if $F(x, y)=0$, then $x$ or $y$ is in $\mathbb{C}$, and therefore $(x, y) \in \mathcal{S}$.
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