Salt-Wedge Response to Variable River Flow and Sea-Level Rise in the Microtidal Rječina River Estuary, Croatia

Nino Krvavica*, Vanja Travaš, and Nevenka Ožanić

Faculty of Civil Engineering
University of Rijeka
Rijeka 51000, Croatia

ABSTRACT
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A finite-volume model for two-layer shallow-water flow is presented and applied to study the dynamic response of a salt wedge in a microtidal estuary to changes in river flow rate and sea-level rise (SLR). First, the shape of the arrested salt wedge was computed for different hydrographic conditions. Next, the response of the salt wedge to highly variable river flow was investigated. Finally, this model was applied to predict the impacts of the SLR on salinity intrusions in the Rječina River Estuary. To assess the model performance and to examine the salinity structure in the estuary, a field-sampling campaign was conducted during 2014 and 2015. Field observations revealed negligible longitudinal density variations in both freshwater and saltwater layers and highly stratified conditions for all considered river flow rates and sea levels. Furthermore, the maximum buoyancy frequency, computed as a measure of vertical stratification, was among the highest ever reported in field investigations. The behavior of the salt-wedge intrusion depends mainly on the river flow rate, although sea level and channel geometry become more influential under low-flow conditions. Computed salt-wedge shapes and propagation rates agreed well with field observations. The salinity structure in the Rječina River Estuary is not expected to change in the future for tested SLR scenarios, although stronger salt-wedge intrusion is predicted by the numerical model.
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INTRODUCTION

Salt-wedge estuaries usually develop at the mouths of coastal rivers where the ratio of river to tidal flow is high enough to maintain a strong density stratification (Hansen and Rattray Jr., 1966). Under ideal conditions, an upper layer of freshwater would be separated from a lower layer of seawater by a sharp haloline, with the overriding flow pushing the underlying one toward the river mouth until an equilibrium is achieved between the buoyancy pressure gradient, friction forces, and inertial forces (Sargent and Jirka, 1987). For steady-flow conditions, i.e., constant sea levels and river flow rates, a so-called arrested salt wedge would eventually be established where only the upper layer is active; however, steady states rarely occur in the natural environment because of the continuous influence of tidal motions.

A pronounced vertical stratification occurs in many salt-wedge estuaries worldwide (e.g., the Mississippi, Merrimack, Fraser, and Rhone Rivers) and is maintained by high river flow rates, which dampen the extent of vertical mixing caused by tidal motions (Geyer and MacCready, 2014; Ibanez, Pont, and Prat, 1997). Notably, the salt-wedge structure in the Fraser Estuary is observed only during very high river flow rates (MacDonald and Geyer, 2004); however, in microtidal seas (<2 m), which are common in the Mediterranean region, estuaries are highly stratified even for relatively low river flow rates. A typical example of such a microtidal salt-wedge estuary is the Ebro River in Spain (Ibanez, Pont, and Prat, 1997). Unfortunately, very few studies of the physical processes in such environments exist in the literature.

The Rječina River Estuary

The Rječina River is an 18.6 km long karst river located in the northern coastal part of Croatia at 45°20’ N and 14°27’ E, and it originates from a strong karst spring Rječina, situated 325 m above sea level (a.s.l.). In its lower reaches, the river flows through a narrow canyon and then continues through an alluvial plain in the city center of Rijeka, where it finally enters the Adriatic Sea (Figure 1). Water drawn from the Rječina River is mainly used for Rijeka’s water supply system (WSS) and electricity production at the Hydropower Plant Rijeka (Rijeka HPP). The main intake is located at Rječina spring (at 325 m a.s.l.), from which 0.69 m³ s⁻¹ is used for WSS on average every year, except in the summer months, when the spring usually dries out (Rubinić and Sarić, 2005). During these dry months, usually from June to August, the water is drawn from the second intake located at Zvir spring (at 2.85 m a.s.l.), next to the Rječina River channel, at a distance of 1.4 km from the river mouth (Figure 1). The mean annual intake from Zvir spring is 0.21 m³ s⁻¹ (Rubinić and Sarić, 2005).

The water regime in the Rječina River significantly changed after the construction of the Valići dam and reservoir in the middle reaches of the river (Karleuski et al., 2009). Water drawn from the reservoir is used for the electricity production at the Rijeka HPP, located in the city center, near Zvir spring. The
maximum operating capacity of the Rijeka HPP is 21 m$^3$/s$^{-1}$, and the overflowed water is discharged back into the Rječina River channel at 1.3 km from the river mouth (Figure 1).

Observations during the 16-year period (1999–2015) at Tvrnica gauging station, located downstream from the Rijeka HPP outflow at 1.2 km from the mouth (Figure 1), show that the mean annual flow rate ($Q$) in the lower reaches of the Rječina River is 11.1 m$^3$/s$^{-1}$. Figure 2 shows the variations in the minimum, mean, and maximum monthly flow rate throughout the year and the variation of mean annual flow. The base flow at this gauging station largely comprises overflowed waters from Rječina spring and Zvir spring, in about equal parts when the mean annual flow is considered (Rubinić and Sarić, 2005). During the summer months when Rječina Spring usually dries out, however, only Zvir spring provides the base flow, with overflows ranging from a daily minimum $Q < 0.1$ m$^3$/s$^{-1}$, observed in August 2003, to an average 1–2 m$^3$/s$^{-1}$. On the other hand, during the wet period (November to February), overflowed waters from Zvir spring amount up to 20 m$^3$/s$^{-1}$, contributing in part to the total water flow rate at Tvrnica gauging station, where a maximum daily flow rate of 184 m$^3$/s$^{-1}$ was observed in February 2014. Interdaily oscillations also occur in the lower reaches because of the outflows from the Rijeka HPP, depending on their operating patterns.

The Rječina River Estuary is a typical example of a microtidal salt wedge where a variable river flow rate is the main source of its time dependence rather than tides. The estuary is characterized by a relatively short length and a steep bed slope; the maximum-recorded salt intrusion length during 2014–15 was just less than 1 km, the maximum depth near the mouth is 4.2 m, and the average bed slope is 0.4% (Figure 3). In the upper part of the estuary, the channel cross sections are narrow with vertical walls, while the cross sections are wider with mildly sloped sides and a natural bed in the middle and lower part of the estuary (Figure 4). Krvavica et al. (2012) showed that highly stratified conditions are observed in the Rječina River Estuary, even for low river flow rates, and that the salt wedge is expelled from the estuary when $Q > 38.1$ m$^3$/s$^{-1}$. Furthermore, an arrested salt wedge frequently forms in the estuary because of a specific combination of low tidal amplitudes, partially controlled freshwater flow rate, and its relatively short length.

**Adriatic Sea**

The Adriatic Sea is a semi-closed basin connected to the Mediterranean Sea through the Otranto Strait. The tides in the Adriatic Sea are of a mixed type with relatively low amplitudes. The maximum astronomical tidal amplitude recorded between 1953 and 2006 at the Bakar tidal gauging station, which is located only 12 km from the Rijeka city center, was 123 cm; however, mean tidal amplitudes do not exceed 30 cm (Rezo and Pavašović, 2014).

Although the effects that climate change will have in the future are unknown, all recent studies predict that global sea levels, including those of the Mediterranean and Adriatic Seas, will rise. A global sea-level rise (SLR) of 19 cm has been recorded over the period 1901–2010, with long-term projections suggesting that this increase will lie within the range of 26–82
cm by the year 2100 (IPCC, 2014). Tsimpis et al. (2012) used tidal gauge records from the Bakar tidal station in the Adriatic Sea to analyze trends in its sea level and estimated an increase of $3.3 \pm 0.5 \text{ mm y}^{-1}$, indicating that the total SLR by the year 2100 could reach 33 cm. In contrast, Baric, Grbec, and Bogner (2008) examined the potential effects of a global SLR along the Croatian coast based on the assumed values between 20 cm and 86 cm. To model and predict the potential impacts of SLR, numerical models are regularly applied.

**Numerical Study of Salt-Wedge Estuaries**

Three-dimensional numerical models are widely used in the simulation of various dynamic estuarine processes (Mahgoub, Hinkelmann, and La Rocca, 2015; Shaha, Cho, and Kim, 2013; Xiao et al., 2014; Yuan, Zhu, and Wang, 2015), although their computational cost may sometimes be too great for engineering purposes. This is especially true for highly stratified estuaries, where a very fine vertical discretization is needed to adequately represent a thin interface. Three-dimensional models are necessary to realistically simulate partially or well-mixed estuaries, where their main physical properties vary in both vertical and horizontal directions. Two-layer models, however, can adequately describe all of the relevant processes operating in salt-wedge estuaries if stratification is strong enough to suppress vertical mixing and if the interfacial layer is much thinner than the upper and lower layers.

Schijf and Schönfeld (1953) and Stommel and Farmer (1952) were among the first to develop the mathematical theory for a two-layer flow in salt-wedge estuaries. Both models were based on shallow-water theory and the assumption that a salt wedge can adequately be represented by two layers of immiscible fluid, separated by a pycnocline of zero thickness. This simplification is justified by the fact that the exchange between the layers in salt wedges is minimal compared to the extent of advective processes within each layer. Early investigators mainly focused on arrested salt wedges and based their research on simple steady-state solvers (Arita and Jirka, 1987a,b; Balloffet and Borah, 1985; Dermissis and Partheniades, 1985; Grubert, 1989). Dazzi and Tomasino (1974) extended this theory and developed a one-dimensional two-layer time-dependent numerical model to study tidal dynamics in the Po River; however, although their model described the main features of the tidal flow, it neglected the convective acceleration terms in the momentum equations. Several two-layer models solving full shallow-water equations (Liu et al., 2015; Ljubenkov, 2015; Sierra et al., 2004) have been successfully applied in salt-wedge estuaries over the last few years. Although these models are valid for gradual changes in tidal and riverine flows, they are not shock capturing and thus cannot correctly describe the internally transcritical flow that may occur under highly dynamic conditions at sills and lateral channel contractions (Armi, 1986; Farmer and Armi, 1986). Recently, several studies presented and examined shock-capturing numerical models for a single-layer shallow-water flow based on a finite-volume method and a Q-scheme (Bermúdez and Vázquez-Cendón, 1994; Vázquez-Cendón, 1999). Castro et al. (2004, 2005, 2007) extended these models and presented a general formulation for a one-dimensional (1D) two-layer exchange flow in channels with irregular geometry, which was successfully applied in a case study of the Strait of Gibraltar. Irregular and variable channel geometry can also be resolved by two-dimensional two-layer shallow-water models (e.g., La Rocca et al., 2012a; La Rocca et al., 2012b). In the case of the
Rječina River Estuary, however, the average channel width is fairly uniform (Figures 1 and 4), and the flow is mainly unidirectional; hence, a simpler 1D model that accounts for the irregular cross sections of the channel can be considered as adequate.

**Aim of This Study**

Field observations and the numerical study of the salt-wedge intrusion in the Rječina River Estuary under different hydrological conditions were considered for several reasons. First, published studies of microtidal salt wedges are scarce, hence there is a clear motivation to better understand relevant physical processes, such as the stratification, salinity structure, and the salt-wedge propagation rate, in these environments. Second, the Rječina River Estuary is a very favorable field site for the validation of the numerical model developed for simulating salt-wedge dynamics. Because of a relatively short length, well-controlled inflow, and nearly negligible tidal oscillations, steady flow conditions are easily achieved, and the movement of the salt wedge is easily observed. Finally, the intrusion of the salt water may have a negative impact on the freshwater resources located in the close vicinity of the estuary, in particular Zvir spring, especially if the climate change predictions of SLR and the reduction of available freshwater are realized.

Therefore, in this study, the salinity structure, intrusion length, and shape of a salt wedge was analyzed under different hydrological conditions to examine its dynamic response to highly variable river flow rates and to better understand the implications of future SLR on the saltwater intrusion in the Rječina River Estuary.

**METHODS**

The following section presents the governing equations for a salt-wedge estuary alongside a corresponding numerical modeling scheme. Details of field observations made in the Rječina River Estuary are also described.

**Governing Equations**

The mathematical model was derived by adapting a general formulation for two-layer exchange flows in channels with irregular geometry (Castro et al., 2004) to include the entrainment and shear stress at the channel bed, walls, and layer interface.

In the hydraulic sense, two-layer flows in salt-wedge estuaries are similar to exchange flows in straits or channels, though with a few notable differences. First, salt wedges are under the influence of many different forcing mechanisms, such as tidal, fluvial, and estuarine (Geyer and Ralston, 2011). Second, the upper layer in a salt-wedge estuary is usually more active than the lower one, which can be motionless or flow in the same or opposite direction. Finally, the shape of a salt wedge is more sensitive to the interfacial shear stress than the exchange flow in sea straits. Although the vertical mixing in salt-wedge estuaries is reduced by a strong stratification, it may nonetheless appear because of locally enhanced shear stress and thus should be considered in numerical models.

By accounting for the shear stress and entrainment as additional source terms in the momentum equations, the final conservative form of the governing system is written as follows:

$$\frac{\partial \mathbf{w}}{\partial t} + \frac{\partial f(\mathbf{w})}{\partial x} = \mathbf{B}(\mathbf{w}) \frac{\partial \mathbf{w}}{\partial x} + \mathbf{v}(\mathbf{w}) + \mathbf{s}(x, \mathbf{w}),$$

where

$$\mathbf{w}(x, t) = \{A_1(x, t)Q_1(x, t)A_2(x, t)Q_2(x, t)\}^T,$$

and $g$ is gravitational acceleration, $A_j$ is the cross-sectional area, $Q_j$ is flow rate, $\sigma_j$ is the channel breadth, and index $j = 1, 2$ refers to the upper and lower layer, respectively. The source term $\mathbf{s}$ accounts for varying geometry ($s_G$), shear stress ($s_F$), and entrainment ($s_E$) as follows:

$$\mathbf{s}(x, \mathbf{w}) = s_G(x, \mathbf{w}) + s_F(x, \mathbf{w}) + s_E(x, \mathbf{w}),$$

and

$$s_G(x, \mathbf{w}) = \begin{cases} 0 \\ gA_1 \left[ \frac{1}{\sigma_1} \frac{\partial}{\partial x} (A_1 + A_2) - \frac{\partial}{\partial x} (b + h_2 + h_1) \right] \\ gA_2 \left[ \frac{1}{\sigma_2} \frac{\partial}{\partial x} (r \frac{\partial A_1}{\partial x} - \frac{\partial}{\partial x} (b + h_2 + rh_1) \right] \end{cases},$$

$$s_F(x, \mathbf{w}) = \begin{cases} \frac{\tau_e}{\rho_1} \sigma_1 \frac{\partial}{\partial x} Q_1 + \frac{\tau_i}{\rho_1} \sigma_1 \\ \frac{\tau_e}{\rho_2} \sigma_2 \frac{\partial}{\partial x} Q_2 - \frac{\tau_i}{\rho_2} \sigma_2 \end{cases},$$

$$s_E(x, \mathbf{w}) = \begin{cases} \sigma_3 \mathbf{w} \\ \sigma_3 \mathbf{w} \end{cases}.$$
where $O_i$ is the wetted perimeter, $u_i$ is water velocity, $b$ is bed elevation, $h_i$ is layer depth, $r$ is the ratio between the upper ($\rho_1$) and lower ($\rho_2$) density, $\tau_w$ is wall shear stress in the upper layer, $\tau_i$ is bed shear stress in the lower layer, $\tau_e$ is shear stress at the interface between the layers, and $u_e$ is entrainment velocity. Here, the entrainment defines only the vertical transport of fluid volume from a more active layer to a less active layer, and the density of each layer remains constant (i.e., $\rho(x, t) = \text{const.}$). This simplification can be justified by the assumption that vertical mixing in highly stratified fluids is mostly confined to the interfacial layer, with it imparting a very weak influence on the density structure of either the upper or lower layer.

**Numerical Scheme**

The numerical techniques presented by Castro et al. (2004, 2005, 2007) were used to solve Equation (1). It is important to note that Equation (1) has nonconservative terms; however, this system can be interpreted as

$$\frac{\partial \mathbf{w}}{\partial t} + \mathbf{A}(\mathbf{x}, \mathbf{w}) \frac{\partial \mathbf{w}}{\partial x} = \mathbf{s}(\mathbf{x}, \mathbf{w}),$$

(10)

where $\mathbf{A}$ is a matrix defined as $\mathbf{A}(\mathbf{x}, \mathbf{w}) = \mathbf{J}(\mathbf{x}, \mathbf{w}) - \mathbf{B}(\mathbf{x}, \mathbf{w})$, with

$$\mathbf{J}(\mathbf{x}, \mathbf{w}) = \begin{pmatrix}
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & -\frac{Q_2^2}{A_1^2} + \frac{g}{\sigma_3} A_1 & \frac{2Q_1^2}{A_1} & 0 \end{pmatrix},$$

(11)

Therefore, as shown by Castro et al. (2004), Roe’s method based on the approximate Riemann state solver, can be applied to solve Equation (1). The numerical scheme is based on a finite-volume method: a generalized Q-scheme of Roe for the flux terms and an upwind scheme for the source terms (Vázquez-Cendón, 1999). The model is explicit in time, shock capturing, and satisfies the extended conservation property for water at rest. The importance of upwinding the source terms, accounting for bed slope, and varying geometry was demonstrated by Bermúdez and Vázquez-Cendón (1994). A similar upwind treatment of friction terms in channels with rectangular cross sections was proposed by Rebollo, Delgado, and Fernández-Nieto (2003). Likewise, Cea et al. (2004) showed that mass terms such as lateral inflows or entrainment (as is relevant herein) should also be upwinded to reduce discretization errors introduced by upwinding the flux terms and to ensure the stability of the numerical scheme. The proposed numerical scheme for solving a two-layer exchange flow was thoroughly validated against approximate stationary analytical solutions of maximal two-layer exchange flows through simplified channels (Castro et al., 2004; Castro, Macias, and Pares, 2001). Furthermore, Castro et al. (2007) assessed the performance of such a model for the exchange flow through realistic geometry of the Strait of Gibraltar.

The spatial domain in the model was initially divided into $M$ control volumes or cells. If cells of equal size are assumed, then their dimensions can be denoted by $\Delta x = x_i-1/2 - x_i+1/2$, although this method is also applicable to irregular meshes. The time step was denoted by $\Delta t$, the number of time steps by $n$, such that the total simulation time was $n\Delta t$. The explicit numerical schemes require that $\Delta x$ and $\Delta t$ satisfy the Courant-Friedrichs-Lewy (CFL) condition to be stable. In this numerical scheme the following condition had to be satisfied:

$$\frac{\Delta t}{\Delta x} \max(|\lambda_{i+1/2}|) \leq \text{CFL},$$

(12)

where $\lambda_{i+1/2}$ are eigenvalues of matrix $A$, $0 < \text{CFL} \leq 1$, $0 \leq i \leq 4$, and $0 \leq x \leq M$.

A common difficulty encountered in this type of model is resolving the tip of the salt wedge, which is a lower-layer wet–dry front. A tolerance parameter $\varepsilon$ was defined to avoid instabilities and negative depths. When the lower layer depth $h_2 < \varepsilon$, the cell was considered to be wetted only by the upper layer, the lower-layer velocity was set to zero ($u_2 = 0$); however, $h_2$ remained unchanged to preserve the mass-conservation property of the scheme. Furthermore, the source term accounting for bed elevation in the lower layer was redefined near steep bed slopes following the procedure described in Castro et al. (2005).

**Boundary Condition**

In arrested salt-wedge models, it is usually assumed that the flow in the upper layer is critical at the river mouth (Balloffet and Borah, 1985; Schijf and Schönfeld, 1953). In time-dependent models, however, both layers are active, and the critical flow should be described by a composite Froude number $G$ (Pawlak and Armi, 1997):

$$G^2 \geq F_1^2 + F_2^2 = 1,$$

(13)

and

$$F_1 = \frac{Q_1^2 \sigma_1}{g(1 - r)A_1^2 \sigma_2}, \quad F_2 = \frac{Q_2^2 \sigma_2}{g(1 - r)A_2^2},$$

(14)

where $F_1$ and $F_2$ are internal Froude numbers for the upper and lower layer, respectively, when irregular cross sections are considered. It can be problematic to determine the exact position of the mouth in salt-wedge estuaries because of the irregular channel geometry; however, Farmer and Armi (1986) showed that two-layer flows may involve an internally critical flow (a hydraulic control point) located where strong lateral contractions are present, which are more easily identified. Krvavica et al. (2012) examined the hydraulic conditions in the Rječina River Estuary and found that a hydraulic control point is located at the bridge nearest to the mouth (Figure 1: point P1), which was thus used herein as a downstream boundary.

**Shear Stress and Entrainment**

The bed, wall, and interfacial shear stresses in Equation (8) were defined by a quadratic law and friction factors:

$$\tau_b = -\rho_2 u_2 |u_2|,$$

(15)

$$\tau_w = -\rho_1 \dot{u}_1 |u_1|,$$

(16)
\( \tau_i = -\frac{\rho_1 + \rho_2}{2} \lambda_i (u_1 - u_2) |u_1 - u_2| \). \quad (17)

The bed and wall-friction factor \( \lambda_i \) is equal to one-eighth of the Darcy–Weisbach factor \( \bar{f} \), was calculated using a modified explicit Colebrook–White formula for open channels (Yen, 2002):

\[
\lambda_i = \frac{1}{32} \left[ -\log \left( \frac{k_i}{12R_e} + 1.95 \frac{\nu}{R_e^{0.5}} \right) \right]^2,
\]

(18)

where \( k_i \) is bed roughness height, \( R = A/Q \) is hydraulic radius, \( R_e = (u_i R_i)/\nu \) is the Reynolds number, and \( \nu \) is kinematic viscosity. The interfacial friction factor \( \lambda_i \) was calculated using an empirical formula derived from observations at the Rječina River Estuary by Krvavica, Travaš, and Ožanić (2016):

\[
\lambda_i = (8.9 \times 10^9 Re Ri^3)^{-2},
\]

(19)

where \( Ri \equiv g (\rho_1 h_1)/(\Delta \rho \Delta u^2) \) is the bulk Richardson number.

The entrainment velocity \( \dot{u} \) is defined by the entrainment rate \( E = \dot{u}/(u_1 - u_2) \), which was computed using the formula based on field observations by Pedersen (1980) in several estuaries and fjords:

\[
E = 1.5 \times 10^{-3} Ri^{-2}.
\]

(20)

### Field Observations

Field observations in the Rječina River Estuary were performed during the period from February to September 2014 and from April to August 2015. Thirty sampling campaigns covered various hydrographic conditions, with sea levels ranging from \(-0.5 \) to \(+0.75 \) m a.s.l. and river flow rates \( Q \) in the range from \(1.3 \) to \(29.8\) m\(^3\) s\(^{-1}\). For this range of flow rates, the salt wedge was always present in the estuary \((Q < 38.1\) m\(^3\) s\(^{-1}\))

Eleven sampling points were selected along the estuary (Figure 3), with most of them located at bridges traversing it. Vertical profiles of salinity \( S \) and temperature \( T \) were measured by a Schlumberger conductivity-temperature-depth diver. Density profiles were computed from the measured \( S-T \) data based on empirical equations (Fofonoff and Millard, 1983). River flow rate \( Q \) was either computed from a rating curve or measured directly by a Teledyne StreamPro acoustic Doppler current profiler (ADCP) positioned upstream from the salt wedge. Only observations made under steady-state conditions were considered (i.e., an arrested salt wedge), which were identified by \( Q \) being constant for several hours before and after the measurements, with minimal influence of wind or waves. The changes in the tidal-driven sea levels during the measurements were under \(3-4\) cm.

An additional sampling campaign, conducted on 1 July 2015, provided more details of the salt-wedge response to changes in the river flow rate caused by variable discharges from the Rijeka HPP. This observation differed from previous ones for several reasons. First, the propagation of the salt wedge (i.e., time-dependent changes in the shape of the salt wedge) was observed in contrast to the stationary, arrested salt-wedge shape; second, the vertical \( S-T \) profiles were measured continuously along the estuary every 10–15 minutes during a period of 12 hours, in contrast to only one measurement along the wedge for the arrested salt wedge; and finally, a Nortek Aquadopp Profiler ADCP was positioned near the river mouth to measure the vertical velocity profiles. River flow rate \( Q \) was measured by a combination of water-gauge data, rating curves, and a Teledyne StreamPro ADCP located upstream from the salt wedge.

Several characteristic salinity and velocity profiles obtained near the river mouth for different flow rates are presented in Figure 5. Velocity profiles obtained under steady-state conditions are characterized by a nearly stagnant lower layer and a characteristic turbulent logarithmic shape in the upper layer; Figures 5A and B show \( S-u \) profiles for \(Q_1 = 9.7\) m\(^3\) s\(^{-1}\) and \(Q_2 = 13.3\) m\(^3\) s\(^{-1}\), respectively. During a decrease in \( Q \), the salt wedge advanced upstream, which resulted in negative velocities in the lower layer, i.e., return flow; Figure 5C shows the \( S-u \) profile for \(Q_1 = 6.5\) m\(^3\) s\(^{-1}\) and \(Q_2 = -1.1\) m\(^3\) s\(^{-1}\). Figure 5D shows the velocity profile of a salt wedge receding toward the river mouth during an increase in \( Q \), as characterized by positive velocities in the lower layer \((Q_1 = 12.0\) m\(^3\) s\(^{-1}\) and \(Q_2 = 2.1\) m\(^3\) s\(^{-1}\)). All salinity profiles show a sharp halocline, suggesting that a very stable and strong vertical stratification was present under all conditions. To quantify the strength of the stratification, a squared buoyancy frequency \((N^2)\), or Brunt–Väisälä frequency, was computed at each sampling point using the following equation:

\[
N^2 = \frac{g \partial \rho}{\rho_1 \partial h},
\]

(21)

where \( \rho_1 \) is density at depth \( h_1 \). The maximum value of \( N^2 \) at each transect was used as a measure of the stratification strength.

### Model Validation

The model performance was assessed by comparing the numerical results against the field observations. For each arrested salt-wedge case, the model was validated by comparing the computed and observed interface depths along the estuary, whereas for the dynamic salt-wedge case, in addition to the interface depths along the estuary at multiple time steps, the flow rates per unit width in each layer, near the mouth, were also compared against field observations for the entire length of the simulation. Three skill metrics were used to quantify the agreement between the data: the mean absolute error (MAE), the correlation coefficient (CC), and the skill score (SS) (Murphy, 1988):

\[
\text{MAE} = \frac{1}{N} \sum |X_{\text{mod}} - X_{\text{obs}}|,
\]

(22)

\[
\text{CC} = \frac{\sum (X_{\text{mod}} - X_{\text{mod}})(X_{\text{obs}} - X_{\text{obs}})}{\left( \sum (X_{\text{mod}} - X_{\text{mod}})^2 \sum (X_{\text{obs}} - X_{\text{obs}})^2 \right)^{1/2}},
\]

(23)

\[
\text{SS} = 1 - \frac{\sum (X_{\text{mod}} - X_{\text{obs}})^2}{\sum (X_{\text{obs}} - X_{\text{obs}})^2}
\]

(24)
where \( N \) is the number of data points, \( X_{\text{mod}} \) is modeled data, \( X_{\text{obs}} \) is observed data, and the overbar represents a mean value. A perfect correlation is indicated by MAE = 0, CC = 1, and SS = 1, whereas large values of MAE, CC = 0, and SS = 0 indicate no correlation.

**RESULTS**

The results obtained from both numerical simulations and field observations are presented in this section. The intrusion length and salinity structure of the salt wedge under steady state and highly variable riverine conditions were examined. In both cases, the performance of the numerical model was analyzed by comparing the solutions to the field observations. Finally, the impact of SLR on salt-wedge intrusion in the Rjeˇcina River Estuary was assessed.

**Intrusion Length and Salinity Structure of the Arrested Salt Wedge**

The numerical model was applied to compute the interface depths along the Rjeˇcina River Estuary under steady flow conditions. The model domain was discretized by \( M = 108 \) cells, with the spatial step \( \Delta x = 10 \) m and temporal step \( \Delta t = 0.5 \) s, to satisfy the CFL condition. Density ratios were set on a case-by-case basis according to the measured upper and lower layer densities and ranged from 0.972 to 0.976. The upstream and downstream boundary conditions were defined by a constant river flow and by a hydraulic control condition and constant total depth at the mouth, respectively. Five outcomes are presented here, which are representative of a total of 30 simulations performed.

The computed and observed shapes of the arrested salt wedge are shown in Figure 6. In general, for a higher freshwater flow rate, the arrested salt-wedge length was shorter, and the interface was deeper in the channel. The intrusion length was also influenced by sea level; for example, a longer salt-wedge length was observed for \( Q = 6.5 \) m\(^3\) s\(^{-1}\) in comparison to \( Q = 4.2 \) m\(^3\) s\(^{-1}\), attributable to a higher sea level in the former (Figure 6). The variable slope of the interface was mainly the result of the irregular channel geometry in the estuary. The length of the arrested salt wedge and the slope of the interface were also seen to be sensitive to the interfacial friction factor \( k_f \), which needed to be chosen carefully to obtain satisfactory agreement with field observations; thus, the empirical Equation (19), which was obtained by fitting the numerical solutions against field observations, was used herein. Comparing the numerical solutions with field observations assessed the model performance: Overall, all skill metrics indicated a strong agreement between the modeled and observed interface shapes, with an MAE of 0.12 m, a CC of 0.94, and a SS of 0.87 (Table 1).

The observed mean densities in both layers and maximum squared buoyancy frequencies (\( N^2 \)) are also presented in Figure 6. Longitudinal variations in densities were negligible in all considered cases, with typical observed values of \( \rho_1 = 1001 \pm 3 \) kg m\(^{-3}\) in the upper layer and \( \rho_2 = 1026 \pm 2 \) kg m\(^{-3}\) in the lower layer. \( N^2 \) varies slightly along the wedge, probably because of local irregularities in the channel geometry, rather than any along-wedge stratification variability. A very high average value of \( N^2 \approx 1.0 \) indicates that a highly stratified structure is preserved under constant river flow rate, regardless of sea level or tidal dynamics.

**Response of the Salt Wedge to Changes in the River Flow Rate**

The response of a salt wedge in the Rjeˇcina River Estuary to changes in the river flow rate was examined both numerically and through field observations. Krvavica et al. (2012) showed that the flow rate in the lower reaches of the Rjeˇcina River during summer months is highly sensitive to discharges from the Rijeka HPP. On 1 July 2015, the Rijeka HPP started and stopped on two occasions in an 8-hour period (from 0700 to 1500), which caused highly dynamic conditions to form in the estuary, and the river flow rate ranged from 4.2 m\(^3\) s\(^{-1}\) to 13.9 m\(^3\) s\(^{-1}\).

For numerical modeling of this scenario, a denser mesh was chosen to accurately address highly dynamical conditions; the domain setup comprised \( M = 216 \), \( \Delta x = 5 \) m, and \( \Delta t = 0.25 \) s to satisfy the CFL condition. The density ratio \( r = \rho_1/\rho_2 \) was set to 0.975, corresponding to the observed freshwater (\( \rho_1 = 1000 \) kg m\(^{-3}\)) and saltwater (\( \rho_2 = 1026 \) kg m\(^{-3}\)) densities. The upstream and downstream boundary conditions were forced by the observed river hydrograph (Figure 7A) and by the hydraulic control condition (Equation [13]) and a total depth corresponding to the observed sea levels (Figure 7B), respectively. The numerical simulation started at 0720 and lasted until 1540 (500 min) to capture all the changes in the salt-wedge shape (at...
1540 the conditions in the estuary became stationary and the arrested salt wedge was formed.

The computed and observed interface depths along the estuary are presented in Figure 8. Both numerical solutions and field observations showed that the salt wedge responded almost instantly to changes in the river flow rate by moving along the estuary in either an upstream or downstream direction. When \( Q \) increased, the salt wedge receded downstream toward the mouth, and vice versa.

The computed and observed flow rates per unit width \( (q_i) \) in each layer were also analyzed (Figure 9). Near the river mouth, \( q_1 \) varied proportionally to \( Q \); however, \( q_2 \) seemed to respond more to the movement of the salt wedge than to the freshwater flow rate. When \( Q \) increased, \( q_2 \) indicated a flow in the downstream direction. Similarly, when \( Q \) decreased, \( q_2 \) indicated a flow in the upstream direction. In both cases, after an equilibrium condition was reached (i.e. an arrested salt wedge was established), \( q_2 \) returned to near-zero values.

All skill metrics indicated a strong agreement between the modeled and observed data. For \( h_1 \), the MAE was 0.12 m, the CC was 0.9, and the SS was 0.8 (Table 1). For \( q_1 \), the MAE was 0.018 m\(^2\) s\(^{-1}\), the CC was 0.99, and the SS was 0.97; for \( q_2 \), the MAE was 0.014 m\(^2\) s\(^{-1}\), the CC was 0.95, and the SS was 0.89 (Table 1).

To assess the salinity structure of the salt wedge under the influence of a variable \( Q \), both the observed densities in the...
upper and lower layers and the maximal observed squared buoyancy frequencies were averaged along the estuary at each time step. All three parameters are shown in Figure 10. The longitudinal salinity structure was similar, as in the case of an arrested salt wedge, and the overall layer densities remained nearly constant during the simulation. Furthermore, the buoyancy frequency indicated that a strong stratification was persistent during the simulation, with maximum values ranging from 0.4 to 1.0 s$^{-2}$.

**Impact of SLR on Saltwater Intrusion in the Rjećina River Estuary**

The impact of SLR on saltwater intrusion in the Rjećina River Estuary was examined by considering different tidal levels, SLR scenarios, and low-flow rates. Long-term mean sea level (MSL) at the Bakar tidal gauging station is $+0.11$ m a.s.l., and mean higher high water (MHHW) is $+0.72$ m a.s.l. (Rezo and Pavasović, 2014). Different studies of SLR (Baric, Grbec, and Bogner, 2008; IPCC, 2014; Tsimplis et al., 2012)
suggest different rates of change over a range of spatial and temporal scales, although for this study two projected global SLR values for the year 2100 were assumed: a realistic +0.11 m a.s.l. and an extreme +0.72 m a.s.l.). Therefore, salt-wedge intrusion was examined for six seawater-level (SWL) scenarios: (1) present MSL (+0.11 m a.s.l.), (2) present MHHW (+0.72 m a.s.l.), (3) MSL and a realistic SLR (+0.44 m a.s.l.), (4) MHHW and a realistic SLR (+1.05 m a.s.l.), (5) MSL and an extreme SLR (+0.91 m a.s.l.), and (6) MHHW and an extreme SLR (+1.52 m a.s.l.).

When negative impacts of climate change on coastal and estuarine ecosystems are assessed, both the SLR and the freshwater quantity should be considered. In addition to the Rjeˇcina River mean flow rate (Q = 10.9 m³ s⁻¹), three low-flow indices were chosen and combined with the SWL scenarios: (1) a mean monthly average for August (Q = 3.07 m³ s⁻¹), (2) a mean monthly minima for August (Q = 1.46 m³ s⁻¹), and (3) a 95-percentile exceedance flow rate (Q = 0.62 m³ s⁻¹).

Unfortunately, no analysis of the climate change impact on the water availability in the Rjeˇcina catchment is available, and it is outside the scope of this study; however, similar studies investigating the climate change impacts on other karst springs in the northern Adriatic are available in the literature. For example, in nearby Istria County, different climate models were applied to predict changes in the precipitation, temperature, and the water availability at several karst springs for the future period 2021–50 (Karleuša et al., 2016). These assessments indicated that more extremely dry years are expected and that a minimum mean monthly flow, for example, at Gradole spring, is expected to decrease by 5.6%–13.1%, depending on the climate model used. These studies suggest that a similar decrease in minimum flow and longer dry periods may also be expected for Zvir and Rjeˇcina springs.

To predict the impact of SLR on the maximum salt-wedge intrusion, the model domain was defined by M = 140, Ax = 10 m, and Δt = 0.5 s, with r = 0.975 (after typical freshwater and saltwater densities of 1000 kg m⁻³ and 1026 kg m⁻³, respectively). The upstream and downstream boundary conditions were forced by a combination of the six sea-level scenarios and constant river flows, as previously defined. The simulation ended when a steady state was reached (i.e. dQ/ dt = 0).

Computed intrusion lengths (L) are shown in Figure 11. The minimal L = 360 m is predicted for the present MSL (+0.11 m) and the mean flow rate (Q = 10.9 m³ s⁻¹), while the maximum L = 1263 m is predicted for MHHW with an extreme SLR (+1.52 m) and the 95-percentile exceedance flow rate (Q = 0.62 m³ s⁻¹). Both the river flow rate and sea level affect the intrusion length equally for high Q values, although sea level and channel geometry appear to be more influential for low Q values. The maximum intrusion length of the salt wedge was limited to 1300 m because of a channel bed step, located just upstream of the Tvornica gauging station. This step is ~1 m high and acts as a weir during low to medium river flow rates, thus preventing the salt-wedge front from advancing upstream (Figure 3).

In general, the salt-wedge intrusion length follows a power-law relationship with the river flow rate (L ~ Qⁿ). For example, Ralston et al. (2010) found coefficient n = −0.19 for low-flow conditions in the Merrimack River Estuary, and Monismith et al. (2002) obtained n = −0.14 in San Francisco Bay; however, in the Rjeˇcina River Estuary, L depends not only on Q but also on the SWL. Therefore, the following nonlinear equation was obtained (CC = 0.94):

\[ L = 775.9Q^{-0.27} + 403.4SWL \]  

Thus, this simple equation can be used for preliminary assessment of the intrusion length in the Rjeˇcina River Estuary if the river flow rate and the sea level are known.
DISCUSSION

The previous results, when considered together with the specific features of a microtidal salt-wedge estuary, lead to two interesting points that deserved additional discussion: the influence of the river flow rate on stratification and the propagation rate of the salt-wedge front.

Stratification in a Microtidal Salt Wedge

Stratification strength in the Rjeˇcina River Estuary was estimated based on a maximum squared buoyancy frequency, which showed relatively high values for all studied conditions. Geyer, Scully, and Ralston (2008) reported typical values for $N^2$ ranging from 0.0025–0.01 s$^{-2}$ for partially mixed estuaries and up to $N^2 = 0.1$ s$^{-2}$ for salt-wedge estuaries. Peters (1997) found that $N^2$ sometimes approached 0.1 s$^{-2}$ in the Hudson River Estuary, with a similar upper limit also observed in the Columbia River by Kay and Jay (2003). In the Rjeˇcina River Estuary, however, the observed $N^2$ values ranged from 0.27 s$^{-2}$ up to 1.71 s$^{-2}$, which is over one order of magnitude larger than any value reported from other field studies. Furthermore, it seems that in the absence of tides, $Q$ has a negative influence on the stratification. This is expected, however, as turbulence produced at the channel bed or the layer interface may also induce vertical mixing (Stacey, Rippeth, and Nash, 2011). As $Q$ increases, the shear stress exerted on the interface becomes more intense, the interfacial instabilities start to develop, and vertical mixing can begin. In this case, a high $Q$ actually diffuses the interface layer and weakens the stratification. In the Rjeˇcina River Estuary, it was found that $N^2$ subsides with a higher freshwater flow rate until the salt wedge is expelled from the estuary (Figure 12).

The buoyancy frequency in the Rjeˇcina River Estuary varied slightly from 0.34 s$^{-2}$ up to 1.28 s$^{-2}$ under variable river flow rates (Figure 10). During the rising flow, the salt-wedge front receded toward the river mouth, and the interface layer became more diffused, which weakened the stratification. After the salt wedge receded, a force equilibrium was established, and highly stratified conditions were quickly restored. On the other hand, during the falling river flow, the salt-wedge front advanced upstream, but the stratification was unaffected. A similar mechanism was observed in the Columbia River Estuary during different tidal phases by Kay and Jay (2003), who found that during the ebb tides when the salt-wedge front receded, the shear stress at the interface induced the turbulent mixing, which weakened the stratification, but strong longitudinal density gradients quickly restored the salinity structure.

During the flood tides, when the salt-wedge front advanced upstream, the shear stress at the channel bed was the dominant source of turbulence; however, it was limited to the lower layer and had little or no effect on the overall stratification.

The Propagation Rate of the Salt-Wedge Front

Based on the simulation performed for the variable river flow observed on 1 July 2015, the changes in intrusion length are plotted in Figure 13 to allow a more detailed examination of the salt-wedge propagation rates. The length of the salt wedge varied during the simulation between 600 m for the lowest $Q$ (4.3 m$^3$ s$^{-1}$) and 375 m for the highest $Q$ (13.9 m$^3$ s$^{-1}$). Based on this salt-wedge movement along the estuary, the propagation rates of the salt-wedge front were also computed (Figure 13). During the first wave, when $Q$ increased from 4.3 m$^3$ s$^{-1}$ to 9.8 m$^3$ s$^{-1}$, the salt-wedge front receded at a rate of 0.06 m s$^{-1}$. When $Q$ decreased back to 4.2 m$^3$ s$^{-1}$, the salt-wedge front advanced upstream at a rate of 0.1 m s$^{-1}$. Similarly, during the second wave, when $Q$ increased to 13.9 m$^3$ s$^{-1}$, the salt-wedge front receded at a rate of 0.15 m s$^{-1}$, and when $Q$ decreased back to 4.1 m$^3$ s$^{-1}$, the salt-wedge front advanced at a rate of 0.1 m s$^{-1}$.

These data clearly show that the rate at which the salt-wedge front moved toward the mouth was positively correlated with the river flow rate (i.e., the higher the increase in the river flow rate, the higher the propagation rate); however, this was not true for the upstream salt-wedge front propagation rate, which was nearly the same in both cases. A parallel can therefore be made with the propagation rate of a salt-wedge front during ebb and flood tides. Indeed, Geyer and Farmer (1989) showed that the advancement of the salt-wedge front in the Fraser River attributable to flood tides is mainly influenced by the shear stress at the channel bed. They computed that the salt-wedge front advanced at a rate of 0.7 m s$^{-1}$, which is a few times larger than the values in the Rjeˇcina River Estuary. Clearly, though, this comparison can be made only qualitatively because of the different driving forces involved: river flow in the Rjeˇcina River and tides in the Fraser River.

CONCLUSIONS

Field observations and numerical modeling results suggest that the Rjeˇcina River Estuary is a typical example of a microtidal salt-wedge estuary. Tidal dynamics are not strong enough to cause any significant mixing between freshwater and saltwater layers, and a highly stratified water column is
persistent for all considered flow conditions. The numerical results showed good agreement with field observations when computing the shape of the arrested salt wedge. These data showed that the intrusion length depends mainly on the river flow rate, with the MSL and channel geometry imparting second-order controls. Field observations confirmed that densities in both layers showed no significant variations along the wedge, and the observed values of squared buoyancy frequency (close to 1.0) are among the highest ever reported in a field study. Furthermore, it seems that an increase of the river flow may have a negative influence on the stratification; as \( Q \) increases, so does the shear velocity at the interface, vertical mixing is intensified, interface thickness grows and the stratification is weakened.

For highly variable flow conditions, the numerical results showed a very good agreement with field observations of interface depths, movement of the salt-wedge front, and flow rates per unit width in the upper and lower layers. Both datasets confirmed that the salt wedge reacted almost instantaneously to the changes in the river flow rate, whereby the salt-wedge front moved along the estuary until force equilibrium was achieved and an arrested salt wedge formed. The propagation rate of the salt-wedge front was proportional to the river flow rate increase when the salt wedge was receding, although the propagation rate seemed to be independent of the river flow rate when the salt wedge moved upstream. Stratification remained strong even for these highly dynamic conditions, and longitudinal density variations were negligible in both layers. Although showing very high values, the buoyancy frequency varied only slightly depending on the changes in the river flow rate. An increasing flow rate exerted a higher shear stress on the interface, which caused vertical mixing and weakened the stratification, whereas the thickness of the interfacial layer remained unchanged for a decreasing flow rate. A similar behavior has been reported in salt wedges under the influence of flood and ebb tides.

The proposed numerical model was also used to predict the impact of potential future SLR. Several scenarios were considered, which used different combinations of sea-level increase and river flow rate. The model predicted that SLR would cause a noticeable increase in the salt-wedge intrusion length; however, the step in the channel bed, located just upstream from Tvrnica gauging station, would prevent the salt wedge from advancing beyond this point, even in the most unfavorable scenario. Based on these predictions, a simple equation was derived for the preliminary assessment of the salt-wedge intrusion length, which can be applied in any scenario where the river flow rate and SLR are known.
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