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A B S T R A C T

Methanol is the simplest alcohol and possible energy carrier because it is easier to store than hydrogen and
burns cleaner than fossil fuels. It is a colorless liquid, completely miscible with water and organic solvents
and is very hygroscopic. Here, simple two-dimensional models of methanol, based on Mercedes–Benz (MB)
model of water, are examined by Monte Carlo simulations. Methanol particles are modeled as dimers formed
by an apolar Lennard-Jones disk, mimicking the methyl group, and a sphere with two hydrogen bonding
arms for the hydroxyl group. The used models are the one proposed by Hribar-Lee and Dill (Acta Chimica
Slovenica, 53:257, 2006.) with the overlapping disks and a new model with tangentially fused dimers. The
comparison was done between the models, in connection to the MB water, as well as with experimental
results and with new simulations done for 3D models of methanol. Both 2D models show similar trends
in structuring and thermodynamics. The difference is the most pronounced at lower temperatures, where
the smaller model exhibits spontaneous crystallization, while the larger model shows metastable states.
The 2D structural organization represents well the clustering tendency observed in 3D models, as well as in
experiments. The models qualitatively agree with the bulk methanol thermodynamic properties like density
and isothermal compressibility, however, heat capacity at the constant pressure shows trend more similar to
the water behavior. This work on the smallest amphiphilic organic solute provides a simple testing ground
to study the competition between polar and non-polar effects within the molecule and physical properties.

© 2018 Elsevier B.V. All rights reserved.

1. Introduction

The rich variety of structural organization is present in solu-
tions of so-called amphiphilic molecules, which possess polar and
hydrophobic constituents. Such compounds are significant in mate-
rial science, chemistry and biology, and are studied with the aim
of relating the polar and non-polar features to the structural
and physico-chemical properties of the system [1-3]. The most
explored behavior of amphipathic molecules is their mixing with
water, where, in general, associations are formed by minimizing the
hydrophobic contact with polar water. However, structure in pure
amphipathic systems is also non-trivial, as shown in the case of
alcohol clustering [4,5].

Methanol is the simplest example of alcohols. The hydroxyl group
is strongly polarized and can participate in hydrogen bonding with
other methanol or water molecules. The methyl group has small
polarizability and eschews polar environment. Due to its small size,
both effects are noticeable in methanol. Thus, methanol is miscible
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with very polar solvents, such as water or acetic acid, and weakly
polar solvents, such as benzene. Methanol shares similarities with
water. It is a small and simple, hydrogen-bond forming molecule, but
interestingly enough it does not exhibit the famous density anomaly
at normal pressures. The reason probably lies in fact that methanol
can only form chain- and ring-like structures comparing to water
which can form 3D hydrogen bonded structures. Theoretical pre-
dictions of its phase diagram show rich behavior similar to that of
water [6]. A second critical point at very low temperatures is also
predicted similarly as for water [7].

The liquid state of methanol is characterized by the predomi-
nance of chains and rings of various sizes, as it has been pointed out
by experiments [4,5,8,9], as well as by simulation studies [10-12].
For example, simulation results highlighted the discrepancy in the
methanol sites’ organization. The OH-hydrogen bonding sites are
strongly correlated and form chain-like clusters with the preferential
clusters formed by 3–7 O sites, while the methyl sites preserve the
random distribution [10].

Simulations studies made a huge advance in the understand-
ing of other small scale polar and amphipathic systems [13-19]. For
example, Su et al. [20] modeled an amphiphilic solute in a so-called
Jagla solvent with the intention of mimicking the water-methanol
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system, showing that both the dimer and monomer methanol rep-
resentations preformed well in reproducing the thermodynamic
properties. Also, the lattice gas model of amphiphilic molecules in
solutions described in [21], was able to follow structural trends
such as bilayers and clustering, depending on the temperature and
concentration.

As it can be seen, many properties of molecular solutions can be
captured by simple models [22,23]. One class of such simpler mod-
els has been developed by Nezbeda and coworkers [24-27]. One of
the simplest models for water is the so-called Mercedes–Benz (MB)
model [28-33], which was originally proposed by Ben–Naim in 1971
[34,35]. In this 2-dimensional model, each water molecule is repre-
sented as a disk that interacts with other such waters through: (1)
a Lennard–Jones (LJ) interaction and (2) an orientation–dependent
hydrogen bonding interaction through three radial arms arranged as
in the Mercedes–Benz (MB) logo. The advantages of the MB model,
compared to more realistic water models, are: i) the computer sim-
ulations of thermodynamic properties (heat capacity for example)
can be obtained in reasonable amounts of computer time, and ii)
the underlying physical principles can be more readily explored and
visualized in two dimensions. NPT Monte Carlo simulations have
shown that the MB model predicts qualitatively the density anomaly,
the minimum in the isothermal compressibility as a function of
temperature, the large heat capacity, as well as the experimental
trends for the thermodynamic properties of nonpolar solutes’ solva-
tion [29,31,32,36] and cold denaturation of proteins [37]. The model
was also extensively studied with analytical methods like integral
equation and thermodynamic perturbation theory [38-43]. The most
recent development in 2D models is the so-called rose potential [44],
which is structurally similar to MB water and demonstrates the same
water-like anomalous properties. There have been efforts to extend
2D modeling to more complex and biologically important systems,
one such example being the MB model of neutral amino-acid side
chains [45].

In this study we seek to construct the model for the smallest
amphipathic molecule inspired by the MB water. Our primary goal is
to uncover the structural and thermodynamic properties exhibited
by this simplest model, which is the first representative of the larger
class of systems that can be built based on the MB-idea. The model-
ing of alcohols is rather limited, however, a similar model for alcohols
was already developed by Hribar-Lee and Dill [46], but mostly focus-
ing on representing alcohol-water mixtures. The authors showed
that the volumetric properties followed qualitatively the experi-
ments, but the enthalpy of mixing was not represented well by
the 2D model [46]. We included in our analysis both 2D models,
which differ in the distance between the centers of the disks that
represent the polar and hydrophobic sites. The reason why we intro-
duced a new model is its versatility in regards to various theoretical
approaches like integral equation theory and thermodynamic per-
turbation theory. Those theories are more accurate when dimers
are tangentially fused. We will show that both models exhibit sim-
ilar properties, but our model has access to an expanded range of
techniques that could be applied in the investigations.

This paper is organized as follows. In Section 2, the MB model
is presented. Sections 3 and 4 contain descriptions of the computa-
tional methods used. Then, in Section 5, we present our computed
structural and thermodynamic results, comparing the latter trends
with those of experiments on bulk methanol. The last Section 6
discusses the main results and further explorations.

2. Model details

Molecules of a simple model of methanol or a Mercedes Benz
methanol (Fig. 1) are modeled as a dimer consisting of two disks at
a fixed separation l. The first disk, named site 1, is the methyl group

Fig. 1. Illustration of the 2D MB methanol models: H-L/D on the right, our model on
the left.

and interacts with other particles only by Lennard-Jones interaction.
The second disk, named site 2, is the hydroxyl group and is inter-
acting with other sites 1 by LJ interactions and with other sites 2
by LJ and hydrogen bonding (HB) interaction. The potential energy
for the interaction of two dimers U

(
Ri, Rj

)
is defined as the pairwise

sum of Lennard-Jones energies ULJ involving constituent sites and HB
interaction between hydroxyl sites, that is,

U
(
Ri, Rj

)
=

2∑
a,b=1

ULJ
(∣∣ria − rjb

∣∣) + UHB
(
ri2, Xi, rj2, Xj

)
, (1)

where Ri and Rj are position vectors of centers-of-mass and of ori-
entation of dimers i and j, respectively and Xi and Xj orientational
vectors. ri a is the position vector of site a in molecule i. A simi-
lar definition applies to rj b. The Lennard-Jones energy is calculated
using standard form

ULJ(r) = 4eLJ

((
sLJ

r

)12

−
(
sLJ

r

)6
)

. (2)

where eLJ denotes the well–depth of LJ part of potential and sLJ

the contact parameter. LJ parameters for both sites are identical
(eLJ = e1 = e2 and sLJ = s1 = s2). In reality, methyl groups are
bigger, but since disks are fused at contact this has a similar effect
to one group being bigger and therefore overlapping. Each hydroxyl
site has beside a soft LJ core also two arms separated by an angle of
120◦ and forming angle 120◦ with position of the methyl group and
can interact with arms of the hydroxyl group of other molecule. The
hydrogen bonding part of the interaction potential is the sum of all
interactions between both arms of each molecule

UHB
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)
=
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where Ukl
HB describes the interaction between two arms of different

molecules and is defined as
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Expressing the scalar products explicitly gives the following form of
the HB potential
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where k and l stand for the different arms and G(x) is an unnormal-
ized Gaussian function

G(x) = exp

(
− x2

2s2

)
. (6)

Further, eHB = −1 is a hydrogen bond energy parameter and
rHB = 1 is a characteristic hydrogen bond length. uij is the unit
vector along rij and ik is the unit vector representing the kth arm of
the ith particle, where hi is the orientation of ith particle. The ori-
entation of a molecule is defined by the angle of vectors between
the hydroxyl and methyl group. The strongest hydrogen bond occurs
when an arm of one particle is co–linear with the arm of another par-
ticle and the two other arms point in the opposite directions (Fig. 2).
The LJ well–depth eLJ is 0.1 times the HB interaction energy eHB and
the Lennard–Jones contact parameter sLJ is 0.7rHB.

We approached the modeling of MB methanol in a straightfor-
ward fashion. The first idea was to simply borrow MB water, remove
one HBond arm and attach a nonpolar group at the end of the
hydroxyl group, making sure that the two disks don’t overlap. Fur-
ther steps in modifying the model could include changing the overlap
of the two disks or the directionality of the Hbond. If one were to
enforce the overlap between the two groups so that the center of one
disk rests on the rim of the other, we would obtain the Hribar-Lee
and Dill model [46]. We’ve taken their model into consideration and
show its peculiarities alongside our proposed model in Section 5.

We have also varied the directionality of the Hbond for our pro-
posed model. The reduction of directionality was done by enlarging
the width of the Gaussian function for the angle definition, all while
keeping the same energy well-depth. The greater contact area of
the MB arms caused the decrease in the energy and volume of the
system, as well as in the quantities connected to fluctuations. In

the structural sense, the system displayed larger connectivity result-
ing in richer types of clustering, such as longer chains, u-shape
pins and closed polygons with four to six molecules. The system’s
dynamics was also changed, resulting in molecules that could move
faster locally, all while being more strongly associated to super-
molecular entities. Even though this flexible system is more stable,
having lower energy and smaller volume, there is one caveat. The
flexible model failed strongly to represent the twofold bonding of
the methanol hydroxyl group, since in some cases, the flexible MB
molecule had three or four bonds (as seen from the visual inspection,
data not shown).

3. Monte Carlo simulations

Monte Carlo simulations using constant particle number, pres-
sure and temperature were used to access the properties of the
system. At one MC step, a randomly chosen particle was either trans-
lated to new coordinates (x, y) or rotated to a new orientation. One
cycle included moving and rotating all particles, once on average, and
possible modifications of the system volume. The periodic bound-
ary conditions and the minimum image convention were used to
mimic an infinite system of particles. The temperature range was
from 0.11 to 0.4, and the pressure was as the one used for the MB
water, p∗ = 0.19, all in the reduced units. The number of particles
were N = 60, which corresponds to about 500 in 3D [29]. Increas-
ing the number of particles to N = 120, as we tested for a few cases,
had no significant effect on the values of the calculated quantities.

Each temperature point had several starting configurations
selected at random. At the lower temperatures, we observed very
slow kinetics and the possible formation of the glassy state. It is
interesting to notice that the bulk methanol also vitrifies, but in the
supercooled region and at elevated pressures [47,48]. As for the solid
state methanol, the two widely accepted structures are alpha and

Fig. 2. Illustration of the MB interactions panel a) and panel b) two preferential types of Hbonding formed by MB methanol, resulting in ringlike (left) and chainlike clusters (right).
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beta phases at ambient pressure, which are both represented by infi-
nite, linear and anti-parallel H-bonded chains, with the difference in
the OH-bond packing [49,50]. Similar forms of the alternating chains
were also observed in the transient structures during equilibration
of the low-temperature states of MB methanol, where a substantial
amount of particles, or even the whole system in the case of the less
restricted H-L/D model, spontaneously crystallized. Following these
crystallization patterns, we artificially created tentative 2D crystal
initial states for our MD model and tested the region of their stability
by imposing defects in the form of one or two missing particles. The
initial crystal structure had 72 particles, which could span a system
of the approximately same size as the one used for the random initial
configurations.

Several thermodynamic properties, such as internal energy and
volume, were monitored during equilibration, which then lasted
for 30,000 cycles for higher, and up to 50,000 for the lower tem-
peratures. A similar procedure was applied also for the production
runs, which then varied from 106 to 107 cycles depending on tem-
perature. During the equilibration as well as the production, the
acceptance ratio was kept 0.5 by regulating the maximum value of
translational, rotational and volume changes in each step. Thermo-
dynamic quantities were calculated as statistical averages over the
course of the simulations [51]. Based on the formalism of statistical
mechanics [52], we calculated fluctuations, such as: the isothermal
compressibility,

jT = −1/V
(

∂V
∂p

)
T

= 〈(DV)2〉/(〈V〉kBT)

related to fluctuations of volume; constant pressure heat capacity,

Cp =
(

∂H
∂T

)
p

= 〈(DH)2〉/(kBT2) = 〈(DS)2〉/(kB)

related to enthalpy fluctuations; and isobaric expansion coefficient,

ap = 1/V
(

∂V
∂T

)
p

= 〈DVDS〉/(〈V〉kBT)

related to the combination of volume and entropy fluctuations.

Fig. 3. Convergence of compressibility with the increase in block size, for: T∗ = 0.15
(blue stars), T∗ = 0.18 (red dots) and T∗ = 0.22 (green squares). (For interpretation
of the references to color in this figure legend, the reader is referred to the web version
of this article.)

The calculation related to the fluctuations imposed the necessity
of using blocking techniques to estimate the averages and the cor-
responding standard deviations. Moreover, the optimal block size
varied depending on the system dynamics at different phase points.
For each point, the calculations were done using different block sizes,
until the convergence was achieved, as shown in Fig. 3.

The hydrogen bond statistics were calculated using an energy cri-
terion for the MB potential. Since the MB potential is defined by
Gaussian functions (see Section 2), the s parameters of Gaussian
corresponding to both the angular and radial part of the potential
are chosen such that only a small interval of distances around rHB

and a small interval of angles around 0◦(corresponding to the arms
alignment) form significant interactions. Thus, choosing an energy
threshold for the MB potential of two particles uniquely defines the
hydrogen bond.

4. Molecular dynamic simulations

Molecular dynamic simulations were performed using the Gro-
macs 4.5.5. program package [53], in order to access properties of 3D
methanol models. One of the earliest 3D methanol models, the so-
called optimized potential for liquid simulations (OPLS) model was
proposed by Jorgensen [54], followed by the work of van Leeuwen
and Smit on L1 model [55]. Also popular are the H1 model of Haugh-
ney et al. [56,57], the L2 model of Hasse et al. [58,59], the Transferable
potential for phase equilibria (TraPPE) force field developed by the
Siepmann group [60] and the Kirkwood-Buff derived force field
(KBFF) by Smith’s group [61]. In all simulations we used both OPLS-
UA [54] and TraPPe-UA model [60]. Simulation were done in the
NPT ensemble at the atmospheric pressure and at the range of tem-
peratures starting from 173 K to 330 K, which corresponds to the
liquid state of methanol. However, in Vega’s work on the phase dia-
gram of methanol obtained by simulating the OPLS model [6], it’s
noted that the melting point of model methanol is overestimated by
approximately 40 K with respect to the realistic value.

The temperature and pressure were maintained close to the
reference values using the V-rescale thermostat [62] (the time con-
stant 0.2 ps) and the Parinello-Rahman barostat [63,64] (with the
time constant 2 ps). The leap-frog integration scheme was used at
every time-step of 2 fs [65]. The short-range interactions were calcu-
lated within the 1.5 nm cut-off radius and the dispersion correction
was included in the energy calculations, while electrostatics were
handled with the PME method [66].

The initial configurations of 1000 methanol molecules were
obtained with Packmol [67]. All the simulations followed the same
protocol: the initial configuration would undergo energy minimiza-
tion; then the equilibration of 1 ns and production runs of 12 ns (for
the two lowest temperatures) or 4 ns (for all other temperatures).
The thermodynamic properties were calculated by the Gromacs util-
ity g_energy [53], and using our program with the adaptable block
size for the estimation of the thermodynamic fluctuations and cor-
responding errors. The cluster size distributions were calculated for
the hydrogen bonded clusters. The bonded pair is defined by the Still-
inger distance criteria, that corresponds to the first minima of the OO
radial distribution function rcut off = 3.7 nm [68]. Several different
statistical approaches were used, but we show results for the cluster
size probability function:

sn =

∑Nc
k=1 s(k, n)∑Nc

k=1

∑Nmol
j=1 s(k, j)

(7)

where Nc is the number of configurations, Nmol is the number of O
sites, and sn is the probability for the cluster formed of n oxygen
sites and s(k, n) represents the number of clusters of the size n in the
configuration k.
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5. Results and discussion

All our results for MB model of methanol are shown in reduced
units; the excess internal energy and temperature are normalized
to the HB energy parameter eHB

(
A∗ = A

|eHB | , T∗ = kBT
|eHB |

)
and the dis-

tances are scaled to the hydrogen bond characteristic length rHB(
r∗ = r

rHB

)
and the reduced entropy is S∗ = S

kB
. NPT simulations were

done at the same pressure used for simulations of the MB model of
water (p∗ = 0.19).

5.1. Structural properties

Amphiphile systems favor associations, such as clustering in neat
liquids and micro-heterogeneous organization in mixtures of alco-
hols [10,11,15]. Therefore, we visually inspect simulation snapshots
and compare them to known structuring in real methanol. Fig. 4
shows the configurations of our MB methanol model at different
points in the phase diagram. Two cases represent structuring at
low temperatures, which we show in Fig. 4, panel a) and b), for
T∗ = 0.12. The first one corresponds to ordered crystals in the form
of zig-zag chains, analogous to one of the structures observed in real
methanol [69]. The second one exhibits metastable random structur-
ing, with large fluctuations due to the partly crystal-like and partly
liquid-like structuring. We can argue that the restricted geometry
and strong and directional H-bonding, at lower temperatures, highly
reduce dynamics of the system, resulting in such frozen states. We
named this region glassy phase, although the physics behind glass
transitions or supercooled states is quite different.

We tentatively defined the higher temperature states as liquid
states, despite lacking information about the entire phase diagram,
and following what was done for the case of 2D MB model of water.
As representatives of these so-called liquid states we show the con-
figuration at the temperature T∗ = 0.18 (Fig. 4c)), in which Hbond
clustering of closed and open forms is indicated as the specificity
of this phase region. At an even higher temperature, the organiza-
tion comprises of single particles and linear clusters including mostly
three particles. This combination of a gas and liquid phase could be
considered as the fluid regime which is presented in Fig. 4, panel d),
for T∗ = 0.25.

As for the H-L/D model, two representative configurations are
shown in Fig. 5, for temperatures T∗ = 0.135 and T∗ = 0.18,
respectively. Unlike our model, the H-L/D model spontaneously crys-
tallizes at temperatures below T∗ = 0.15, with the resulting struc-
tures being variations of the structure in Fig. 5, panel a). Above that
threshold, the H-L/D methanol can be regarded as being in the liquid
phase, as witnessed in Fig. 5, panel b).

In Fig. 6 we show the change of the average number of Hbonds
per particle, as hydrogen bonding highly influences structure in 2D
systems. At the lower temperatures and crystalline states nearly all
methanol particles fully saturate their 2 available Hbond interaction
arms. A plateau-like feature is also observed for the glassy region but
around 1.8 bonds per particle. As for the liquid states, with the tem-
peratures rise, hydrogen bonding decreases reaching a less than one
bond in the fluid region, with the linear shape of the decreasing func-
tions for the temperatures below T∗ = 0.25, and change of the trend
to a polynomial form above T∗ = 0.25.

Fig. 4. Snapshot of 2D methanol at: a) T∗ = 0.12, started from a crystal initial configuration, b) T∗ = 0.12, started from a random initial configuration, c) T∗ = 0.18, d)
T∗ = 0.25, also from initial random configurations.
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Fig. 5. Snapshot of 2D H-L/D methanol at: a) T∗ = 0.135 representing a crystal configuration, b) T∗ = 0.18 as a liquid state, both started from a random initial configuration.

Fig. 6. Average number of hydrogen bonds per particle. The blue stars(glassy states),
open (crystalline states) and filled (liquid and fluid states) diamonds represent Hbond-
ing in our model, black open (crystalline states) and filled (liquid and fluid states)
squares are results for H-L/D model. (For interpretation of the references to color in
this figure legend, the reader is referred to the web version of this article.)

Since the visual inspection highlighted the predominance of
clusters-type structuring, we expanded our analysis to include the
calculation of cluster size distributions. As shown in our previ-
ous simulations studies [10,11], hydrogen bonded clusters in 3D
methanol have preferential sizes. These preferential particle num-
bers in a cluster of OO sites are defined by the local maximum in
the corresponding cluster size distribution. A similar calculation was
performed for the studied 2D methanols. Fig. 7 confirms the exis-
tence of preferential clusters in the 2D model, however, the local
maximum in the cluster size distribution is clearly visible only in the
glassy region. These maxima around 5 particles represent formation
of open and closed chains as can also be seen from snapshots (Fig. 4).
The corresponding peak is absent in the case of the H-L/D model, as
it doesn’t have a glassy phase. We can conclude that MB models rep-
resent well the hydrogen-bond induced clustering in methanol; the
low-temperature states in the form of zig-zag chains and chain and
ring clusters at the higher temperatures. Also, the structure of 2D
MB methanol is completely different in comparison to 2D MB water
which has the tendency to form hexagonal-like structures, yet no
rings and chains.

More detailed information on the structure is contained in site-
site radial distribution functions (RDFs) in Fig. 8, where right panel
corresponds to our model, while left panel represents H-D/L model.

Fig. 7. Cluster size distributions calculated for 2D (left panel) and 3D methanols (right panel). In order to represent the overall range for both distributions, we used the break in
the x-axis for 3D methanols. The right part of the 3D plot shows probabilities for large size clusters, which are close to the size of the system (1000 molecules). The color code is
contained in the legend box for each panel. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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Fig. 8. Radial distribution functions: our model (right column) and H-L/D model (left column). Top panels contain O-O sites; middle C-C sites and bottom panel C-O sites. The
color code is contained in the legend box for each panel. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Both 2D models reproduce the key signature of hydrogen bonding -
the pronounced first peak in OO RDFs, which increases as the tem-
perature decreases (Fig. 8, top panels). The MB OO correlations have
slight shoulders at distances smaller than Hbond, which is a conse-
quence of the smaller van der Waals radius. This is a characteristic
of MB 2D models [29]. Our model has a more defined Hbond peak
located at r∗ = 1 and is more structured. Namely, the second shell
peak at r∗ = 1.7 in the H-L/D model splits into two peaks in our
model. These peaks at r∗ = 1.4 and r∗ = 1.7 correspond to a hydro-
gen bonded chain and the distance between two Hbonded chains,
respectively. Our model also has a peak positioned at r∗ = 2.2,

which is between third neighbours in a hydrogen bonded chain and
molecule in a nearby HB chain.

This is at variance with MB water, which lacks peaks at r∗ = 1.4
and r∗ = 2.2, while retaining those at r∗ = 1 and r∗ = 1.7, all due
to formation of HBs (as showed in Silverstein et al. [29], Fig. 2).

The hydrophobic sites RDFs (Fig. 8, middle panels) show liquid-
like oscillations for both models. The C sites, on average, get closer
as the temperature increases, demonstrating that the 2D system
is more constrained by the Hbond interaction. Its two pronounced
peaks at r∗ = 0.7 and r∗ = 1.5 correspond to the contact distance
between two methyl groups, and the distance between two methyl
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groups in an Hbonded chain, respectively. The H-L/D 2D methanol,
aside from the analogous two peaks at r∗ = 0.7 and r∗ = 1.5, also
has another peak sandwiched between them. This peak, located at
r∗ = 1.1, corresponds to the distance between two methyl groups
when they are separated by the HB disk of one molecule (e.g. when
their respective methanol molecules are positioned one after the
other in a single line).

The cross correlations (OC), shown in Fig. 8, bottom panels, have
two pronounced peaks for first and second neighbours. Those peaks
correspond to the contact distance between the two cross sites, and
the distance between those two sites in an Hbonded chain. In the
case of our 2D methanol, they are positioned at r∗ = 0.7 and
r∗ = 1.5, while the more compact H-L/D model has the second peak
located at a slightly smaller distance, r∗ = 1.2. The temperature
dependence of the peaks’ positions is the same as for CC RDFs. The
cross sites also get closer with the increase in temperature.

5.2. Thermodynamics

In this section, we examine how the preferential cluster-type
structuring translates into the thermodynamic properties. The simu-
lations protocols are described in Sections 3 and 4, and the following
color code was used. Black squares, both open and closed, represent
the H-L/D model. Our model was depicted in a blue color - filled
diamonds are for data in the liquid and fluid phase; stars for the
glassy region and open diamonds for the crystalline phase started
from the ordered crystal configurations. The red open circle is the
result for the system that started from the crystalline configuration
and in the equilibrium ended at the same point as the system that
started from the random configuration. Therefore we may conjecture
that the melting point lies between temperatures for which the crys-
talline structure is stable and the one which exhibits melting. Based
on the more detailed analysis of the thermodynamics in this section,
we extrapolate the melting temperature for our model to be around
0.145 at pressure 0.19.

The dependence of volume on temperature, shown in Fig. 9 (left
panel), exhibits monotonous, almost linear behavior. As expected,
the H-L/D model has smaller volume due to its more compact
molecule. In the glassy and crystalline regions, the volumes remain
almost constant. The temperature change of the potential energy
(Fig. 9, right panel) is correlated with the number of hydrogen bonds
in the system (see Fig. 6) and shows the same trends between
the models, as well as smaller discrepancies when compared to
the volume matching. Unlike water, methanol does not show any
anomalous behavior in terms of molar volume (Fig. 9, inset). The rea-
son is the fact that MB methanol forms more compact structures due
to only 2 HB arms and this compactness decreases with the increase

Fig. 10. Isothermal compressibility j as functions of temperature, with the MB water
results [29] shown in the inset. The color code is the same as in Fig. 9.

of temperature. This is at variance with MB water which forms open
low density structures, caused by three HB arms. Upon the increase
of temperature, HBs melt and form more compact, denser structures.
However, as the temperature is increased further, this compactness
is diminished.

Even though the volumetric change with temperature appeared
similar for both 2D models, the compressibility shows important
differences, as presented in Fig. 10. Similar tendencies are present
only for the lower temperatures, with the smaller j for H-L/D, and
reduced fluctuations in the glassy or solid region. Both models show
an increase of compressibility with the temperature, however, the
smaller and less restricted H-L/D has a faster change, resulting in the
j for the H-D/L model becoming higher for T∗ = 0.25. It is interest-
ing to notice that both models show a change of inclination around
the same temperature (T∗ = 0.25), which might be connected to
the loss of hydrogen bonds. Namely, for higher temperatures, the
average number of bonds per molecule changes is less than 0.8, as
presented in Fig. 6. In comparison to MB water, the compressibil-
ity behaves similarly, however MB methanols do not display the
pronounced minima present in MB water after melting [29].

The most intriguing behavior is that of the heat capacity at con-
stant pressure (Fig. 11). The highest values for Cp(T) are observed
in the glassy region and the difference between the values in liquid

Fig. 9. On the left panel volumes as functions of temperature, and in the inset temperature dependence of volume for MB water [29] and on the right panel potential energies as
functions of temperature. The color code is the following: blue filled diamonds are for liquid and fluid regime, and open for crystalline region, blue stars show glassy states and
the red open point represents a simulation started from an initial crystal configuration. Black squares show H-L/D model results, filled liquid and fluid, and open crystal states.
(For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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Fig. 11. Heat capacities CP as functions of temperature, with the MB water results [29]
in the inset. The color code is the same as in Fig. 9.

and in solid states is significant, as the 2D heat capacity is increas-
ing with the temperature decrease. The results for both models are
superimposed in the liquid region. This behavior is characteristic
for water and has been successfully reproduced by the MB water
model [29]. The hydrogen bonds work as additional energy storage,
so with the drop in temperature the Hbond network is tightened,
which then contributes to the rise of the heat capacity [29]. This
effect is especially pronounced in 2D MB models, as the Hbonding
primarily defines both the kinetics and energetics of the system at
lower temperatures. Therefore, the key feature that drives enthalpy
fluctuations is the hydrogen bond representation and the influence of
the steric constraint, included by adding one more disk to MB water,
is negligible.

The opposite trends in enthalpy and volume fluctuation are com-
bined in the isobaric expansion coefficient (Fig. 12), which then
reproduces very small variations of a(T) with values being some
average of the other two. The 2D models differ mostly in the higher
temperature region, same as the trends of compressibility (Fig. 10).

Fig. 12. Coefficients of isobaric expansion a as functions of temperature, with the MB
water results [29] shown in the inset. The color code is the same as in Fig. 9.

In regards to MB water, the trend is opposite. The reason for this lies
in the different behavior of volume as a function of temperature.

Finally, we tested whether the MB representation of the Hbond-
ing would be equally satisfying in reproducing the thermodynamic
properties of liquid methanol, as it was in the case of MB water.
Therefore, we used similar simulation conditions such as the pres-
sure and temperature range. The results for the 3D models, as well
as experimental measurements [70-75], are shown in Fig. 13. The
top panels are the volume and isobaric expansion coefficient temper-
ature dependences, and bottom panels are the compressibility and
heat capacity changes with temperature, all for the liquid states of
bulk methanol, where black lines depict the experimental data and
red and green circles simulation data for the OPLS and TraPPe model,
respectively. The 3D models of methanol, as expected, agree well
with the experimental results, with the TraPPe model performing
better, especially in representing volumetric properties. Both mod-
els experience a slowdown of the systems’ dynamics for the two
lowest temperatures, as evidenced in several calculated properties.
This is consistent with the data for OPLS methanol shown in Vega’s
paper [6]. As for the capacity of the 2D models to represent the tem-
perature trends in thermodynamics of bulk methanol, the quantities
connected to the volume fluctuations, such as density and isother-
mal compressibility, qualitatively follow experimental trends. Mean-
while, properties which are enthalpy and entropy dependent, like
heat capacity and isobaric expansion coefficient, are more inclined to
reproduce similar trends as MB water.

6. Conclusion

Here we present two-dimensional models, for which the system
properties are the result of competition between two effects - an
apolar Lennard-Jones disk and a sphere with two hydrogen bonding
arms as in the Mercedes Benz model of water. The former mimics
the methyl group and favors random dense states, while the latter
acts as the hydroxyl group, preferring ordered open states. The main
idea is to uncover how these two opposing effects connect with the
underlying structural and thermodynamic behavior.

We used two models which differ only in the distance between
the disks, our model where two discs touch at the rim, and H-L/D
model [46] where there is an overlap of discs with the distance of the
centers equal to the disks’ radius. The analysis of the properties for
both models is calculated as a function of system temperatures. The
volume dependent properties showed larger disagreement between
the models. The H-D/L model exhibits crystallization at the lower
temperature, while the larger model shows a tendency towards
glassy states. However, both models follow similar trends, moreover
the results for the heat capacity are the same. Similarly, both mod-
els exhibit cluster-like structuring. At low temperatures, the models
adopt a stable crystal structure consisting of long zig-zag chains and
at higher temperatures, they reproduce chain- and ring-like cluster-
ing. This organization is witnessed in every configuration, however,
the signatures of the preferential clusters are only present at lower
temperatures.

Comparing the results to the bulk 3D counterpart was not as
promising as it was in the case of MB water and liquid water. The
properties of water are highly defined by the three-dimensional
hydrogen bonding, and the reduction in 2D keeps the similar sym-
metry and the energetics, preserving water features driven by
the Hbond formation such as the density anomaly and the mini-
mum of heat capacity. However, the amphipathicity of methanol or
anisotropy of its constituents makes 3D to 2D reduction problem-
atic. The hydrogen bonding, which shares an anisotropy in donor and
acceptor bonds and leads to planar patterns, may be suitable for the
2D representation. But, its contribution due to the reduced kinetics
is too strong and 2D systems exhibit some methanol-like and some
water-like properties.
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Fig. 13. Thermodynamic results from experiments (black line) and simulations of 3D methanol models, open red circles for OPLS and green circles for TraPPE model. Top
panels hold temperature dependence of volume on the left, and coefficients of isobaric expansion on the right, while bottom panels are temperature dependence of isothermal
compressibility on the left and heat capacity on the right. Experimental results are V(T) [70-73], a(T) [75], j(T) [75], and CP(T) [74].

With that respect, more appealing directions might lead to con-
necting 2D models with the real methanol in reduced geometry.
Morishige and Kawano [76] argue that in a very small nanotube
methanol shows possible vitrification observed in the diffraction
pattern throughout a range of temperatures. In a recent article on
methanol confined between two graphene sheets, authors Zangi and
Roccatano [77] show the formation of long chain phases at the lower
temperature and the transition to small chains and rings at the high
temperature for a dense methanol system. Comparison of the snap-
shots shows that our systems and confined methanol display very
similar trends in structure depending changes with the temperature.
This is further confirmed by similarities in the radial distributions
functions as well as temperature dependence of the energy and
hydrogen bonding [77].

As for the temperature trends in thermodynamics, the heat capac-
ity under constant pressure shows the most interesting behavior.
In general, the heat capacity in the classical state is related to the
number of degrees of freedom that may store thermal energy. For a
simple system at higher temperatures, the majority of contributions
comes from the kinetic degrees of freedom and in the case of sim-
ple solids from the thermal vibrations [78]. As for liquids or more
complex systems, the theoretical approach is still under develop-
ment [79,80]. In associated systems, the formations of the Hbonds
provide an additional mechanism to store thermal energy. This is
very important for water, where at lower temperatures near the
freezing point, stabilizations of the Hbonds add to a very small but
noticeable rise in the heat capacity [29]. Why isn’t a similar trend
present in methanol? We may suppose that the key is in coupling
kinetic degrees of freedom with the constraint imposed by Hbond-
ing. 3D tetrahedral Hbonding highly influences the translational
motion of each water molecule. At the lower temperature, where

the kinetics is reduced even more by the temperature decrease, the
Hbond contributions to the heat capacity define the change in trends.
Methanol, on the other hand, has a smaller number of bonds and is
just partly restricted by the bonding. Therefore, it shows the stan-
dard decrease of the heat capacity when approaching to the melting
temperature.

In the case of confined methanol, the kinetics is reduced due
to a spatial restriction and the Hbond contributions, as we specu-
late based on the 2D system thermodynamics, may win over the
kinetics. It is also interesting to mention the transition observed in
the measurement of the isochoric heat capacity of bulk methanol
at high temperatures and high pressure [81]. The heat capacity in
this critical region also exhibits an increase with the decrease of
the temperature. A similar discussion may also relate to the super-
critical methanol. Due to the high pressure, the kinetic degrees of
freedom are also restricted, and the Hbond network governs the heat
capacity. This experiment also highlights the issue of exploring the
phase space for 2D models and obtaining a more reliable connection
between 2D and 3D.

Finally, the investigation of confined liquids has gained notice-
able research interest recently [77,82], both for the physics of the
mechanism behind observed structural, dynamical and thermody-
namical changes, as well as potential applications [83,84]. A recent
study of water encapsulated by graphene showed a structural order
with low entropy and order-to-disorder transition at 480–490 K with
the sharp reduction in a number of hydrogen bonds and increase
in the entropy [82]. This study, as the authors state, provides an
ideal platform to explore the thermodynamics of condensed matter
in confined space. Our 2D results also indicate the possible change
in thermodynamic trends for confined methanol, which is yet to be
explored.
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