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Welcome Message

On behalf of the Organizing Committee it is with great pleasure that we extend
a warm welcome to all participants of the Third International Workshop on Data
Science (IWDS 2018) in Zagreb. The workshop is organized by the Research
Unit for Data Science (RUDS), Centre of Research Excellence for Data Science
and Cooperative Systems. Faculty of Electrical Engineering and Computing,
University of Zagreb is the host organization of the IWDS 2018.

Data Science addresses the problem of knowledge extraction from structured
and unstructured data, including very large data sets referred to as Big Data.
Data Science is characterized by diverse applications in many disciplines. Due to
worldwide industry and government need for Data Science expertise, the market
demand for data scientists has soared in recent years. RUDS addresses this press-
ing issue by bringing together nine high-education and research institutions and
the best researchers in Croatia involved in research on foundations and multidis-
ciplinary applications of Data Science to advance the state of the art in theory,
technology, and systems. RUDS mission is to become the regional leader in re-
search and applications of Data Science to improve the quality of life and support
the economic growth in Croatia. To this end, RUDS will build partnerships with
academic, government, and business partners in the areas of expertise covered
by the RUDS research team, such as machine learning, data mining, complex
networks and social networks, bioinformatics, natural language processing, text
mining, business analytics, high-performance computing, signal and image pro-
cessing, and �nancial applications. The �nal bene�ciaries are the scienti�c com-
munity, the industry, and the government. The overall objectives of the RUDS
are: (1) research excellence; (2) strengthening the transfer of technology; (3) pro-
viding the industry and the government with an access to advanced computing
facilities and expertise; and (4) education and training for young researchers in
Data Science disciplines.

The scienti�c program of the workshop consists of a plenary lecture and of oral
and poster presentations. The aim of the Workshop is to foster interaction of
researchers and exchange of new ideas in the diverse area of data science. Fur-
thermore, interaction and networking between researchers and professionals in
industry and government organizations is encouraged. The workshop audience
will include doctoral students, postdoctoral researchers, and professionals work-
ing in academia, industry, and government, who are active in the area of data
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science theory and applications.

We would like to thank all authors for their contributions to the program,
members of the IWDS 2018 Organizing Committee who invested their valuable
time to make this event successful. We are con�dent that the event will truly be
fruitful and memorable for everyone and we look forward to meet you in Zagreb
for IWDS 2018.

Zagreb, October 2018

Sven Lon£ari¢, Ph.D.
General Co-Chair and Director

Centre of Research Excellence for Data Science and Cooperative Systems

Tomislav �muc, Ph.D
General Co-Chair and Deputy Director

Research Unit for Data Science
Centre of Research Excellence for Data Science and Cooperative Systems
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Third International Workshop on Data Science (IWDS 2018) – Technical Program 

Centre of Excellence for Data Science and Cooperative Systems : Research Unit for Data Science 
 

 Tuesday, 16th October, 2018, Grey Hall, FER Conference Center 

08:30 – 09:00 Registration of Participants 

09:00 – 09:05 Opening 
Nikola Mišković, Vice-Dean for Research, Faculty of Electrical Engineering and 
Computing, University of Zagreb, Croatia 

09:05 – 09:10 Introduction 
Sven Lončarić, University of Zagreb, Croatia and 
Tomislav Šmuc, Ruđer Bošković Institute, Croatia 

09:10 – 09:50 Plenary Lecture 
Mining Evolving Social Networks 
João Gama, Laboratory of Artificial Intelligence and Decision Support, and Faculty of 
Economics, University of Porto, Portugal 

09:50 – 10:15 Coffee Break 

10:15 – 12:00 An Overview of Research Activities in Data Science 

 Research Session 1 
Multimedia Data Processing and Data Management 
Co-Chairs: Jan Šnajder, University of Zagreb, Croatia and 
Ivica Kopriva, Ruđer Bošković Institute, Croatia 

 Research Session 2 
Machine Learning and Data Mining 
Co-Chairs: Tomislav Šmuc, Ruđer Bošković Institute, Croatia and 
Bojana Dalbelo-Bašić, University of Zagreb, Croatia 

 Research Session 3 
Heterogeneous Computing and Advanced Cloud Services 
Co-Chairs: Karolj Skala, Ruđer Bošković Institute, Croatia and 
Zlatan Car, University of Rijeka, Croatia 

 Research Session 4 
Multidisciplinary Data Intensive Applications 
Co-Chairs: Vedran Podobnik, Kristian Vlahoviček, University of Zagreb, Croatia and 
Nikola Godinović, University of Split, Croatia 

12:00 – 12:30 Poster Session (Posters will be on display from 9:00.) 

12:30 – 13:30 Lunch Break (FER Gallery) 

  
 

       Tuesday, 16th October, 2018, White Hall, FER Conference Center : Internal meetings 

13:30 – 14:30 Industry Advisory Board meeting 

15:00 – 16:00 Scientific Advisory Board meeting 
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Spline-like Chebyshev Polynomial Representation for Compressed
Sensing

T. Vla²i¢, J. Ivankovi¢, D. Ser²i¢, A. Tafro

Faculty of Electrical Engineering and Computing, University of Zagreb

Signal acquisition and reconstruction is the heart of signal processing and sam-
pling theorems provide the bridge between the continuous and the discrete-time
worlds. The most widely used sampling theorem is often attributed to Shan-
non and gives a su�cient condition, namely bandlimitedness, for exact sampling
and interpolation formula. The sampling rate, at twice the maximum frequency
present in the signal, is called the Nyquist rate. Using the same sampling con-
cept, non-bandlimited signals will be projected onto the bandlimited subspace.
Vetterli et al. (2002) introduced the term �rate of innovation�, which is the de-
grees of freedom of signal per unit of time. Examples of signals with a �nite rate
of innovation (FRI) are nonuniform splines and piecewise polynomials, which
are non-bandlimited parametric signals. One can perfectly reconstruct those sig-
nals using sampling at the rate of innovation and the algorithms that are more
complex than the standard one [1].

Compressive sampling or compressed sensing (CS) [2] is a technique for sig-
nal sampling below the Nyquist rate, based on the assumption that the signal
is sparse in some transform domain (e.g. DCT, DFT, DWT). If a signal has a
sparse representation s in some transform domain Ψ, one can discard the small
coe�cients without much perceptual loss. Therefore, s is the vector of coe�cients
with all but the largest S coe�cients set to zero. In CS, coe�cients are obtained
from optimization operations on measurements y that are linear projections of
the signal, without the acquisition of the whole signal x. Ideally, measurement
matrix Φ is designed to reduce number of measurements as much as possible,
while allowing the recovery of a wide class of signals. While CS, on one hand,
reduces the number of measurements and the sampling rate, on the other hand, it
increases the computational complexity of the signal recovery. CS reconstruction
processes can be observed as linear inverse problems that often occur in numer-
ous image processing tasks. CS acquires a signal in a compressed form that is
appropriate for storage, transmission and further processing.

Signals with �nite rate of innovation can be seen as �sparse� in the time domain.
However, di�erently from the compressed sensing framework, this domain is not
discrete: the innovation time may assume arbitrary real values. Yet, assuming
that these innovations fall on some discrete grid (e.g. uniformly divided interval)
know a priori, one may address FRI interpolation problem as an optimization
problem proposed in CS [3]. It was shown that new paradigm provides the
parameters of the innovation with �overwhelming� probability using even less
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measurements. CS changed an outlook on the non-bandlimited parametric FRI
signal acquisition and reconstruction.

Many classes of signals and images are compressible in bases like DCT, DWT,
etc. Therefore, these bases are often used in the CS paradigm as a transform
domain. Frequently, signals and images have to be analyzed and processed (�lter-
ing, edge detection, interpolation, segmentation, etc.). Digital signal processing
is performed on discrete data sets (samples) which have to be decoded from a
compressed form. Decoded images often consists of blocking artifacts (JPEG)
which present an issue in image processing. The question is: can we acquire sig-
nals and images using the CS theory and conduct signal processing on obtained
coe�cients (parameters) rather than decoded samples? Is it possible to avoid the
blocking artifacts within the CS recovery process?

We propose use of the Chebyshev polynomials on intervals for an e�cient repre-
sentation of one-dimensional continuous signals and images. The DCT is suitable
as a transform domain in the CS theory because of its strong energy compaction
property. Since the Chebyshev polynomial coe�cients are the DCT of the func-
tion values on the nonuniform grid, we can assume that they approximate a wide
class of signals in a similar manner. Since the Chebyshev polynomials are para-
metric signals, the signal processing can be conduct directly on its parameters.
We propose the parametric model that �ts into the CS setup and o�er a new
paradigm for e�cient processing of the analog data on a digital computer.

We propose signals or images to be divided into equal-size intervals or blocks
and piece-wise approximated by the Chebyshev polynomials. If every interval is
approximated independently, it is likely to expect discontinuities on the edges
of the intervals. Splines, which are smooth, well behaved and continuous at
every point of piece-wise de�ned polynomials, are frequently used to represent
continuous-time signals. If P is the highest polynomial degree, the spline ap-
proach asserts that polynomial segments are patched together so that the inter-
polating function and all its derivatives up to order P − 1 are continuous at all
joining intersections. Subsequently, values and P − 1 derivatives are equalized
at the edges of the intervals. This leads to a system of equations that has an
exact solution and consequently does not �t into the CS paradigm. Therefore,
a spline-like interpolation model is proposed. We equalize values of only a few
derivatives of each pair of neighboring approximation functions. It results in a
system of equations that is under-determined providing an overall framework for
�nding sparse solutions by optimization. Consider the fact that the proposed
method still brings a desired level of continuity at the intersections of intervals
or blocks.

Due to simplicity of the Chebyshev polynomials, there exist closed form solu-
tions for its derivatives. The given conditions on the polynomial functions are
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embedded in constraint matrix. The constraint matrix is introduced to the linear
optimization problem when recovering the transform of the input signal. Among
in�nitely many solutions that correspond to the actual measurements, we choose
those representations that fall into the null-space or kernel of constraint matrix.
We propose an acquisition system with channels consisting of demodulation, in-
tegration and uniform sampling. Each channel corresponds to one measurement,
i.e. one row of the measurement matrix. Input signal x(t) is modulated by
uniformly distributed pseudo-random signal r(t). In our example, the pseudo-
random signal is piece-wise constant and uniformly divided into subintervals.
The same pattern of values is periodically repeated for each subsequent interval.
The modulated signal passes through an ideal integrator that serves as a low-pass
�lter in the frequency domain. At the beginning of every interval, the integrator
is reset to zero. Finally, a measurement sequence y is obtained by sampling the
integrator's output at the end of each interval at a sampling rate lower than the
Nyquist rate of the input signal. The system consists of channels that di�er only
in pseudo-random signal r(t). Sampled data y is utilized in the optimization
problem to reconstruct the input signal x(t).

The last step of the CS process is the reconstruction of the input signal from
the sampling sequence through a suitable signal reconstruction algorithm. The
recovery of the input signal from measurements y is an ill-posed problem in gen-
eral; however, the compressibility of the signal makes the recovery feasible. The
recovery of the set of Chebyshev polynomial coe�cients can be achieved through
the L1 optimization problem. The optimization problem for the proposed sys-
tem can be solved with traditional convex programming techniques or iterative
greedy algorithms like Orthogonal Matching Pursuit. The simulated experiments
have proven feasibility of the proposed concept. Analog signals, which were not
band limited, were successfully restored from the reduced set of measurements in
the presence of additive noise. Resulting parametric models of the analog input
can be directly processed on a digital computer, without a need of conversion to
samples. Results show that the proposed paradigm is feasible and has promis-
ing application in measurement, representation and direct processing of analog
signals.
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