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Abstract

A measurement of $WZ$ electroweak (EW) vector boson scattering is presented. The measurement is performed in the leptonic decay modes $WZ \rightarrow \ell \nu \ell' \ell'$, where $\ell, \ell' = e, \mu$. The analysis is based on a data sample of proton-proton collisions at $\sqrt{s} = 13$ TeV at the LHC collected with the CMS detector and corresponding to an integrated luminosity of 35.9 fb$^{-1}$. The $WZ$ plus two jet production cross section is measured in fiducial regions with enhanced contributions from EW production and found to be consistent with standard model predictions. The EW $WZ$ production in association with two jets is measured with an observed (expected) significance of 2.2 (2.5) standard deviations. Constraints on charged Higgs boson production and on anomalous quartic gauge couplings in terms of dimension-eight effective field theory operators are also presented.
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1 Introduction

The discovery of a scalar boson with couplings consistent with those of the standard model (SM) Higgs boson (H) by the ATLAS and CMS Collaborations [1–3] at the CERN LHC provides evidence that the W and Z bosons acquire mass through the Brout-Englert-Higgs mechanism [4–9]. However, current measurements of the Higgs boson couplings [10, 11] do not preclude the existence of scalar isospin doublets, triplets, or higher isospin representations alongside the single isospin doublet field responsible for breaking the electroweak (EW) symmetry in the SM [12, 13]. In addition to their couplings to the Higgs boson, the non-Abelian nature of the EW sector of the SM leads to quartic and triple self-interactions of the massive vector bosons. Physics beyond the SM in the EW sector is expected to include interactions with the vector and Higgs bosons that modify their effective couplings. Characterizing the self-interactions of the vector bosons is thus of great importance.
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Figure 1: Representative Feynman diagrams for WZjj production in the SM and beyond the SM. The EW-induced component of WZ production includes quartic interactions (left) of the vector bosons. This is distinguishable from QCD-induced production (second from left) through kinematic variables. New physics in the EW sector modifying the quartic coupling can be parameterized in terms of dimension-eight effective field theory operators (third from left). Specific models modifying this interaction include those predicting charged Higgs bosons (right).

The total WZ production cross section in proton-proton (pp) collisions has been measured in the leptonic decay modes by the ATLAS and CMS Collaborations at 7, 8, and 13 TeV [14–18], and limits on anomalous triple gauge couplings [19] are presented in Refs. [15, 17, 20]. Constraints on anomalous quartic gauge couplings (aQGC) [21] are presented by the ATLAS Collaboration at 8 TeV in Ref. [15]. At the LHC, quartic WZ interactions are accessible through triple vector boson production or via vector boson scattering (VBS), where vector bosons are radiated from the incoming quarks before interacting, as illustrated in Fig. 1 (left). The VBS processes form a distinct experimental signature characterized by the W and Z bosons with two forward, high-momentum jets, arising from the hadronization of two quarks. They are part of an important subclass of processes contributing to WZ plus two jet (WZjj) production that proceeds via the EW interaction at tree level, $O(\alpha^4)$, referred to as EW-induced WZjj production, or simply EW WZ production. An additional contribution to the WZjj state proceeds via quantum chromodynamics (QCD) radiation of partons from an incoming quark or gluon, shown in Fig. 1 (second from left), leading to tree-level contributions at $O(\alpha^2 \alpha_S^2)$. This class of processes is referred to as QCD-induced WZjj production (or QCD WZ).

The first study of EW WZ production at the LHC was performed by the ATLAS Collaboration at 8 TeV [15]. A measurement at 13 TeV with an observed statistical significance for the EW WZ process greater than 5 standard deviations has recently been reported and submitted for publication by the ATLAS Collaboration [22]. This letter reports searches for EW WZ production in the SM and for new physics modifying the WWZZ coupling in pp collisions at $\sqrt{s} = 13$ TeV. Two fiducial WZjj cross sections are presented, both in phase spaces with enhanced contributions from the EW WZ process. The data sample corresponds to an integrated luminosity of
35.9 fb$^{-1}$ collected with the CMS detector [23] at the CERN LHC in 2016. The analysis selects events with exactly three leptons (electrons or muons), missing transverse momentum $p_T^{\text{miss}}$, and two jets at high pseudorapidity $\eta$ with a large dijet system invariant mass $m_{jj}$, characteristic of VBS processes. The kinematic variables of the two forward and high momentum jets, including $\eta$ separation and $m_{jj}$, are used to identify the EW WZ component of WZjj production. An excess of events with respect to the SM prediction could indicate contributions from additional gauge boson or vector resonances [24], charged scalar or Higgs bosons [25], or it could suggest that the gauge or Higgs bosons are not elementary [26]. We study such deviations in terms of aQGCs in the generalized framework of dimension-eight effective field theory operators, Fig. 1 (third from left), and in terms of charged Higgs bosons, Fig. 1 (right), and we place limits on their production cross sections and operator couplings.

2 The CMS detector

The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diameter, providing a magnetic field of 3.8 T. Within the solenoid volume are silicon pixel and strip tracking detectors, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and scintillator hadron calorimeter (HCAL), each composed of a barrel and two endcap sections. Forward calorimeters extend the $\eta$ coverage provided by the barrel and endcap detectors up to $|\eta| < 5$. Muons are measured in gas-ionization detectors embedded in the steel flux-return yoke outside the solenoid.

Events of interest are selected using a two-level trigger system [27]. The first level of the CMS trigger system, composed of custom hardware processors, uses information from the calorimeters and muon detectors to select events of interest in a fixed time interval of 3.2 $\mu$s. The high-level trigger processor farm further decreases the event rate from around 100 kHz to less than 1 kHz, before data storage [27].

A more detailed description of the CMS detector, together with a definition of the coordinate system used and the relevant kinematic variables, can be found in Ref. [23].

3 Signal and background simulation

Several Monte Carlo (MC) event generators are used to simulate the signal and background processes.

The EW-induced production of WZ boson pairs and two final-state quarks, Fig. 1 (left), where the W and Z bosons decay leptonically, is simulated at leading order (LO) in perturbative QCD using MADGRAPH5_aMC@NLO v2.4.2 [28]. The MC simulation includes all contributions to the three-lepton final state at $O(\alpha^6)$, with the condition that the mass of W boson be within 30 GeV of its on-shell value from Ref. [29]. The resonant W boson is decayed using MADSPIN [30]. Tri-boson processes, where the WZ boson pair is accompanied by a third vector boson that decays into jets, are included in the MC simulation, but account for well below 1% of the event yield for the selections described in Section 5. Contributions with an initial-state b quark are excluded from this MC simulation since they are considered part of the $tZq$ background process. The predictions from MADGRAPH5_aMC@NLO are cross-checked with LO predictions from the event generators VBFNLO 3.0 [31] and SHERPA v2.2.4 [32, 33], and with fixed-order calculations from MOCANLO+RECOLA [34, 35]. Agreement is obtained when using equivalent configurations of input parameters, including couplings, particle masses and widths, and the choice of renormalization ($\mu_R$) and factorization scales ($\mu_F$).
Several MC simulations of the QCD WZ process, Fig. 1 (second from left), are considered. The simulations are inclusive in the number of jets associated with the leptonically decaying W and Z bosons, and therefore comprise the full WZjj state. The primary MC simulation is simulated at LO with MadGraph5_aMC@NLO v2.4.2, with contributions to WZ production with up to three outgoing partons included in the matrix element calculation. The different jet multiplicities are merged using the MLM scheme [36]. A next-to-leading order (NLO) MC simulation from MadGraph5_aMC@NLO v2.3.3 with zero or one outgoing partons at Born level, merged using the FxFx scheme [37], and an inclusive NLO simulation from Powheg 2.0 [38–41] are also utilized. The LO MC simulation with MLM merging, referred to as the MLM-merged simulation, is used as the central prediction for the analysis because of its inclusion of WZ plus three-parton contributions at tree level, which are relevant to WZjj production. The other MC simulations, used to assess the modeling uncertainty in the QCD WZ process, are referred to as the FxFx-merged and the Powheg simulations, respectively. Each MC simulation is normalized to the NLO cross section from Powheg 2.0.

In addition to the EW WZ and QCD WZ processes, which at tree level are $O(\alpha^4)$ and $O(\alpha^2\alpha_s^2)$ respectively, a smaller contribution at $O(\alpha^3\alpha_s)$ contributes to the WZjj state. We refer to this contribution as the interference term. It is evaluated using MC simulations of particle-level events generated with MadGraph5_aMC@NLO v2.6.0. The process is simulated with the dynamic $\mu_R$ and $\mu_F$ set to the maximum outgoing quark $p_T$ per event, and with fixed scales $\mu_R = \mu_F = m_W$, where $m_W$ is the world average value of the W boson mass, taken from Ref. [29].

The associated production of a Z boson and a single top quark, referred to as tZq production, is simulated at NLO in the four-flavor scheme using MadGraph5_aMC@NLO v2.3.3. The MC simulation is normalized using a cross section computed at NLO with MadGraph5_aMC@NLO in the five-flavor scheme, following the procedure of Ref. [42]. The production of Z boson pairs via qg annihilation is generated at NLO in perturbative QCD with Powheg 2.0 while the gg → ZZ process is simulated at LO with MCFM 7.0 [43]. The ZZ simulations are normalized to the cross section calculated at next-to-next-to-leading order for qg → ZZ with MATRIX [44] (K factor 1.1) and at NLO for gg → ZZ [46] (K factor 1.7). The EW production of Z boson pairs and two final-state quarks, where the Z bosons decay leptonically, is simulated at LO using MadGraph5_aMC@NLO v2.3.3. Background from Zγ, t̅bV (t̅tW, t̅tZ), and triboson events VVV (WWZ, WZZ, ZZZ) are generated at NLO with MadGraph5_aMC@NLO v2.3.3, with the vector bosons generated on-shell and decayed via MadSpin.

The simulation of the aQGC processes is performed at LO using MadGraph5_aMC@NLO v2.4.2 and employs matrix element reweighting to obtain a finely spaced grid of parameters for each of the anomalous couplings operators probed by the analysis. The configuration of input parameters is equivalent to that used for the EW WZ simulation described previously. The production of charged Higgs bosons in the Georgi–Machacek (GM) model [47] is simulated at LO using MadGraph5_aMC@NLO v2.3.3 and normalized using the next-to-next-to-leading order cross sections reported in Ref. [48].

The Pythia v8.212 [49, 50] package is used for parton showering, hadronization, and underlying event simulation, with parameters set by the CUETP8M1 tune [51] for all simulated samples. For the EW WZ process, comparisons are made at particle-level with the parton shower and hadronization of Sherpa with Herwig v7.1 [52, 53]. For all MC simulations used in this analysis, the NNPDF3.0 [54] set of parton distribution functions (PDFs) is used, with PDFs calculated to the same order in perturbative QCD as the hard scattering process.

The detector response is simulated using a detailed description of the CMS detector imple-
mented in the GEANT4 package [55, 56]. The simulated events are reconstructed using the same
algorithms used for the data. The simulated samples include additional interactions in the
same and neighboring bunch crossings, referred to as pileup. Simulated events are weighted
so the pileup distribution reproduces that observed in the data, which has an average of about
23 interactions per bunch crossing.

4 Event reconstruction

In this analysis, the particle-flow (PF) event reconstruction algorithm [57] is used. The PF algo-
rithm aims to reconstruct and identify each individual particle as a physics object in an event,
with an optimized combination of information from the various elements of the CMS detector.
The energy of photons is obtained from the ECAL measurement. The energy of electrons is
determined from a combination of the electron momentum at the primary interaction vertex as
determined by the tracker, the energy of the corresponding ECAL cluster, and the energy sum
of all bremsstrahlung photons spatially compatible with originating from the electron track.
The energy of muons is obtained from the curvature of the corresponding track. The energy
of charged hadrons is determined from a combination of their momentum measured in the
tracker and the matching ECAL and HCAL energy deposits, corrected for zero-suppression ef-
facts and for the response function of the calorimeters to hadronic showers. Finally, the energy
of neutral hadrons is obtained from the corresponding corrected ECAL and HCAL energies.

The reconstructed vertex with the largest value of summed physics-object $p_T^2$ (where $p_T$ is the
transverse momentum) is the primary pp interaction vertex. The physics objects are the jets,
clustered using a jet finding algorithm [58, 59] with the tracks assigned to the vertex as inputs,
and the associated $p_T^{\text{miss}}$, taken as the negative vector sum of the $p_T$ of those jets.

Electrons are reconstructed within the geometrical acceptance $|\eta^e| < 2.5$. The reconstruction
combines the information from clusters of energy deposits in the ECAL and the trajectory in
the tracker [60]. To reduce the electron misidentification rate, electron candidates are subjected
to additional identification criteria based on the distribution of the electromagnetic shower in
the ECAL, the relative amount of energy deposited in the HCAL, a matching of the trajectory
of an electron track with the cluster in the ECAL, and its consistency with originating from the
selected primary vertex. Candidates that are identified as originating from photon conversions
in the detector material are removed.

Muons are reconstructed within $|\eta^\mu| < 2.4$ [61]. The reconstruction combines the information
from both the tracker and the muon spectrometer. The muons are selected from among the
reconstructed muon track candidates by applying minimal quality requirements on the track
components in the muon system and by ensuring that muons are associated with small energy
deposits in the calorimeters.

For each lepton track, the distance of closest approach to the primary vertex in the transverse
plane is required to be less than 0.05 (0.10) cm for electrons in the barrel (endcap) region and
0.02 cm for muons. The distance along the beamline must be less than 0.1 (0.2) cm for electrons
in the barrel (endcap) and 0.1 cm for muons.

Jets are reconstructed using PF objects. The anti-$k_T$ jet clustering algorithm [58] with a distance
parameter $R = 0.4$ is used. To exclude electrons and muons from the jet sample, the jets are
required to be separated from the identified leptons by $\Delta R = \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2} > 0.4$, where $\phi$
is the azimuthal angle in radians. The CMS standard method for jet energy corrections [62] is
applied. These include corrections to the pileup contribution that keep the jet energy correction
and the corresponding uncertainty almost independent of the number of pileup interactions. In order to reject jets coming from pileup collisions (pileup jets), a multivariate-based jet identification algorithm \([63]\) is applied. This algorithm takes advantage of differences in the shape of energy deposits in a jet cone between jets from hard-scattering and from pileup interactions. The jets are required to have \(p_T > 30\) GeV and \(|\eta| < 4.7\). We identify potential top quark backgrounds by identifying the b quark produced in its decay via the combined secondary vertex b-tagging algorithm with the tight working point \([64]\). The efficiency for selecting b quark jets is \(\approx 49\%\) with a misidentification probability of \(\approx 4\%\) for c quark jets and \(\approx 0.1\%\) for light-quark and gluon jets.

The isolation of individual electrons or muons is defined relative to their \(p_T^\ell\) by summing over the \(p_T\) of charged hadrons and neutral particles within a cone with radius \(\Delta R < 0.3\) (0.4) around the electron (muon) direction at the interaction vertex:

\[
I^\ell = \left(\sum p_T^{\text{charged}} + \max \left[0, \sum p_T^{\text{neutral}} + \sum p_T^{\gamma} - p_T^{\text{PU}}\right]\right) / p_T^\ell.
\]

Here, \(\sum p_T^{\text{charged}}\) is the scalar \(p_T\) sum of charged hadrons originating from the primary vertex. The \(\sum p_T^{\text{neutral}}\) and \(\sum p_T^{\gamma}\) are the scalar \(p_T\) sums for neutral hadrons and photons, respectively. The neutral contribution to the isolation from pileup events, \(p_T^{\text{PU}}\), is estimated differently for electrons and muons. For electrons, \(p_T^{\text{PU}} = \rho A_{\text{eff}}\), where the average transverse momentum flow density \(\rho\) is calculated in each event using the “jet area” method \([65]\), which defines \(\rho\) as the median of the ratio of the jet transverse momentum to the jet area, \(p_T^j / A_j\), for all pileup jets in the event. The effective area \(A_{\text{eff}}\) is the geometric area of the isolation cone times an \(\eta\)-dependent correction factor that accounts for the residual dependence of the isolation on the pileup. For muons, \(p_T^{\text{PU}} \equiv 0.5 \sum p_T^{\text{PU},j}\), where \(i\) runs over the charged hadrons originating from pileup vertices and the factor 0.5 corrects for the ratio of charged to neutral particle contributions in the isolation cone. Electrons are considered isolated if \(I^e < 0.036\), \((0.094)\) for the barrel (endcap) region, whereas muons are considered isolated if \(I^\mu < 0.15\), where the values are optimized for aggressive background rejection while maintaining a reconstruction efficiency of \(\approx 70\%\). Relaxed identification criteria are defined by \(I^\mu < 0.40\) for muons and by relaxed track quality and detector-based isolation conditions for electrons. The overall efficiencies of the reconstruction, identification, and isolation requirements for the prompt e or \(\mu\) are measured in data and simulation in bins of \(p_T^j\) and \(|\eta|\) using a “tag–and–probe” technique \([63]\) applied to an inclusive sample of Z events. The data to simulation efficiency ratios are used as scale factors to correct the simulated event yields.

5 Event selection

Collision events are selected by triggers that require the presence of one or two electrons or muons. The \(p_T^j\) threshold for the single lepton trigger is 25 (20) GeV for the electron (muon) trigger. For the dilepton triggers, with the same or different flavors, the minimum \(p_T^j\) of the leading and subleading leptons are 17 (17) and 12 (8) GeV for electrons (muons), respectively. The combination of these trigger paths brings the trigger efficiency for selected three-lepton events to nearly 100%. Partial mistiming of signals in the forward region of the electromagnetic calorimeter (ECAL) endcaps (2.5 < \(|\eta| < 3.0\)) led to early readout for a significant fraction of events with forward jet activity, and a corresponding reduction in the level 1 trigger efficiency. A correction for this effect is determined in bins of jet \(p_T^j\) and \(|\eta|\) using an unbiased data sample. This loss of efficiency is about 1% for \(m_{jj}\) of 200 GeV, increasing to about 15% for \(m_{jj} > 2\) TeV.

A selected event is required to have three lepton candidates \(\ell\ell\ell'\), where \(\ell, \ell' = e, \mu\). All
leptons must pass the identification and isolation requirements described in Section 4. The electrons and muons can be directly produced from a W or Z boson decay or from a W or Z boson with an intermediate τ lepton decay. The ℓℓ′ pair consists of two leptons with opposite charge and the same flavor, as expected for a Z boson candidate. One of the leptons from the Z boson candidate is required to have \( p_T^{ℓ_1} > 25 \text{ GeV} \) and the other \( p_T^{ℓ_2} > 15 \text{ GeV} \). For events with three same-flavor leptons, two oppositely charged, same-flavor combinations are possible. The pair with invariant mass closest to \( m_Z = 91.2 \text{ GeV} \), the nominal Z boson mass from Ref. [29], is selected as the Z boson candidate. The remaining lepton is associated with the W boson and must have \( p_T^{ℓ_3} > 20 \text{ GeV} \). Events containing additional leptons satisfying the relaxed identification criteria with \( p_T^{ℓ} > 10 \text{ GeV} \) are rejected. Because of the neutrino in the final state, the events are required to have \( p_{\text{miss}}^T > 30 \text{ GeV} \). To reduce contributions from \( t\bar{t} \) events, the leptons constituting the Z boson candidate are required to have an invariant mass satisfying \( |m_{ℓℓ'} - m_Z| < 15 \text{ GeV} \) and events with a b tagged jet with \( p_T^b > 30 \text{ GeV} \) and \( |\eta^b| < 2.4 \) are vetoed.

The invariant mass of any dilepton pair \( m_{ℓℓ} \) must be greater than 4 GeV. Such a requirement is necessary in theoretical calculations to avoid divergences from collinear emission of same-flavor opposite-sign dilepton pairs, and 4 GeV is chosen to avoid low mass resonances. The selection is extended to all dilepton pairs to reduce contributions from backgrounds with soft leptons while having a negligible effect on signal efficiency. The trilepton invariant mass, \( m_{3ℓ} \), is required to be more than 100 GeV to exclude a region where production of Z bosons with final-state photon radiation is expected to contribute.

Furthermore, the event must have at least two jets with \( p_T^j > 50 \text{ GeV} \) and \( |\eta^j| < 4.7 \). The jet with the highest \( p_T^j \) is called the leading jet and the jet with the second-highest \( p_T^j \) the subleading jet. To exploit the unique signature of the VBS process, these two jets are required to have \( m_{jj} > 500 \text{ GeV} \) and \( \eta \) separation \( |\Delta \eta(j_1,j_2)| \equiv |\Delta \eta_{jj}| > 2.5 \). The variable \( \eta^*_3 = \eta_{3ℓ} - (\eta^h + \eta^{h'})/2 \) of the three-lepton system is additionally required to be between \(-2.5\) and \(2.5\). This selection is referred to as the “EW signal selection.” The same set of selections, but with no requirement on \( \eta^*_3 \) and with the relaxed requirement \( p_T^j > 30 \text{ GeV} \), is used in searches for charged Higgs bosons and therefore called the “Higgs boson selection.” A summary of these selections is shown in Table 1.

Sideband regions of events with a similar topology to signal events, but outside the signal region, are used to constrain the normalization of the QCD WZ process in the EW WZ measurement and in searches for new physics. We refer to this region as the “QCD WZ sideband region.” It consists of events with \( m_{jj} > 100 \text{ GeV} \) satisfying all requirements applied to signal events, but failing at least one of the signal discriminating variables, i.e., \( m_{jj} < 500 \text{ GeV} \) or \( |\Delta \eta_{jj}| < 2.5 \). For the EW WZ measurement, events satisfying \( |\eta^*_3| > 2.5 \) are also selected in the sideband region.

To reduce the dependence on theoretical predictions, measurements are reported in two fiducial regions, defined in Table 1. The “tight fiducial region” is defined to be as close as possible to the measurement phase space, whereas the “loose fiducial region” is designed to be easily reproducible in theoretical calculations or in MC simulations, following the procedure of Ref. [34]. The fiducial predictions are defined through selections on particle-level simulated events using the RIVET [67] framework, which provides a toolkit for analyzing simulated events in a model-independent way. Electrons and muons are required to be prompt (i.e., not from hadron decays), and those produced in the decay of a τ lepton are not considered in the definition of the fiducial phase space. The momenta of prompt photons located within a cone of
Table 1: Summary of event selections and fiducial region definitions for the analysis. The selections labeled “EW signal” and “Higgs boson” are applied to data and reconstructed simulated events. The EW signal selection is used for all measurements except for the charged Higgs boson search that uses the selection indicated in the column labeled “Higgs boson.” The WZjj cross section is reported in the fiducial regions defined by the selections specified in the last two columns applied to particle-level simulated events. The variables $n_j$ and $n_b$ refer to the number of anti-$k_T$ jets and the number of anti-$k_T$ b-tagged jets, respectively. Other variables are defined in the text.

<table>
<thead>
<tr>
<th></th>
<th>EW signal</th>
<th>Higgs boson</th>
<th>Tight fiducial</th>
<th>Loose fiducial</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_{T}^{\ell}$ [GeV]</td>
<td>$&gt;25$</td>
<td>$&gt;25$</td>
<td>$&gt;25$</td>
<td>$&gt;20$</td>
</tr>
<tr>
<td>$p_{T}^{\ell}$ [GeV]</td>
<td>$&gt;15$</td>
<td>$&gt;15$</td>
<td>$&gt;15$</td>
<td>$&gt;20$</td>
</tr>
<tr>
<td>$p_{T}^{\ell}$ [GeV]</td>
<td>$&gt;20$</td>
<td>$&gt;20$</td>
<td>$&gt;20$</td>
<td>$&gt;20$</td>
</tr>
<tr>
<td>$</td>
<td>\eta^{\ell}</td>
<td>$</td>
<td>$&lt;2.4$</td>
<td>$&lt;2.4$</td>
</tr>
<tr>
<td>$</td>
<td>\eta^{e}</td>
<td>$</td>
<td>$&lt;2.5$</td>
<td>$&lt;2.5$</td>
</tr>
<tr>
<td>$</td>
<td>m_{\ell\ell} - m_{Zz}</td>
<td>$ [GeV]</td>
<td>$&lt;15$</td>
<td>$&lt;15$</td>
</tr>
<tr>
<td>$m_{3\ell}$ [GeV]</td>
<td>$&gt;100$</td>
<td>$&gt;100$</td>
<td>$&gt;100$</td>
<td>$&gt;100$</td>
</tr>
<tr>
<td>$m_{\ell\ell}$ [GeV]</td>
<td>$&gt;4$</td>
<td>$&gt;4$</td>
<td>$&gt;4$</td>
<td>$&gt;4$</td>
</tr>
<tr>
<td>$p_{T}^{\text{miss}}$ [GeV]</td>
<td>$&gt;30$</td>
<td>$&gt;30$</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>$</td>
<td>\eta</td>
<td>$, $</td>
<td>\eta^{\ell}</td>
<td>$</td>
</tr>
<tr>
<td>$p_{T}^{\ell}$ [GeV]</td>
<td>$&gt;50$</td>
<td>$&gt;50$</td>
<td>$&gt;50$</td>
<td>$&gt;30$</td>
</tr>
<tr>
<td>$</td>
<td>\Delta R(j, \ell)</td>
<td>$</td>
<td>$&gt;0.4$</td>
<td>$&gt;0.4$</td>
</tr>
<tr>
<td>$n_j$</td>
<td>$\geq 2$</td>
<td>$\geq 2$</td>
<td>$\geq 2$</td>
<td>$\geq 2$</td>
</tr>
<tr>
<td>$p_{T}^{b}$ [GeV]</td>
<td>$&gt;30$</td>
<td>$&gt;30$</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>$</td>
<td>\eta^{b}</td>
<td>$</td>
<td>$&lt;2.4$</td>
<td>$&lt;2.4$</td>
</tr>
<tr>
<td>$n_b$</td>
<td>$=0$</td>
<td>$=0$</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>$m_{jj}$</td>
<td>$&gt;500$</td>
<td>$&gt;500$</td>
<td>$&gt;500$</td>
<td>$&gt;500$</td>
</tr>
<tr>
<td>$</td>
<td>\Delta \eta_{jj}</td>
<td>$</td>
<td>$&gt;2.5$</td>
<td>$&gt;2.5$</td>
</tr>
<tr>
<td>$</td>
<td>\eta_{3\ell} - (\eta^{\ell} + \eta^{\ell'})/2</td>
<td>$</td>
<td>$&lt;2.5$</td>
<td>—</td>
</tr>
</tbody>
</table>

radius $\Delta R = 0.1$ are added to the lepton momentum to correct for final-state photon radiation, referred to as “dressing.” The three highest $p_T$ leptons are selected and associated with the W and Z bosons with the same procedure used in the data selection. The fiducial cross section in the QCD WZ sideband region is defined following the tight fiducial region of Table 1 with $m_{jj} > 100$ GeV and $m_{jj} < 500$ GeV or $|\Delta \eta_{jj}| < 2.5$ or $|\eta_{3\ell}^{2}| > 2.5$. Theoretical predictions are evaluated using MADGRAPH5_aMC@NLO at LO interfaced to PYTHIA with the samples described in Section 5.

6 Background estimation

Background contributions in this analysis are divided into two categories: background processes with prompt isolated leptons, e.g., ZZ, tZq, tℓZ; and background processes with non-prompt leptons from hadrons decaying to leptons inside jets or jets misidentified as isolated leptons, primarily tℓ and Z+jets. The background processes with prompt leptons are estimated from MC simulation, whereas backgrounds with nonprompt leptons from hadronic activity are estimated from data using control samples. The nonprompt component of the Zγ process, in which the photon experiences conversion into leptons in the tracker, is evaluated using MC simulation.
The contribution from QCD WZ production is estimated with MC simulation. It is considered signal for the WZjj cross section measurement, but is the dominant background for the EW WZ measurement and in searches for new physics. For the EW WZ measurement and new physics searches, the normalization of the QCD WZ process is constrained by data in the QCD WZ sideband region. The cross section predicted by the MLM-merged sample in the QCD WZ sideband region is $18.6^{+2.9}_{-2.3}$ (scale) $\pm 1.0$ (PDF) fb, where the scale and PDF uncertainties are calculated using the procedure described in Section 7. In this region the normalization correction, which is derived from a fit to the data, is consistent with unity. The EW WZ process, considered signal for the WZjj and EW WZ measurements but background to new physics searches, is also estimated using MC simulation.

The contribution from background processes with nonprompt leptons is evaluated with data control samples of events satisfying relaxed lepton identification requirements using the technique described in Refs. [16, 68]. Events satisfying the full analysis selection, with the exception that one, two, or three leptons pass relaxed identification requirements but fail the more stringent requirements applied to signal events, are selected to form relaxed lepton control samples. These control samples are mutually independent and, additionally, independent from the signal selection. The small contribution to the relaxed lepton control samples from events with three prompt leptons is estimated with MC simulation and subtracted from the event samples.

The expected contribution in the signal region is estimated using “loose-to-tight” efficiency factors applied to the lepton candidates failing the analysis requirements in the control region events. The efficiency factors are calculated from a sample of $Z + \ell_{\text{cand}}$ events, where $Z$ denotes a pair of oppositely charged, same-flavor leptons satisfying the full identification requirements and $|m_{\ell^+\ell^-} - m_Z| < 10\text{GeV}$, and $\ell_{\text{cand}}$ is a lepton candidate satisfying the relaxed identification. The loose-to-tight efficiency factors are obtained from ratios of events where the $\ell_{\text{cand}}$ object satisfies the full identification requirements to events where all identification criteria are not satisfied, and is parameterized as a function of $p_T$ and $\eta$. A cross-check of the technique is performed by repeating the procedure with efficiency factors derived from a sample of events dominated by dijet production. The loose-to-tight efficiency factors obtained in the two regions agree to within 30% for the full $p_T$ and $\eta$ range.

This method is validated in nonoverlapping data samples enriched in Drell–Yan and $t\bar{t}$ contributions. The Drell–Yan sample is defined by inverting the selection requirement in $p_T^{\text{miss}}$, and the $t\bar{t}$ sample is defined by requiring at least one $b$-tagged jet and rejecting events with $|m_{\ell^+\ell^-} - m_Z| < 5\text{GeV}$ while keeping all other requirements for the signal region. The predictions derived from the relaxed lepton data control samples agree with the measurements in the Drell–Yan and $t\bar{t}$ data samples to within 20%.

The small size of the loose lepton control samples and $Z\gamma$ MC simulation limit differential predictions in the EW signal region. Therefore, the combined shape of the estimated nonprompt and $Z\gamma$ backgrounds for both electrons and muons are used as background for the EW WZ measurement and in the extraction of constraints on aQGCs. The normalization of the distributions per channel are taken from the ratio of the nonprompt ($Z\gamma$) yield in a single channel to the total nonprompt ($Z\gamma$) event yield measured in WZjj events with no requirements on the dijet system. These ratios are consistent within the statistical uncertainty with ratios measured when relaxing the jet $p_T$ requirement in WZjj events, in WZ events inclusive in the number of jets, and in events satisfying the EW signal and QCD WZ sideband selections.
Systematic uncertainties

The dominant uncertainties in both the cross section measurement and new physics searches are those associated with the jet energy scale (JES) and resolution (JER). The JES and JER uncertainties are evaluated in simulated events by smearing and scaling the relevant observables and propagating the effects to the event selection and the kinematic variables used in the analysis. The uncertainty in the event yield in the EW signal selection due to the JES and JER is 9% for QCD WZ and 5% for EW WZ processes. For the QCD WZ (EW WZ) process, the JES uncertainty varies in the range of 5–25% (3–15%) with increasing values of $m_{jj}$ and $|\Delta \eta_{jj}|$.

The uncertainties in signal and background processes estimated with MC simulation are evaluated from the theoretical uncertainties of the predictions. Event weights in the MC simulations are used to evaluate variations of the central prediction. Scale uncertainties are estimated by independently varying $\mu_R$ and $\mu_F$ by a factor of two from their nominal values, with the condition that $1/2 \leq \mu_R/\mu_F \leq 2$. The maximal and minimal variations are obtained per bin to form a shape-dependent variation band. The PDF uncertainties are evaluated by combining the predictions per bin from the fit and $\alpha_s$ variations of the NNPDF3.0 set according to the procedure described in Ref. [69] for MC replica sets. The scale and PDF uncertainties are uncorrelated for different signal and background process and 100% correlated across bins for the distributions used to extract results. For MC simulations normalized to a cross section computed at a higher order in QCD, the uncertainties are calculated from the order of the MC simulation.

The uncertainty in modeling the EW WZ and QCD WZ processes has a large impact in the EW WZ measurement. In addition to the uncertainties from scale and PDF choice, comparisons of alternative matrix element and parton shower generators are considered. The uncertainty in the QCD WZ process is derived by comparing the predictions of the MLM-merged simulation and those obtained with the FxFx-merged simulation, after fixing the normalization to the observed data in the QCD WZ sideband region. Differences between the predictions of the MC simulations in the signal region and in the ratio of the QCD WZ sideband to the signal region event yields are considered in the comparisons. The differences in predictions are generally within the scale and PDF uncertainties of the MC simulations, and a 10% normalization uncertainty is assigned to account for the observed discrepancies. The results obtained using the POWHEG simulation, which predicts a slightly softer $m_{jj}$ spectrum, are also largely contained within the theoretical uncertainties considered. However, because WZjj events from this simulation arise from soft radiation from the parton shower, it is not explicitly considered in the uncertainty evaluation. For the EW WZ process, the MC simulations described in Section 3 agree within the theoretical uncertainties from the PDF and the choice of $\mu_R$ and $\mu_F$ for the kinematic variables considered in the analysis, so no additional uncertainty is assigned.

The interference term is evaluated on particle-level simulated events selected from the MC simulations described in Section 3. It is positive, and roughly 12% of the EW WZ contribution in the QCD WZ sideband region and 4% in the EW signal region for both MC simulations considered, consistent with the results reported in Ref. [34]. The ratio of the interference to the EW WZ decreases with increasing $m_{jj}$, consistent with the observations of Refs. [34, 70]. These values are used as a symmetric shape uncertainty in the EW WZ prediction. This uncertainty is lower than other theoretical uncertainties and has a negligible contribution to the uncertainty in the EW WZ measurement.

Higher-order EW corrections in VBS processes are known to be negative and at the level of tens of percent, with the correction increasing in magnitude with increasing $m_{jj}$ and $m_{VV}$ [71]. We do not apply corrections to the WZjj MC simulation, but we have verified that the significance of the EW WZ measurement is insensitive to higher-order EW corrections by performing the
signal extraction described in Section 8 with the $m_{jj}$ predicted by the EW WZ MC simulation modified by the corrections from Ref. [72]. As the relative effect of the EW corrections on SM and anomalous WZjj production is unknown, we do not apply corrections to the SM backgrounds or new physics signals for our results. Because corrections to the SM WZjj production that decrease the expected number of events at high $m_{WZ}$ lead to more stringent limits on new physics, this is a conservative approach.

The uncertainties related to the finite number of simulated events, or to the limited number of events in data control regions, affect the signal and background predictions. They are uncorrelated across different samples, and across bins of a single distribution. The limited number of events in the relaxed lepton control samples used for the nonprompt background estimate is the dominant contribution to this uncertainty.

The nonprompt background estimate is also affected by systematic uncertainties from the jet flavor composition of the relaxed lepton control samples and loose-to-tight extrapolation factors. The systematic uncertainty in the nonprompt event yield is 30% for both electrons and muons, uncorrelated between channels. It covers the largest difference observed between the estimated and measured numbers of events in data control samples enriched in $t\bar{t}$ and Drell–Yan contributions and the differences between using extrapolation factors derived in $Z +$jet and dijet events.

Table 2: The dominant systematic uncertainty contributions in the fiducial WZjj cross section measurement.

<table>
<thead>
<tr>
<th>Source of syst. uncertainty</th>
<th>Relative uncertainty in $\sigma_{WZjj}$ [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jet energy scale</td>
<td>+11 / −8.1</td>
</tr>
<tr>
<td>Jet energy resolution</td>
<td>+1.9 / −2.1</td>
</tr>
<tr>
<td>Prompt background normalization</td>
<td>+2.2 / −2.2</td>
</tr>
<tr>
<td>Nonprompt normalization</td>
<td>+2.5 / −2.5</td>
</tr>
<tr>
<td>Nonprompt event count</td>
<td>+6.0 / −5.8</td>
</tr>
<tr>
<td>Lepton energy scale and eff.</td>
<td>+3.5 / −2.7</td>
</tr>
<tr>
<td>b tagging</td>
<td>+2.0 / −1.7</td>
</tr>
<tr>
<td>Integrated luminosity</td>
<td>+3.6 / −3.0</td>
</tr>
</tbody>
</table>

Systematic uncertainties are less than 1% for the trigger efficiency and 1–3% for the lepton identification and isolation requirements, depending on the lepton flavors. Other systematic uncertainties are related to the use of simulated samples: 1% for the effects of pileup and 1–2% for the $p_T^{miss}$ reconstruction, estimated by varying the energies of the PF objects within their uncertainties. The uncertainty in the $b$ tagging efficiency is 2% for WZ events, which accounts for differences in $b$ tagging efficiencies between MC simulations and data. The uncertainty in the integrated luminosity of the data sample is 2.5% [73]. This uncertainty affects both the signal and the simulated portion of the background estimation, but does not affect the background estimation from data.

For the extraction of results, log-normal probability density functions are assumed for the nuisance parameters affecting the event yields of the various background contributions, whereas systematic uncertainties that affect the shape of the distributions are represented by nuisance parameters whose variation results in a continuous perturbation of the spectrum [74] and are assumed to have a Gaussian probability density function. A summary of the contribution of each systematic uncertainty to the total WZjj cross section measurement is presented in Table 2. The impact of each systematic uncertainty in the WZjj cross section measurement is obtained by freezing the set of associated nuisance parameters to their best-fit values and comparing the
total uncertainty in the signal strength to the result from the nominal fit. The prompt background normalization uncertainty includes the scale and PDF uncertainties in the background processes estimated using MC simulations.

8 Fiducial WZjj cross section measurement and search for EW WZ production

The cross section for WZjj production, without separating by production mechanism, is measured with a combined maximum likelihood fit to the observed event yields for the EW signal selection. The likelihood is a combination of individual likelihoods for the four leptonic decay channels (eee, eμ, μμ, μμμ) for the signal and background hypotheses with the statistical and systematic uncertainties in the form of nuisance parameters. To minimize the dependence of the result on theoretical predictions, the likelihood function is built from the event yields per channel without considering information about the distribution of events in kinematic variables. The expected event yields for the EW- and QCD-induced WZjj processes are taken from the MadGraph5_aMC@NLO v2.4.2 predictions. The WZjj signal strength \( \mu_{\text{WZjj}} \), which is the ratio of the measured signal yield to the expected number of signal events, is treated as a free parameter in the fit.

The best-fit value for the WZjj signal strength is used to obtain a cross section in the tight fiducial region defined in Table 1. The measured fiducial WZjj cross section in this region is

\[
\sigma_{\text{WZjj}}^{\text{fid}} = 3.18^{+0.57}_{-0.52} \quad \text{(stat)} +^{0.43}_{-0.36} \quad \text{(syst)} \quad \text{fb} = 3.18^{+0.71}_{-0.65} \quad \text{fb}.
\]

This result can be compared with the predicted value of \( 3.27^{+0.39}_{-0.32} \) (scale) \( \pm 0.15 \) (PDF) fb. The EW WZ and QCD WZ contributions are calculated independently from the samples described in Section 3 and their uncertainties are combined in quadrature to obtain the WZjj cross section prediction. The predicted EW WZ cross section is \( 1.25^{+0.11}_{-0.09} \) (scale) \( \pm 0.06 \) (PDF) fb, and the interference term contribution in this region is less than 1% of the total cross section.

Results are also obtained in a looser fiducial region, defined in Table 1 following Ref. [34], to simplify comparisons with theoretical calculations. The acceptance from the loose to tight fiducial region is \( (72.4 \pm 0.8) \)%, computed using MadGraph5_aMC@NLO interfaced to Pythia. The uncertainty in the acceptance is evaluated by combining the scale and PDF uncertainties in the EW WZ and QCD WZ predictions in quadrature. The resulting WZjj loose fiducial cross section is

\[
\sigma_{\text{WZjj}}^{\text{fid,loose}} = 4.39^{+0.78}_{-0.72} \quad \text{(stat)} +^{0.60}_{-0.50} \quad \text{(syst)} \quad \text{fb} = 4.39^{+0.98}_{-0.87} \quad \text{fb},
\]

compared with the predicted value of \( 4.51^{+0.59}_{-0.45} \) (scale) \( \pm 0.18 \) (PDF) fb. The EW WZ and QCD WZ contributions and their uncertainties are treated independently with the same approach as described for the tight fiducial region. The predicted EW WZ cross section in the loose region is \( 1.48^{+0.13}_{-0.11} \) (scale) \( \pm 0.07 \) (PDF) fb, and the relative contribution from the interference term is less than the 1%.

Separating the EW- and QCD-induced components of WZjj events requires exploiting the different kinematic signatures of the two processes. The relative fraction of the EW WZ process with respect to the QCD WZ process and other backgrounds grows with increasing values of the \( m_{jj} \) and \( |\Delta \eta_{jj}| \) of the leading jets, as demonstrated in Fig 2. This motivates the use of a 2D distribution built from these variables for the extraction of the EW WZ signal via a maximum likelihood fit. This 2D distribution, shown as a one-dimensional histogram in Fig. 3 along
Figure 2: The $m_{jj}$ (left) and $|\Delta \eta_{jj}|$ (right) of the two leading jets for events satisfying the EW signal selection. The last bin contains all events with $m_{jj} > 2500$ GeV (left) and $|\Delta \eta_{jj}| > 7.5$ (right). The dashed line shows the expected EW WZ contribution stacked on top of the backgrounds that are shown as filled histograms. The hatched bands represent the total and relative statistical uncertainties on the predicted yields. The bottom panel shows the ratio of the number of events measured in data to the total number of expected events. The predicted yields are shown with their pre-fit normalizations.

with the yield in the QCD WZ sideband region, are combined in a binned likelihood involving the expected and observed numbers of events in each bin. The likelihood is a combination of individual likelihoods for the four decay channels.

The systematic uncertainties are represented by nuisance parameters that are allowed to vary according to their probability density functions, and correlation across bins and between different sources of uncertainty is taken into account. The expected number of signal events is taken from the MadGraph5_aMC@NLO v2.4.2 prediction at LO, multiplied by a signal strength $\mu_{EW}$ which is treated as a free parameter in the fit.

Table 3: Post-fit event yields after the signal extraction fit to events satisfying the EW signal selection. The EW WZ process is corrected for the observed value of $\mu_{EW}$.

<table>
<thead>
<tr>
<th>Process</th>
<th>$\mu\mu\mu$</th>
<th>$\mu\mu\epsilon$</th>
<th>$ee\mu$</th>
<th>$eee$</th>
<th>Total yield</th>
</tr>
</thead>
<tbody>
<tr>
<td>QCD WZ</td>
<td>13.5 $\pm$ 0.8</td>
<td>9.1 $\pm$ 0.5</td>
<td>6.8 $\pm$ 0.4</td>
<td>4.6 $\pm$ 0.3</td>
<td>34.1 $\pm$ 1.1</td>
</tr>
<tr>
<td>$t+V/VVV$</td>
<td>5.6 $\pm$ 0.4</td>
<td>3.1 $\pm$ 0.2</td>
<td>2.5 $\pm$ 0.2</td>
<td>1.7 $\pm$ 0.1</td>
<td>12.9 $\pm$ 0.5</td>
</tr>
<tr>
<td>Nonprompt</td>
<td>5.2 $\pm$ 2.0</td>
<td>2.4 $\pm$ 0.9</td>
<td>1.5 $\pm$ 0.6</td>
<td>0.7 $\pm$ 0.3</td>
<td>9.8 $\pm$ 2.3</td>
</tr>
<tr>
<td>VV</td>
<td>0.8 $\pm$ 0.1</td>
<td>1.6 $\pm$ 0.2</td>
<td>0.4 $\pm$ 0.0</td>
<td>0.7 $\pm$ 0.1</td>
<td>3.5 $\pm$ 0.2</td>
</tr>
<tr>
<td>$Z\gamma$</td>
<td>0.3 $\pm$ 0.1</td>
<td>1.2 $\pm$ 0.8</td>
<td>&lt;0.1</td>
<td>0.6 $\pm$ 0.2</td>
<td>2.2 $\pm$ 0.8</td>
</tr>
<tr>
<td>Pred. background</td>
<td>25.5 $\pm$ 2.1</td>
<td>17.4 $\pm$ 1.5</td>
<td>11.2 $\pm$ 0.8</td>
<td>8.3 $\pm$ 0.6</td>
<td>62.4 $\pm$ 2.8</td>
</tr>
<tr>
<td>EW WZ signal</td>
<td>6.0 $\pm$ 1.2</td>
<td>4.2 $\pm$ 0.8</td>
<td>2.9 $\pm$ 0.6</td>
<td>2.1 $\pm$ 0.4</td>
<td>15.1 $\pm$ 1.6</td>
</tr>
<tr>
<td>Data</td>
<td>38</td>
<td>15</td>
<td>12</td>
<td>10</td>
<td>75</td>
</tr>
</tbody>
</table>

The best-fit value for the signal strength $\mu_{EW}$ is

$$\mu_{EW} = 0.82^{+0.51}_{-0.43},$$

consistent with the SM expectation at LO of $\mu_{EW,LO} = 1$, with respect to the predicted cross
Figure 3: The one-dimensional representation of the 2D distribution of $m_{jj}$ and $|\Delta \eta_{jj}|$, used for the EW signal extraction. The x axis shows the $m_{jj}$ distribution in the indicated bins, split into three bins of $\Delta \eta_{jj}$: $\Delta \eta_{jj} \in [2.5, 4], [4, 5], \geq 5$. The dashed line represents the EW WZ contribution stacked on top of the backgrounds that are shown as filled histograms. The hatched bands represent the total and relative systematic uncertainties on the predicted yields. The bottom panel shows the ratio of the number of events measured in data to the total number of expected events. The predicted yields are shown with their best-fit normalizations.

9 Limits on anomalous quartic gauge couplings

Events satisfying the EW signal selection are used to constrain aQGCs in the effective field theory approach [76]. Results are obtained following the formulation of Ref. [21] that proposes nine independent dimension-eight operators, which assume the SU(2)×U(1) symmetry of the EW gauge sector as well as the presence of an SM Higgs boson. All operators are charge conjugation and parity-conserving. The WZjj channel is most sensitive to the T0, T1, and T2 operators that are constructed purely from the SU(2) gauge fields, the S0 and S1 operators that involve interactions with the Higgs field, and the M0 and M1 operators that involve a mixture of gauge and Higgs field interactions.

The presence of nonzero aQGCs would enhance the production of events with high WZ mass. This motivates the use of the transverse mass of the WZ system, defined as

$$m_{T}(WZ) = \sqrt{[E_T(W) + E_T(Z)]^2 - [p_T^{miss}(W) + p_T^{miss}(Z)]^2},$$

with $E_T = \sqrt{m^2 + p_T^2}$, where the W candidate is constructed from the $p_T^{miss}$ and the lepton asso-
associated with the W boson, and $m$ is the invariant mass of the W or Z candidate, to constrain the parameters $f_{O_i}/\Lambda^4$. In this formulation, $f_{O_i}$ is a dimensionless coefficient for the operator $O_i$ and $\Lambda$ is the energy scale of new physics. The $m_T(WZ)$ for events satisfying the EW signal selection is shown in Fig. 4. The predictions of several indicative aQGC operators and coefficients are also shown.

Figure 4: $m_T(WZ)$ for events satisfying the EW signal selection, used to place constraints on the anomalous coupling parameters. The dashed lines show predictions for several aQGC parameters values that modify the EW WZ process. The last bin contains all events with $m_T(WZ) > 2000$ GeV. The hatched bands represent the total and relative systematic uncertainties on the predicted yields. The bottom panel shows the ratio of the number of events measured in data to the total number of expected events. The predicted yields are shown with their best-fit normalizations from the background-only fit.

The MC simulations of nonzero aQGCs include the SM EW WZ process, with an increase in the yield at high $m_T(WZ)$ arising from parameters different from their SM values. Because the increase of the expected yield over the SM prediction exhibits a quadratic dependence on the operator coefficient, a parabolic function is fitted to the predicted yields per bin to obtain a smooth interpolation between the discrete operator coefficients considered in the MC simulation. The one-dimensional 95% confidence level (CL) limits are extracted using the CL$_s$ criterion \cite{75, 77, 78}, with all parameters except for the coefficient being probed set to zero. The SM prediction, including the EW WZ process, is treated as the null hypothesis. The expected prompt backgrounds are normalized to the predictions of the MC simulations, with no corrections applied for the results of the EW WZ or WZjj measurements. No deviation from the SM prediction is observed, and the resulting observed and expected limits are summarized in Table 4.

Constraints are also placed on aQGC parameters using a two-dimensional scan, where two parameters are probed in the fit with all others set to zero. This approach is motivated by
Table 4: Observed and expected 95% CL limits for each operator coefficient (in TeV$^{-4}$) while all other parameters are set to zero.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Exp. limit</th>
<th>Obs. limit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_{M0}/\Lambda^4$</td>
<td>$[-11.2, 11.6]$</td>
<td>$[-9.15, 9.15]$</td>
</tr>
<tr>
<td>$f_{M1}/\Lambda^4$</td>
<td>$[-10.9, 11.6]$</td>
<td>$[-9.15, 9.45]$</td>
</tr>
<tr>
<td>$f_{S0}/\Lambda^4$</td>
<td>$[-32.5, 34.5]$</td>
<td>$[-26.5, 27.5]$</td>
</tr>
<tr>
<td>$f_{S1}/\Lambda^4$</td>
<td>$[-50.2, 53.2]$</td>
<td>$[-41.2, 42.8]$</td>
</tr>
<tr>
<td>$f_{T0}/\Lambda^4$</td>
<td>$[-0.87, 0.89]$</td>
<td>$[-0.75, 0.81]$</td>
</tr>
<tr>
<td>$f_{T1}/\Lambda^4$</td>
<td>$[-0.56, 0.60]$</td>
<td>$[-0.49, 0.55]$</td>
</tr>
<tr>
<td>$f_{T2}/\Lambda^4$</td>
<td>$[-1.78, 2.00]$</td>
<td>$[-1.49, 1.85]$</td>
</tr>
</tbody>
</table>

correlations between operators and physical couplings, and for comparisons with alternative formulations of dimension-eight operators. In particular, the quartic gauge interactions of the massive gauge bosons is a function of $S_0$ and $S_1$, while combinations of the $M_0$ and $M_1$ operators can be compared with the formulation of Ref. [79]. The resulting 2D 95% CL intervals for these parameters are shown in Fig. 5.

Figure 5: Two-dimensional observed 95% CL intervals (solid contour) and expected 68, 95, and 99% CL intervals (dashed contour) on the selected aQGC parameters. The values of coefficients outside of contours are excluded at the corresponding CL.

10 Limits on charged Higgs boson production

Theories with Higgs sectors including SU(2) triplets can give rise to charged Higgs bosons ($H^{\pm}$) with large couplings to the vector bosons of the SM. A prominent one is the GM model [47], where the Higgs sector is extended by one real and one complex SU(2) triplet to preserve custodial symmetry at tree level for arbitrary vacuum expectation values. In this model, the couplings of $H^{\pm}$ and the vector bosons depend on $m(H^{\pm})$ and the parameter $\sin \theta_H$, or $s_H$, which represents the mixing angle of the vacuum expectation values in the model, and determines the fraction of the W and Z boson masses generated by the vacuum expectation values of the triplets. This analysis extends the previous study of $H^{\pm}$ production via vector boson fusion by the CMS Collaboration in the same channel [68].
Figure 6: $m_T(WZ)$ for events satisfying the Higgs boson selection, used to place constraints on the production of charged Higgs bosons. The last bin contains all events with $m_T(WZ) > 2000$ GeV. The dashed lines show predictions from the GM model with $m(H^\pm) = 400 \ (900)$ GeV and $s_H = 0.3 \ (0.5)$. The bottom panel shows the ratio of the number of events measured in data to the total number of expected events. The hatched bands represent the total and relative systematic uncertainties on the predicted background yields. The predicted yields are shown with their best-fit normalizations from the background-only fit.

A combined fit of the predicted signal and background yields to the data in the Higgs boson selection is performed in bins of $m_T(WZ)$, simultaneously with the event yield in the QCD WZ sideband region, to derive model-independent expected and observed upper limits on $\sigma(H^\pm jj) B(H^\pm \rightarrow WZ)$ at 95% CL using the CL$_s$ criterion. The distribution and binning of the $m_T(WZ)$ distribution used in the fit are shown in Fig. 6. The upper limits as a function of $m(H^\pm)$ are shown in Fig. 7 (left). The results assume that the intrinsic width of the $H^\pm$ is $\lesssim 0.05 m(H^\pm)$, which is below the experimental resolution in the phase space considered.

The model-independent upper limits are compared with the predicted cross sections at next-to-next-to-leading order in the GM model in the $s_H - m(H^\pm)$ plane, under the assumptions defined for the “H5plane” in Ref. [48]. For the probed parameter space and $m_T(WZ)$ distribution used for signal extraction, the varying width as a function of $s_H$ is assumed to have negligible effect on the result. The value of the branching fraction $B(H^\pm \rightarrow WZ)$ is assumed to be unity. In Fig. 7 (right), the excluded $s_H$ values as a function of $m(H^\pm)$ are shown. The blue shaded region shows the parameter space for which the $H^\pm$ total width exceeds 10% of $m(H^\pm)$, where the model is not applicable because of perturbativity and vacuum stability requirements [48].
11 Summary

A measurement of the production of a W and a Z boson in association with two jets has been presented, using events where both bosons decay leptonically. Results are based on data corresponding to an integrated luminosity of 35.9 fb$^{-1}$ recorded in proton-proton collisions at $\sqrt{s} = 13$ TeV with the CMS detector at the LHC in 2016. The cross section in a tight fiducial region with enhanced contributions from electroweak (EW) WZ production is $\sigma_{\text{fid}}^{WZjj} = 3.18^{+0.71}_{-0.63}$ fb, consistent with the standard model (SM) prediction. The dijet mass and dijet rapidity separation are used to measure the signal strength of EW WZ production with respect to the SM expectation, resulting in $\mu_{\text{EW}} = 0.82^{+0.51}_{-0.43}$. The significance of this result is 2.2 standard deviations with 2.5 standard deviations expected.

Constraints are placed on anomalous quartic gauge couplings in terms of dimension-eight effective field theory operators, and upper limits are given on the production cross section times branching fraction of charged Higgs bosons. The upper limits on charged Higgs boson production via vector boson fusion with decay to a W and a Z boson extend the results previously published by the CMS Collaboration [68] and are comparable to those of the ATLAS Collaboration [80]. These are the first limits for dimension-eight effective field theory operators in the WZ channel at 13 TeV.
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