What is the Best Achievable QoS for Unicast Routing in VANET?

Mate Boban$^{1,2}$, Geoff Misek$^1$, and Ozan K. Tonguz$^1$

$^1$Department of Electrical and Computer Engineering
Carnegie Mellon University
Pittsburgh, PA, 15213-3890, USA

$^2$Faculty of Organization and Informatics
University of Zagreb
Varazdin, Croatia

mboban@cmu.edu, gmisek@cmu.edu, tonguz@ece.cmu.edu

Abstract—Significant efforts and studies were recently reported for enabling active safety, traffic management, and commercial applications in Vehicular Ad Hoc Networks (VANET), since these applications are the drivers of the recent surge in VANET research and development. However, very few research efforts considered analyzing the Quality of Service (QoS) metrics that will be available to these applications in VANET. Furthermore, although there are many proposed solutions for routing in VANET, it is still unclear as to what specific characteristics VANET routing protocols should possess, since none of the proposed solutions achieves optimum performance in both urban and highway, as well as sparse and dense environment. To shed light on these issues, in this paper we analyze some of the most important QoS metrics in VANET. Namely, we determine the upper performance bound for connection duration, packet delivery ratio, end-to-end delay, and jitter for unicast communication in typical highway and urban VANET environments. According to our results, delay and jitter in VANET would be adequate for most of the envisioned unicast-based applications, whereas the packet delivery ratio and connection duration might not meet the requirements for most unicast-based applications.

Index Terms—VANET, vehicular ad hoc networks, QoS, connectivity, realistic mobility model, simulation, inter-vehicle communication, real-time applications, routing.

I. INTRODUCTION

Vehicle to vehicle (V2V) communication is possible today with Vehicular Ad hoc NETworks (VANET). This capability has so far been envisioned for safety and traffic management reasons: vehicles can inform other vehicles of hazardous road conditions, traffic congestion, or sudden stops. In order to create incentive for faster adoption of the technology, commercial services (e.g., infotainment, audio/video streaming, V2V multiplayer gaming, etc.) are also envisioned in VANET [1].

Although a certain degree of infrastructure support for VANET (e.g., Roadside Units, sensors, cameras, etc.) is envisioned, thus making vehicle-to-infrastructure (V2I) communication possible, at this point it is obvious that in the initial phase of VANET deployment vehicles will often not be able to rely on the infrastructure support. One of the arguments corroborating this claim is the U.S. DOT infrastructure deployment plan [2]. Therefore, in this paper we take the viewpoint that V2V communication will play a crucial role in VANET, often being the only possible communication paradigm. This is especially true in highway environments, where full infrastructure support would incur very high cost to deploy and maintain. We therefore assume no infrastructure support in this paper.

Cheng and Robertazzi showed in [3] that the probability of end-to-end connectivity in infrastructureless wireless networks, such as VANET, decreases with distance as a function of node's transmission range and node density. We therefore believe that applications in VANET will exhibit locality of interest, where vehicles will only communicate with other vehicles that are relatively close to them (i.e., reachable via a reasonable number of hops). Relaying messages over a large area without infrastructure support (i.e., over a large number of intermediate vehicles) would have a negative effect on the delay and delivery ratio of messages. These facts imply that applications in infrastructureless VANET, particularly the ones not dealing with safety, will be bound to a certain region of interest in which the communication will be feasible.

Dedicated Short Range Communications (DSRC), specified under IEEE standard 802.11p, is becoming the de facto standard for physical (PHY) and medium access control (MAC) layers of the VANET proposed communication stack, Wireless Access in Vehicular Environment (WAVE), defined in IEEE 1609.x family of standards. Atop the DSRC, we implemented a routing solution that enables us to analyze the potential performance of unicast routing as well as Quality of Service (QoS) metrics available to applications requiring unicast communication. Based on a simulation environment with realistic mobility model and wireless signal propagation and by implementing the optimized routing solution over the PHY and MAC layers of the DSRC trial standards, we analyzed the following QoS parameters: connection duration, packet delivery ratio (PDR), end-to-end delay, and jitter. Simulations were performed in
both highway and urban environments with different traffic densities and relative speeds in order to encompass a wide variety of urban and highway scenarios.

Because of the specific metrics analyzed, and given the fact that we are exclusively interested in analyzing unicast message exchange (i.e., specific sender and receiver of a message instead of message broadcast), the results we present primarily pertain to the feasibility of unicast-based real-time applications - ones that require the delay, jitter, PDR, and connection duration to be within specific boundaries for the application to be feasible.

Our main contributions are as follows:

- **QoS Analysis.** Based on the large scale simulations, employed routing solution, and by implementing DSRC at PHY and MAC layers, we are able to perform detailed analysis of the QoS parameters as well as the attainable unicast-based application performance over infrastructureless VANET in both highway and urban environments.

- **Connectivity Analysis.** Besides the ‘usual’ QoS constraints, applications in VANET have to take into the consideration the scarcity of connectivity in such a highly dynamic network. To that end, we analyze the connection duration for typical scenarios in both highway and urban environments.

- **VANET Routing Protocol Dynamics.** By implementing the routing that allows the analysis of all the available routes and incurs no unnecessary delay and overhead, we determine the upper bound of the performance that any unicast routing protocol, and thus any applications running on top of it, can achieve over DSRC-enabled VANET.

The rest of the paper is organized as follows. Section II gives a brief overview of the related work and elaborates on our contribution. Section III discusses in detail the functioning of the implemented routing solution. The simulation setup, different highway and urban scenarios, and studied performance metrics are presented in Section IV. Obtained results and the discussion are given in Section V. Section VI points out the future work and concludes the paper.

II. RELATED WORK

With regards to the QoS metrics for real-time applications in VANET, Wang in [4] discussed the connection duration, route lifetime, and route repair frequency in VANET. The simulations were conducted on a closed rectangular highway with an unrealistically small transmission range (from 100 to 150 m) for highway environment. Properly defining transmission range is important because it was shown to affect the connectivity in an exponential fashion [5]. Furthermore, there is no indication of which PHY and MAC protocols were used for the simulation. Bai et al. in [6] presented simulation results based on several mobility models and different routing protocols. They characterized route duration and the effect of mobility on routing protocol performance. The mobility models used included the highway and urban environment represented by a perfect grid. Artimy et al. in [7] analyzed connectivity by simulating the node movement using a cellular automata model, while Rudack et al. in [8] presented a simple analytical framework for single-hop connection duration in VANET and provided experimental evaluation of the framework. Ho et al. in [9] analyzed structured mobility in urban environment and determined the impact of multihop communication and density on connectivity and path stability. Mabiala et al. in [10] analyzed connection duration on highways. The simulations were run over existing routing protocols, and with a simplified simulation setup. In a recent study, Fiore and Härri in [11] analyzed the link (i.e., one hop) duration as a function of different mobility models and road layouts. With respect to determining the feasibility of different applications in VANET, Yin et al. in [12] presented a comprehensive feasibility study of delay-critical safety applications over VANET by analyzing the physical characteristics of DSRC. Namely, the analyzed metrics encompass bit error rate, throughput, and delay. Feasibility studies for various non-safety applications were conducted in [13], [14], and [15].

In this paper we are interested in describing the routing dynamics in VANET, taking into account the proposed underlying DSRC layers. Naumov et al. in [16] presented realistically modeled simulations based on the microscopic traffic simulator and ns-2 network simulator. The authors employed novel enhancements to reactive routing protocols and analyzed delay, PDR, and network load. Several other research efforts focused on providing higher level of QoS in VANET by implementing more efficient routing protocols (e.g., [17] and [18]).

All of the efforts above pertain to specific types of routing protocols, whereas in this paper we take a different approach: we are interested in defining the upper boundary that any unicast routing protocol can strive for in infrastructureless, DSRC-enabled VANET. By abstracting the routing protocol in such a way, we are able to obtain valuable information regarding the achievable performance for routing protocols in VANET. Additionally, to the best of our knowledge, a comprehensive analysis of the QoS metrics for unicast-based applications in the infrastructureless VANET environment with realistic simulation parameters (based on DSRC, actual roads, and credible mobility patterns), and realistic signal propagation modeling has not been conducted.

III. EMPLOYED ROUTING SOLUTION

Substantial research efforts are being undertaken to create VANET routing protocols that will exhibit a high level of performance in both urban and highway environments, as well as in dense and sparse vehicular networks [19]. Despite that, at this point it is still not clear which characteristics routing protocols should possess in order to perform adequately in a diverse and fast changing VANET environment. The motivation behind this paper is to determine the optimum performance in infrastructureless VANET achievable by any
unicast routing protocol over DSRC, since DSRC is the de facto standard for PHY and MAC layers in VANET.

We employed a routing solution that assures message delivery if the underlying DSRC layers relay the message successfully. The solution is based on a scheme where a node (vehicle) relays the message if it has not relayed the same message before. Changing routes usually implies additional overhead for all state-based routing protocols, and more often than not there are lost messages in the process of route repair (from the time the route is broken until the next route is found). The implemented solution is able to choose between all available routes instantaneously, which implies that there is no additional delay or packet loss during the route change; this corresponds to an ideal case where the routing protocol switches routes seamlessly.

In a typical VANET scenario, numerous concurrent communication sessions will take place between different sender/receiver pairs for unicast applications. Clearly, the interplay between sessions will introduce additional delay and jitter, and will potentially result in loss of packets. In order to analyze the best achievable unicast performance over VANET, in this paper we consider only one sender/receiver pair per simulation run; this enables us to determine the minimum delay and jitter, since there are no other packets in the network aside from the ones generated by the observed sender/receiver pair. Furthermore, we do not observe packet collisions in any of our simulation runs. Thus, we can conclude that the packet loss occurs solely because of the nonexistence of a physical path between the sender and the destination, and the communication is uninterrupted while a path between the sender and receiver exists.

To illustrate the principle of operation of the employed solution, Fig. 1 presents the following situation. Suppose that at time \( t_1 \) Path\#1 is the optimum path (i.e., delivers the message \( m_1 \) to the destination with the least amount of delay). If at time \( t_2 \), due to the fluctuating environment, Path\#2 becomes the optimum path (i.e., delivers the message \( m_2 \) with the least amount of delay), the employed scheme will switch between these paths seamlessly (without additional delay or loss of messages). Next, suppose that at time \( t_3 \) the only available path is Path\#3. If at time \( t_4 \), the direct link between the sender \( S \) and the relay node \( R_1 \) becomes unavailable and the links \( [S - R_2] \), \( [R_2 - R_3] \), and \( [R_3 - R_1] \) are available, the message \( m_4 \) will be delivered over the newly created path (Path\#3') without the loss or additional delay. In this manner, the solution ensures message delivery through the optimum path at any point in time. As noted earlier, no packet loss due to collision was observed in our simulation which implies that, when there exists a physical path between the sender and receiver, a) there is no difference between the employed routing scheme and the ideal routing\(^1\) with respect to the PDR and the connection duration, and b) the only difference to the ideal routing with respect to the delay and jitter is due to the practically negligible channel contention which is measured in microseconds.

To shed some light on the impact of a routing protocol on performance in VANET, we ran simulations with both our solution and the GPSR routing protocol with omniscient location service [20]. The simulation setup was identical in both cases: DSRC underlying the routing protocol with vehicles moving over the identical urban area. Fig. 2 shows performance differences between the employed protocols, ranging from 23 percent less messages delivered using the GPSR in low vehicle density scenario (25 veh/km\(^2\)), up to 20 times less in higher vehicle density scenario (100 veh/km\(^2\)). With GPSR, we observed significantly increased use of perimeter mode as the vehicle density increased. This implies that the increase in PDR discrepancy as the vehicle density increases is due to the GPSR’s inability to determine the optimum next hop as the number of available neighboring vehicles becomes larger, thus often resorting to perimeter mode which eventually results in frequent packet drops. At a low vehicle density (25 veh/km\(^2\)), GPSR does not suffer from this issue since there are usually only a few neighboring nodes and next hop selection is close to optimal.

**IV. SIMULATION SETUP**

Given the high cost of deploying actual equipment in the vehicles, real life testbeds for VANET research are extremely

\(^1\)Ideal routing is interpreted as the perfect routing which incurs no additional loss, delay, or overhead.
rare; this is especially true for medium and large scale systems, which are practically nonexistent, thus making the simulation environments the only feasible tools for analyzing the fundamental properties of VANET. We conducted simulations using the JiST/SWANS simulator with the STRAW mobility model. JiST (Java in Simulation Time) is a discrete event simulation environment, and SWANS (Scalable Wireless Ad Hoc Network Simulator) is a publicly available Java-based scalable wireless network simulator [21]. STRAW (Street RAndom Waypoint) [22] is a vehicular mobility model, built on top of the JiST/SWANS platform, that constrains the node movement to real U.S. streets (based on the U.S. Census Bureau’s TIGER data [23]). STRAW implements the car-following model [24] with lane changing, intersection control, and supports flows of vehicles (groups of vehicles with the same starting and destination point).

A. Simulation parameters

As noted earlier, we implemented the DSRC PHY and MAC layers based on the IEEE 802.11p draft standard [25], and we used connectionless unacknowledged (Type 1) operation of the LLC as specified in the IEEE standard 802.2. We do not make use of DSRC’s multi-channel functionality, since we only analyze a single sender/receiver pair. Atop the DSRC, we implement the routing scheme described in Section III. We do not make any assumptions regarding the transport protocol; this is another ongoing VANET research topic which is beyond the scope of this paper. Therefore, in the simulation we encapsulate the application-layer data directly in IP datagrams.

In order to set up a testbed as credible as possible, we followed the simulation modeling recommendations and tried to avoid the erroneous assumptions described by Kotz et al. in [26]: a radio’s transmission area is circular; all radios have equal range; if I can hear you, you can hear me (symmetry); if I can hear you at all, I can hear you perfectly; signal strength is a simple function of distance. Detailed simulation parameters are presented in Table I.

For signal propagation in the highway environment, we used the two-ray path loss model with a transmission range of 550 m. The transmission range was based on the recent field testing of DSRC equipment reported in [27], while [28] indicated that the signal propagation on highways can be adequately modeled with a deterministic two-ray path loss. In the urban environment, on the other hand, we implemented the probabilistic shadowing model, which better describes the complex urban surroundings with numerous obstacles (buildings, trees, overpasses, etc.). Using a stochastic approach to calculate the receiving power, and by taking into account the multipath propagation effects, shadowing model can describe the urban environment more realistically. The shadowing model is described by

\[ \frac{P_r(d)}{P_w(d_0)} = -10\beta \log \left( \frac{d}{d_0} \right) + X_{dB}, \]

where \( \beta \) is the path loss exponent, \( X_{dB} \) is a normally distributed random variable with mean zero and deviation \( \sigma_{dB} \). \( P_r(d) \) is the power at the receiver, and \( P_w(d_0) \) is the reference power received at a close distance \( d_0 \). By varying the values of \( \beta \) and \( \sigma_{dB} \), it is possible to simulate environments with different characteristics (from a flat world, free space signal propagation, to heavily shadowed environment with large number of obstacles and significant multipath effects).

Since we were interested in modeling the typical unicast real-time message exchange scenarios, the message size and frequency were chosen based on the measurements conducted in [29]. The simulation time for all scenarios was 600 seconds, with an additional warm-up time of 200 seconds during which no packets were sent, in order to have a more realistic initial vehicle distribution. We executed simulations with a total of more than 240 simulation hours. All of the nodes in the simulations were equipped with DSRC radios, and DSRC parameters were set up based on [25] and [27]. We opted not to perform simulations with varying penetration ratio because the recent connectivity study based on the traffic data collected from interstate I-80 in California showed that decreasing the penetration ratio is equivalent to decreasing the traffic volume, which leads to the conclusion that, at a certain market penetration ratio below 100%, the network connectivity will be the same as with 100% market penetration, given the equivalent increase in traffic volume [17]. To that end, we employ relatively low vehicle densities in our simulations in order to account for the lower penetration ratios that will occur during the initial phases of VANET deployment.

B. Highway and urban environment

We ran our experiments under two broad categories: highway environment and urban environment. Based on the concept of locality of interest, we set up our simulations in order to determine the QoS metrics between vehicles that are within each others’ multihop communication range as opposed to randomly selecting senders and receivers, which could be so far away from each other that even an unrealistically large 50 hop route would not be able to connect them.

1) Highway: For the highway environment, we ran the simulations on a segment of I-80 in Elko County, NV, presented in Fig. 3a, with equivalent simulation visualization in Fig. 3b (vehicle icons are not drawn to scale). The roadway portion we used was approximately 43.5 km long, with 3 lanes per direction. Within the simulation, we chose two vehicles as the observed vehicles (vehicles selected to be the sender/receiver pair in a given simulation run). For these vehicles, we specified initial placement, speed, and travel direction. We distinguished same direction and opposite direction scenarios. In the same direction scenarios, the observed vehicles were initially placed next to each other and moved in the same direction. In the opposite direction scenarios, the observed vehicles were placed approximately 10 km apart and moved towards each other. To have a greater control over the simulation, we specified the relative speed (difference between the speeds) of the two observed vehicles as 0, 5, 10, and 15 m/s in the same direction.
TABLE I
SIMULATION PARAMETERS

a) Global parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of senders</td>
<td>2 (sending messages to each other)</td>
</tr>
<tr>
<td>Number of messages</td>
<td>20 per second</td>
</tr>
<tr>
<td>Message size</td>
<td>Normally distributed</td>
</tr>
<tr>
<td></td>
<td>mean = 100(B); variance = 15(B)</td>
</tr>
<tr>
<td>TTL (max. # of hops allowed)</td>
<td>20</td>
</tr>
<tr>
<td>Vehicle densities (highway)</td>
<td>0, 1, 5, 10 (veh/km)</td>
</tr>
<tr>
<td>Vehicle densities (urban)</td>
<td>10, 25, 50, 100 (veh/km^2)</td>
</tr>
<tr>
<td>Speeds of vehicles</td>
<td>Normally distributed</td>
</tr>
<tr>
<td></td>
<td>mean = speed limit of the road</td>
</tr>
<tr>
<td></td>
<td>variance (highway) = 25% mean</td>
</tr>
<tr>
<td></td>
<td>variance (urban) = 35% mean</td>
</tr>
<tr>
<td>Simulation duration</td>
<td>600 seconds</td>
</tr>
</tbody>
</table>

b) DSRC parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency</td>
<td>5.9 (GHz)</td>
</tr>
<tr>
<td>Channel size</td>
<td>20 (MHz)</td>
</tr>
<tr>
<td>Transmission rate</td>
<td>6 (Mb/s)</td>
</tr>
<tr>
<td>Transmission power</td>
<td>20 (dBm)</td>
</tr>
<tr>
<td>Radio reception threshold</td>
<td>-84.7 (dBm)</td>
</tr>
</tbody>
</table>

c) Signal propagation parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Signal propagation model (highway)</td>
<td>Two-ray</td>
</tr>
<tr>
<td>Transmission range (highway)</td>
<td>550 (m)</td>
</tr>
<tr>
<td>Signal propagation model (urban)</td>
<td>Shadowing</td>
</tr>
<tr>
<td>Shadowing parameters</td>
<td>(\beta = 2.6); (\sigma_{dB} = 6)</td>
</tr>
</tbody>
</table>

and as 40, 50, 60, and 70 \(m/s\) in the opposite direction scenarios. These values encompass the usual speed deviation on the U.S. highways [30]. It is important to note that although the observed vehicles attempted to move at the speeds noted above, they obeyed the employed mobility model [22]; thus, their speeds changed according to the traffic conditions, and the relative speed values noted above are to be considered as a rough guidance while analyzing the obtained data.

The remaining non-observed vehicles were placed on the highway randomly based on a uniform distribution, and they traveled in a randomly chosen direction. Their speeds were set based on a normal distribution with the mean speed equal to the actual speed limit of the I-80 in Elko county (approx. 30 \(m/s\)), and a variance of 25\% of the mean speed. The variance was determined with regards to the empirical measurements of vehicles’ speed and variance on highways reported in [30]. The number of vehicles in the highway simulations was chosen to create the global densities specified in Table Ia.

2) Urban: For the urban environment, we used a portion of the city area of Chicago presented in Fig. 4a, with equivalent simulation visualization in Fig. 4b (again, vehicle icons are not drawn to scale). This area was approximately \(2.3 \times 3.2 \text{km}^2\). We analyzed scenarios with different vehicle densities per square kilometer, as specified in Table Ia. Similar to the highway environment, we chose two vehicles as the observed vehicles. In urban environment, both observed and non-observed vehicles were placed randomly based on the uniform distribution and traveled on a random route according to the STRAW mobility model. The speeds of both observed and non-observed nodes were randomly chosen from a normal distribution with the mean speed equal to the actual speed limit of the current road the vehicle is traversing and the variance of the speed set to 35\% of the mean speed in order to mimic a more volatile urban environment. The mean speed varied, since there were different road types in the simulated area.

C. Studied performance metrics

1) Connection duration: In order to have a meaningful interaction between different parties, most applications require a connection duration to last a certain amount of time. For instance, a live audio or video streaming session can last a variable amount of time, and during that time the connection between the publisher and subscriber must be available. Similarly, a multiplayer game session can last anywhere from one minute up to several hours depending on the type of the game.

In the same direction highway scenarios we report double the observed value of connection duration for all relative
Fig. 4. Urban area - Chicago.

speeds except the relative speed zero. The reasoning behind this is as follows. The observed nodes travel in the same direction with the specified speeds. Furthermore, the expected number of the relaying non-observed nodes is equal before and after the observed nodes meet thus implying that, on average, there will be the same number of nodes to relay the messages before and after the observed nodes meet. That is why, on average, we expect a symmetric connection duration distribution before and after the observed nodes meet. However, note that we initially place the vehicles next to each other, thus only measuring one half of the symmetric connection duration. Therefore, the observed value of connection duration will correspond to one half of the actual connection duration.

2) End-to-end delay: Many applications have strict constraints on maximum tolerable delay. For instance, various time-critical VANET safety applications, such as intersection collision warning, require end-to-end delay to be under 100 $ms$ [31]. Similarly, non-safety applications such as fast paced action multiplayer games [29] can only tolerate up to 150 $ms$ of end-to-end delay, while applications such as streaming audio/video and turn-based multiplayer games tolerate up to several seconds of delay. In this paper, we report the one way end-to-end delay.

3) Jitter: Jitter is the variation in the end-to-end delay between packets arriving at the destination. In real-time applications such as VoIP, video conferencing, and multiplayer games, jitter is often considered as important a metric as end-to-end delay [29].

4) Packet delivery ratio: Packet delivery ratio is the ratio of the number of messages received by the destination to the number sent by the sender. Since we believe that applications in infrastructureless VANET (especially real-time applications) will display locality of interest, we only analyze the packet delivery ratio for the urban scenario; the highway scenario is simulated over 43.5 kilometers of roadway, and assuming that two nodes 43.5 kilometers apart would be able to communicate without the infrastructure is not realistic, since a message relayed over such a large area would incur high delay and network load.

V. SIMULATION RESULTS AND DISCUSSION

Fig. 5 shows connection duration as a function of relative speed for different vehicle densities when observed nodes move in the same direction\footnote{We note here that the line representing 0 $veh/km$ in Fig. 5 and Fig. 6 is simply a ‘deterministic’ value calculated as a quotient of the transmission radius and the relative speed of vehicles.}. As expected, connection duration is directly dependent on the relative speed of the observed vehicles. Furthermore, connection duration usually benefits from higher vehicle densities, except in the scenario with relative speed zero, where increased vehicle density has a negative impact on connection duration because the non-observed vehicles present obstacles that can slow down one of the observed vehicles; this makes the distance between the observed vehicles larger, thus increasing the probability of a connection outage (Fig. 5a). Fig. 6 shows that vehicles traveling in the opposite direction (i.e., moving at high relative speeds) benefit greatly from additional nodes that can relay the messages. Connection duration is up to three times longer with 10 $veh/km$ compared to 0 $veh/km$. The large difference in the connection duration between the same and opposite direction highway scenarios points to the fact that it is useful for a VANET application to distinguish between opposite and same direction traffic and to predict potential connection duration based on that knowledge.

In the urban environment, connection duration is highly dependent on the vehicle density, since the observed vehicles travel in two dimensions (as opposed to one dimension in the
highway environment) and it cannot be assumed that they will travel in the same direction (or even meet on the road), thus the additional nodes are utilized to increase the connection duration. It is interesting to notice relatively low average connection durations for all four vehicle densities (see Fig. 7). Such short connection durations are result of the employed signal propagation model. The connection duration more than doubles if we choose the path loss exponent $\beta$ to be 2.4, which would correspond to an urban environment with smaller number of obstacles and less of an impact of the multipath propagation effects.

It is clear that in a complex urban environment, applications requiring connection durations of the order of minutes will not be able to function properly without the support of the infrastructure. However, according to the U.S. DOT infrastructure deployment plans [2], the first areas to be equipped with Roadside Units (RSUs) are the intersections of large U.S. cities, which will likely alleviate the connectivity problem.

With regards to the routing protocols, such a short connection duration in urban areas (of the order of seconds) implies that the route changes will occur at best at that frequency, thus making topology-based routing highly unlikely to perform well in infrastructureless VANET. We base this conclusion on the fact that the topology-based routing protocols in VANET would have to be able to change routes every several seconds in order to ensure connectivity: the overhead that would be created by such frequent route updates would be very high.

Similarly to connection duration, PDR is greatly affected by the vehicle density. Because the observed nodes can move over many different roads in different directions, the existence of nodes that can relay the message over a number of hops implies that a larger number of messages will be delivered. Fig. 8 clearly shows the relation of the vehicle density to PDR. Median values of PDR amounted to approximately 1%, 3.5%, 17%, and 72% for the analyzed vehicle densities.

Fig. 9 shows the average delay compared to the distance between the observed nodes. It is obvious that the delay is highly dependent on the distance between the observed nodes. In general, the delay increases fairly linearly with distance, with a steeper slope for urban areas where the same physical distance between the observed nodes implies larger number of hops, and thus higher delay due to the increase in transmission delay. It is interesting to observe the maximum distances between nodes achieved for different
environments. Since the observed urban area was a square with the diagonal of 3.9 km, the maximum distance between transmitting nodes cannot exceed that value. Also, given that the transmission range of radios in urban area was decreased compared to highway area, the maximum distance achievable is significantly shorter than in highway environment. Given that the connection duration was of the order of hundreds of seconds in the same direction highway scenarios, the maximum distance between the observed nodes appears to be quite small. The reason behind such a small maximum distance is that at low vehicle densities there are not enough intermediate nodes to support the communication over large distances, while at higher densities the traffic congestion on the roads makes the vehicles unable to travel at high relative speeds due to the employed mobility model. Furthermore, the maximum distance achieved in opposite direction highway scenarios confirms our hypothesis that applications in VANET are going to be bound to a certain region of interest; although at moments the observed vehicles were more than 10 km apart, even the employed routing protocol that accounts for all available paths was unable to relay the messages over distances larger than 4.5 km.

Fig. 10 shows jitter distribution for urban and both same and opposite direction highway scenarios. Jitter is largely confined within 0 - 30 ms for highway and up to 50 ms in urban environment. The longer tail in the distribution of jitter in urban environment is again due to the decreased transmission range, which implies larger number of hops, thus producing larger variance.

The results presented in this section point out the ability of DSRC-enabled VANET to support one way end-to-end delay below 100 ms, jitter largely below 40 ms, and that given a high enough vehicle density in urban environment or a small enough locale of interest in highway environment, relatively high PDR may be expected. However, connection duration seems to be the key issue for enabling applications in VANET (especially real-time applications, which require a meaningful connection duration). In the case of high vehicle densities and low relative speed between vehicles on a highway, the connection duration can be several minutes. However, in cases of sparse network and high relative speeds (i.e., vehicles moving in the opposite direction on highway) as well as in urban areas, the connection duration is significantly shorter. Therefore, in order to achieve longer connection durations,
infrastructure support will be necessary even over relatively small areas (the simulated urban area was $2.3 \times 3.2 \text{ km}^2$).

In a highway environment, message delivery over a geographical area larger than 4.5 km was not observed. This confirms our initial assumption that applications in VANET, especially real-time non-safety ones, will be bound to display locality of interest. In a sparse network this is true because of the lack of relaying nodes: store-carry-forward routing [32] could be used to increase the geographical range and PDR, but the delay and jitter would be exacerbated. In a dense network, however, relaying the message over a large number of hops could result in flooding the network, thus significantly affecting the network performance [33]. This is especially true for real-time applications, which create a continuous stream of messages.

Furthermore, based on the obtained results, we argue that topology-based routing is not a viable option in VANET since the dynamic VANET environment would require a very frequent route change, thus incurring additional delay and overhead by flooding the network with control packets in case of dense networks.

VI. CONCLUSIONS AND FUTURE WORK

In order to characterize the behavior of infrastructureless VANET, we presented comprehensive simulation results based on a realistic testbed setup. By conducting simulations in both highway and urban environments and by varying both the vehicles’ speed and density, we were able to thoroughly analyze the important QoS metrics: connection duration, delay, PDR and jitter. We showed that values of delay and jitter in VANET can satisfy the requirements of most applications, while PDR and connection duration are both highly dependent on the vehicle density and the specific environment, and the connection duration is also closely related to the relative speed of vehicles. The results also confirmed our initial assumptions regarding the locality of interest for applications in VANET; communication over large area will not be possible without the use of infrastructure.
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