A method for registration and model-based segmentation of Doppler ultrasound images
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ABSTRACT

Morphological changes of Doppler ultrasound images are an important source of information for diagnosis of cardiovascular diseases. Quantification of these flow profiles requires segmentation of the ultrasound images. In this article, we propose a new model-based method for segmentation of (aortic outflow) velocity profiles. The method is based on a procedure for registration using a geometric transformation specifically designed for matching Doppler ultrasound profiles. After manual segmentation of a model image, the model image is temporally registered to a new image using two manually defined points in time. Next, a non-rigid registration was carried out in the velocity direction. As a similarity measure normalized mutual information is used, while optimization is performed by a genetic algorithm. The registration method is experimentally validated using an in-silico image phantom, and showed an accuracy of 5.4%. The model based segmentation is evaluated in a series of aortic outflow Doppler ultrasound images from 30 normal volunteers. Comparing the automated method to the manual delineation by an expert cardiologist the method proved accurate to 6.6%. The experimental results confirm the accuracy of the approach and shows that the method can be used for the segmentation of clinically obtained aortic outflow velocity profiles.

1. INTRODUCTION

Doppler ultrasound blood flow profiles are clinically important for the diagnosis of cardiovascular diseases. Blood velocities over the mitral valve provide information on filling of the ventricles (diastolic function), while aortic outflow velocities contain information on cardiac function. Thus, the quantification of the morphological changes in the velocity profiles over the valves are linked to cardiovascular diseases and are of clinical importance. To facilitate the quantitative analysis, it is required to extract the velocity profile from the Doppler ultrasound image using a segmentation method. When studying aortic outflow velocities, it is possible to extract clinically relevant features that characterize the profile shape. However, manual segmentation is a time consuming task, therefore an automatic segmentation procedure is preferable.

In this paper, we present a method for model-based segmentation of aortic outflow velocity profiles, which utilizes a new method for registration of Doppler ultrasound images. The registration procedure described in the next section is used for the model-based segmentation. Since one of the images from the set was used as a model we will further refer to this image as the reference image. The reference image is manually segmented by
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an expert cardiologist to obtain the reference outflow profile. Later, this reference profile is transformed to the target patient image to obtain the segmentation.

The registration and resulting segmentation method are specifically targeted for processing ultrasound Doppler velocity profiles. The accuracy of the registration is tested in an (in-silico) phantom while the whole segmentation method is evaluated in a set of clinical aortic outflow images.

2. METHODS

2.1 Registration

The goal of image registration is to determine parameters of the geometric transformation, which maps a source image into a target image. The source and the target images will be denoted as $S(\mathbf{x})$ and $T(\mathbf{x})$, respectively, where $\mathbf{x}$ will be used as vector defined by the ordered pair in a Cartesian coordinate system, i.e. $(x,y)$.

Doppler ultrasound images represent the instantaneous blood velocity within the sample volume (pulsed Doppler) or scan line (continuous wave Doppler) as a function of time, referenced to the heart cycle using the electrocardiogram. This implies that the relevant phase of the cardiac cycle has to be extracted (the ejection period when quantifying aortic outflow) and that the changes in the instantaneous velocities have to be quantified. This actually describes the transformation needed to register Doppler images, which consists out of two parts. The first part is denoted as $e(\mathbf{x})$ and represents the extracting the relevant phase of the cardiac cycle and scaling of the source image to the target image to obtain the same resolution. This part of image registration is done semi-automatically since it uses manually identified phase cycle. The second part of the image registration process is denoted as $f(\mathbf{x})$ and it is non-rigid transformation. The total transformation of an image can therefore be written as:

$$(f \circ e)(\mathbf{x}).$$

Since the mayor information in the outflow velocity profile is in the changes in the instantaneous velocities, the major difference between outflow velocity profiles are in the y-axis (velocity) direction. Thus, after identifying the phase in the cycle, the possible inter-individual changes in the profile can be described with a one-dimensional transformation on the velocity scale. The transformation $f(\mathbf{x})$ can therefore be reduced to the transformation $f(x)$ since it is only the function of the variable $x$ (corresponding to time). For the sake of notation simplicity we will observe the case when all the images are already scaled to same resolution (i.e. transformation $e$ is done), and further talk of $f(x)$ as an transformation function.

To calculate this transformation function, the image $S(\mathbf{x})$ is divided in $N$ vertical segments and each of these is scaled with a different scaling factor. These scaling factors together define the transformation vector noted by $t$. Continuity of the transformation function $f(x)$ is obtained using a cubic spline interpolation, thus avoiding the discontinuities between adjacent segments. If one selects $N = 10$, this can be depicted as shown in Figure 1. The left image shows an image divided in ten segments where each segment is scaled with respect to its scaling factor. The right image shows the same image where the scaling of each stripe is done using transformation function $f(x)$.

Now, when the transformation is defined we still have to define when the source and target images are registered. We can say that, the images $S(\mathbf{x})$ and $T(\mathbf{x})$ are perfectly registered if the function $f$ satisfies the equation:

$$S(f(\mathbf{x})) \equiv T(\mathbf{x}).$$

To calculate whether the two images are equivalent, we have to define a similarity measure between the images $S(f(x), y)$ and $T(x, y)$, along with optimization algorithm that will maximize the similarity measure with respect to transformation function $f(x)$, i.e. find $f_{optimal}$. This can be written as:

$$f_{optimal} = \max f E(S(f(x), y), T(x, y))$$

where $E$ represents an image similarity measure and $f_{optimal}$ describes the optimal transformation function in the sense of the maximal similarity between $S(f(x), y)$ and $T(x, y)$, where only $N$ degrees of freedom are allowed, since the transformation function is constructed out of the transformation vector.
Woods et al.\textsuperscript{5} first presented mutual information as promising for intermodality registration, mainly because different medical imaging modalities usually have different medical intensities, characteristics and different resolutions. Mutual information is also described as a similarity measure that does not make any assumptions regarding the nature of the relation between the image intensities in the registered images.\textsuperscript{6, 7} Given that, when registering Doppler ultrasound images, we are interested in global correspondence and that these images are inherently containing a lot of (speckle) noise, we used mutual information in its normalized form:\textsuperscript{6, 8}

\[
NMI(S, T) = \frac{H(S) + H(T)}{H(S, T)},
\]

where $H(S)$ and $H(T)$ stands for entropy of images $S$ and $T$, and $H(S, T)$ for joint entropy.

For image registration, usually, the energy function consists of two parts. The first part measures the similarity of the images and the second part penalizes the warp. As the similarity measure the Normalized mutual information was selected which gave the form of the equation:

\[
E(S(x), T(x)) = NMI(S(f(x), y), T(x, y)) - \alpha \cdot C(t)
\]

The parameter $\alpha$ weighs the second part and determines the trade-off between the similarity measure and the regularization. The selected value was 0.01 and the function $C(t)$ is defined as:

\[
C(t) = \sum_{i=1}^{N-1} |t(i+1) - t(i)|
\]

where $N$ stands for the vector length (and corresponds to the number of vertical segments, as defined earlier), and $t(i)$ for the $i$-th element of the vector $t$.

Although transitivity and inverse consistency do not guarantee the accuracy of the registration they are often preferable or even used as measure of quality of the registration.\textsuperscript{9, 10} Since this is the unidirectional registration, the inverse consistency is not guaranteed. Therefore a modification of the first part of the Equation 5 is used instead.\textsuperscript{9, 11} If the images are already scaled to the same resolution, we can write this first part in the form:\textsuperscript{12}

\[
E_1(S, T, f) = NMI(S(x, f(x) \cdot y), T(x, y)) + NMI(S(x, y), T(x, f^{-1}(x) \cdot y))
\]

The energy function used as a similarity measure can therefore be written as:

\[
E(S(x), T(x)) = E_1(S, T, f) - \alpha \cdot C(t)
\]

In this study 59 images form 30 healthy volunteers were used. The number of segments selected for this study was 10 ($N = 10$). To maximize the function from the Equation 8, a genetic algorithm was used for the optimization. A 50 generations of 50 units with 40% probability of the crossover and mutation, were calculated on a cluster of PCs using Matlab and the Distributed Computing Toolbox. The final result was selected as the best one from the generations.
2.2 Model-based Segmentation

The idea of model-based segmentation is based on the use of a representative reference (or model) image, where the desired structure is manually segmented by an expert cardiologist. The desired structure is the aortic outflow velocity profile. This expert segmentation is done only once on the reference image, and is later used for automated segmentation. When a new patient image is acquired, the segmentation is conducted in two steps:

1. The reference image is registered to the new (target) image which must be segmented, resulting in a set of parameters describing the geometric transformation that is mapping the reference to the target image.

2. The aortic outflow profile from the reference image (the model) is geometrically transformed using the parameters obtained in the previous step. Since the reference image is already segmented, the obtained outflow profile after registration to a target image is the required segmentation.

In this paper, we used a representative image of a normal healthy volunteer as the reference image. As a representative the least different image (with respect to the transformation function) compared to all other images is selected. Rohlfing et al.\textsuperscript{13,14} in theirs works have used similar approach where just one individual was selected as a model image, where the criteria for selection of this image was different.

To find the image that is the least different form the rest of the images in the set it was necessary to calculate the mutual mappings of all the images. After this mapping all the transformation vectors from one image to any other image of the set is known. The distance function is now defined:

\[ D(k) = \sum_{i=1}^{M} |I - t_{k \rightarrow i}|, \]  

where \( M \) stands for number of the outflow profiles (i.e. \( M = 59 \)), and \( t_{k \rightarrow i} \) for the transformation vector of the \( k \)-th outflow profile onto the \( i \)-th. \( I \) denotes the identity transformation vector, i.e. the vector with all ”ones”, and represents no distortion of the image. Now we could easily extract \( k \)-th image that has smallest distance from the rest of the set.

3. EXPERIMENTS

3.1 Evaluation of Registration Method Using a Phantom

To estimate the registration accuracy, a phantom image was constructed. The outflow profile in it’s first approximation can be seen as parabola in x-axis direction that declines with change of y. This was simulated using the following expression:

\[ P(x, y) = \frac{1}{1+(x-c_1)^2} \cdot (c_2 - c_3 \cdot \text{arctg}(y - c_4)) \]  

The resulting image is shown in Figure 2 (left). Additionally, we defined a transformation vector \( t \), which was used to construct the transformation function to deform the phantom. The deformed phantom constructed using the same deformation function which was implemented in the optimization algorithm and \( t \) defined as in Equation 11 is shown in Figure 2 (middle).

\[ t = [1.3, 1.3, 1.2, 1.2, 1.1, 1.1, 1, 1, 0.9, 0.7] \]  

After deformation the phantom was labeled as the target, and the deformed phantom as the source image. These two images were used as input parameters for our optimization algorithm. The registration method resulted in the transformation vector as shown in Table 1 (first row). In the second row, the Hadamard product of the vectors \( t \) and \( t_{\text{op}} \) is calculated, to check the inverse compatibility of these two vectors. The most right image in Figure 2 shows the deformed phantom image after it is re-transformed with the function constructed from \( t_{\text{op}} \).
If we denote as $f_{op}$ the transformation function corresponding to $t_{op}$, than the re-transformed image can be described as $f_{op}(f(P))$. To see how each of these transformations affect the normalized mutual information, it was calculated for the three cases (shown in Table 2). It is interesting to note that the ideal inverse transformation function $f^{-1}(f(P))$, with a known transformation vector, does not reach the maximum possible value for the normalized mutual information. Nevertheless, from the Table 2 we can conclude that we may be satisfied with the transformation function as found by our optimization algorithm ($f_{op}$), since it produces the results close to the ideal inverse function ($f^{-1}$).

If we denote the transformation function corresponding to $t_{op}$, than the re-transformed image can be described as $f_{op}(f(P))$. To see how each of these transformations affect the normalized mutual information, it was calculated for the three cases (shown in Table 2). It is interesting to note that the ideal inverse transformation function $f^{-1}(f(P))$, with a known transformation vector, does not reach the maximum possible value for the normalized mutual information. Nevertheless, from the Table 2 we can conclude that we may be satisfied with the transformation function as found by our optimization algorithm ($f_{op}$), since it produces the results close to the ideal inverse function ($f^{-1}$).

Table 2. Normalized mutual information

<table>
<thead>
<tr>
<th>$NMI(P, f_{op}(f(P)))$</th>
<th>1.42</th>
</tr>
</thead>
<tbody>
<tr>
<td>$NMI(P, f^{-1}(f(P)))$</td>
<td>1.68</td>
</tr>
<tr>
<td>$NMI(P, P)$</td>
<td>2.00</td>
</tr>
</tbody>
</table>

Table 2. Normalized mutual information

### 3.2 Clinical Evaluation of the Model-based Segmentation

For the purpose of this study the Continuous Wave Doppler traces of the aortic outflow, from 30 normal volunteers, were acquired with a clinical echocardiographic scanner (Vivid 7, GE Healthcare) using an apical 5-chamber view. Images were digitally stored in 'raw' Dicom format, containing the spectral Doppler information in proprietary tags. These 'raw' Dicom images were converted into Hierarchical Data Format (HDF) using an Echopac workstation (GE Healthcare). From the HDF file, the image containing the aortic velocities was extracted. To time the cardiac cycle, a single ejection period (from opening until closure of the valve) was manually indicated by an expert cardiologist. To ease this work, a software application was implemented with a graphical user interface as illustrated in Figure 3. From the 30 individuals included in the study, from all but one, two heart beats were acquired, resulting in a total of 59 outflow profiles used for processing.

The validation of the proposed model-based segmentation method was performed by comparing the automatic segmentation with a manual delineation performed by an expert cardiologist, who also manually segmented the reference (model) image. The manual segmentation was done using gimp, and from this image, the border between regions are extracted as a function: $B: \mathbb{R} \rightarrow \mathbb{R}$. The reference image was subsequently registered to all the other images and the transformation functions were calculated and used to transform the border of the segmented model image onto the non-segmented image. In discrete form, this can be written as Hadamard product:

$$B_a[x] = f^{-1}[x] \ast B_r[x]$$  \hspace{1cm} (12)

where $B_a$ represents the border of the outflow profiles of the normal volunteers obtained from the automatic segmentation, and $B_r$ the boundary of the reference image. In order to evaluate the performance of this segmentation approach, the results ($B_a$) were compared to the best segmentation that could be provided in these
Figure 3. Illustration of graphical user interface used for indicating opening and closing of the valve.

clinical images: the manual segmentation by the expert (denoted by $B_m$). For the brevity of presentation, only two of the images from the set of 59 images were selected as representative and shown in Figure 4, where solid line represents manual and the dotted automatic segmentation.

Figure 4. Transformation from the reference image to the manually segmented image. All axes are in pixels.

The average error (calculated as the sum of the absolute difference between the transformed reference border and the manually delineated border, divided by the resolution of the image, was 6.62%. To get an idea on the reproducibility of the manual segmentation, for a few cases, the error between two manually delineations by the same cardiologist (performed with some time gap in between) was calculated. This error was in some cases above 12%.

Additionally, to assess the quality of the segmentation, the homogeneity of the image intensities around the obtained delineation (the mean values with standard deviation) were calculated for both the manual and the automatic segmentation. Table 3 compares the mean intensities for the manually and automatically segmented border, with the mean intensities of the whole target image in the first column, and their standard deviation in the second. The notation $B_m\{i\}$ and $B_a\{i\}$ was used to denote the pixel set on which the manually and automatically segmented border lies on, while the notation $T(\overrightarrow{x})$ was used for the pixel set of the target image.

<table>
<thead>
<tr>
<th></th>
<th>$\bar{z}$</th>
<th>$\sigma^2$</th>
<th></th>
<th>$\bar{z}$</th>
<th>$\sigma^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B_m{i}$</td>
<td>69.6667</td>
<td>27.1468</td>
<td>$B_m{i}$</td>
<td>60.1088</td>
<td>25.3334</td>
</tr>
<tr>
<td>$B_a{i}$</td>
<td>54.7093</td>
<td>15.3528</td>
<td>$B_a{i}$</td>
<td>59.2395</td>
<td>18.1734</td>
</tr>
<tr>
<td>$T(\overrightarrow{x})$</td>
<td>95.2149</td>
<td>84.0662</td>
<td>$T(\overrightarrow{x})$</td>
<td>79.1770</td>
<td>76.2523</td>
</tr>
</tbody>
</table>

Table 3. Mean pixel intensities ($\bar{z}$) and their standard deviation ($\sigma^2$) for the borders from Fig. 4 and the whole images. See text for details.

Table 4 shows the mean intensities for the manually and automatically segmented border of all images.
alongside with their standard deviation and equivalent values for target image.

<table>
<thead>
<tr>
<th></th>
<th>( \hat{z} )</th>
<th>( \sigma^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( B_m {i } )</td>
<td>60.0012</td>
<td>35.1627</td>
</tr>
<tr>
<td>( B_a {i } )</td>
<td>50.5117</td>
<td>19.3723</td>
</tr>
<tr>
<td>( T(\hat{z}) )</td>
<td>77.2987</td>
<td>70.2982</td>
</tr>
</tbody>
</table>

Table 4. Mean pixel intensities and their standard deviation for the manual and automatic segmentation on all images.

4. DISCUSSION AND CONCLUSION

In this paper, we introduced (i) a new method for the registration of Doppler ultrasound velocity images, and, using this registration approach, (ii) a new model-based segmentation of aortic outflow velocity profiles.

The phantom validation demonstrated that the registration is quite accurate, with an error of the transformation function, on average, around 5.4% (see Table 1). From the Table 2 we can conclude that the achieved maximum is close to optimal, since even the ideal inverse transformation does not reach absolute maximum of the normalized mutual information, which was used as similarity measure.

When the results of registration and automatic segmentation are compared to a manual segmentation by an expert cardiologist, the difference, as a measure of the error of the automated segmentation, is 6.62%, on average. Since the error, in most cases, is actually between 2 and 6 pixels (depending on the resolution of the image), this can partially be explained as a human error in the manual segmentation. Compared to the inter-observer error this error is within the tolerance values.

When the results of manual and automatic segmentation are compared, with respect to the variability of the intensity values (see Tables 3 and 4), it is easy to conclude that automatic segmentation has less deviations around mean values, i.e. that the thresholding is more consistent than the manual one.

Thus, we can conclude that the proposed method for the image registration can be used for the automatic segmentation of Doppler ultrasound images and that its average error is not larger than the inter-observer human error. Also this method is more consistent, in the sense of the intensity values variability.
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