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Abstract—Next release problem is a software engineering problem, lately often solved using heuristic algorithms. It deals with selecting a subset of requirements that should appear in next release of a software product. The problem lies in satisfying various parts interested in project development with acceptable costs. This paper compares two rather simple, but often used and efficient heuristic algorithms: Hill Climbing and Simulated Annealing. The aim of this paper was to compare the performance of these algorithms and their modifications on a large scale problem. We investigated the differences between four variations of Hill Climbing and two variations of Simulated Annealing, while Random Search was used to verify the benefit of using a heuristic algorithm. The evaluation was performed in terms of finding the best solution for a given budget and in calculating the proportion of non-dominated solutions that form the joint Pareto-optimal front. Our research was done on publicly available realistic datasets that were obtained mining the bug repositories. The results indicate Simulated Annealing provides a more thorough insight into the problem search space.
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1. INTRODUCTION

In this paper we address the next release problem (NRP), a problem present in requirements engineering. This task of choosing a subset of possible requirements often meets more than a couple of contradictory demands. That is why this problem falls into the domain of multi-objective problems, often solved using search based software engineering algorithms [1]. Satisfying as many of the contradictory demands is not the only constraint under which this problem is dealt with. There is also the problem of budget, i.e. limited financial resources available in the project [2]. The mere concept of trying to satisfy the highest number of stakeholders or customers while spending the lowest amount of resources in the process is a contradictory demand which leads to a necessary trade-off.

The NRP is very similar to the Knapsack problem and often has a very large search space due to a greater number of possible requirement configurations [3]. That is why exhaustive search cannot solve the problem efficiently and metaheuristics are used instead. Using search based software engineering in such a multi-objective problem does not always give one optimal solution to the problem. It usually gives several incomparable or equally good solutions that should provide an insight into the search space of candidate solutions. Therefore, the final decision is left to an expert [4].

There are several research questions that drive our study. Examining the related work we noticed a rare use of Hill Climbing algorithm when dealing with NRP. Although Simulated Annealing algorithm usually outperforms other local search algorithms, the comparison was never performed with realistic data. Research performed by Xuan et. al [5] made such a dataset publicly available. This research gap motivates our first research question:

RQ1: Does Simulated Annealing algorithm outperform Hill Climbing algorithm in realistic large scale NRP?

We also noticed that the comparison of Hill Climbing algorithm and Simulated Annealing algorithm was never performed in terms of forming the Pareto-optimal front of non-dominated solutions, which provide a more thorough insight into the problem search space and are more informative for the decision maker. That brings us to the second research question:

RQ2: How does Hill Climbing perform in forming the Pareto-optimal front of non-dominated solutions in realistic large scale NRP?

The realistic datasets we used in our research are instances of a large scale problem with number of stakeholders in range between 300 and 800 and number of requirements between 2000 and 4500. Many other studies used smaller datasets, like the one proposed by Greer and Ruhe and adopted by other studies which contain only 20 requirements and 5 stakeholders. We believe the huge search space in our research makes the algorithms with thorough search of neighbourhood solutions like Steepest Ascent Hill Climbing unable to adopt more than a couple of solutions and therefore makes them inappropriate for dealing with such a problem. We also wanted to investigate how the order of neighbourhood search influences the algorithms’ results. One way of neighbourhood was purely randomized, while the other one followed the order of
requirements in the dataset. Finally, we present the last two research questions:

RQ3: Does large scale problem make Steepest Ascent Hill Climbing algorithm incapable of efficiently solving the NRP?

RQ4: Does order of neighbourhood search influence the local search heuristic algorithm in finding the optimal solution in large scale NRP?

This paper consists of six sections. Next section explains the motivation for our choice of algorithms and evaluation criteria examining the related work. Following section contains some basic information about heuristic algorithms in general and presents the Hill Climbing and the Simulated Annealing algorithms. Section IV describes our case study in details: how the NRP is structured, which are the datasets we had used to compare the two algorithms and finally which are the results we have obtained. The answers to our 4 research questions, along with future work are concluded in the final section.

II. BACKGROUND

The fitness function and search space are the only two requirements for usage of a heuristic algorithm. The mere simplicity of requirements and the fact that fitness function may be defined in any possible way make the search based software engineering applicable to a very large number of problem domains. The choice of using heuristic algorithm instead of exhaustive search may be defined by the problem itself. Many problems have too large search space for the exhaustive search to finish in reasonable time and for some of them a "near optimal" solution is sufficient. The heuristic algorithms can also rather quickly give an insight to problems where the configuration of the search space and its candidate solutions is unknown. All of these advantages make heuristic algorithms used in all stages of software product life cycle and form the area also known as search based software engineering (SBSE). The most often used algorithms are genetic algorithms, genetic programming, Hill Climbing and Simulated Annealing [7], [18]. The latter two are used in this paper.

Solving the NRP in software engineering using heuristic algorithms was first proposed by Bagnall et al. [6] in 2001. Their study compared three instances of Hill Climbing (Steepest Ascent, First Found and Sampling), two instances of Simulated Annealing and a greedy algorithm upon 5 randomly generated datasets. The evaluation criterion was best solution found by an algorithm for a determined budget constraint. The results showed the Simulated Annealing to be the most successful algorithm.

Hill Climbing was rarely used in dealing with the NRP. Besides Bagnall et al. [6], there were only a few other researches performed using this algorithm. Lu et al. [7] used two instances of Hill Climbing algorithm and compared them in terms of finding one best solution and calculating time consumed for that task. However, their focus was the fitness landscape analysis and the improvement it could bring to the heuristic algorithm. Jiang et. al [8] proposed greedy climbing search, a Hill Climbing algorithm based on greedy strategy and stated that Simulated Annealing proved to be efficient only for large scale NRP. Their study compared the approximate backbone based multilevel algorithm, greedy Hill Climbing and Simulated Annealing algorithms in terms of best profit for determined budget and time consumption. Xuan et. al [5] are the last ones to have used the Hill Climbing algorithm, but they used it only for the fitness landscape analysis. There are other heuristic algorithm often used in NRP, like NSGA-II [1], [3], [4], [9]–[14], Ant Colony [2], MOCell [3], [11], Greedy algorithm [4], [6], Two-archive algorithm [9], [10] and Simulated Annealing [2], [6], [11], [13]. However, we find only the Simulated Annealing algorithm similar enough to be compared with the Hill Climbing algorithm and it showed to be one of the best algorithms in other studies.

Due to lack of publicly available real world data, majority of studies that deals with solving the NRP using heuristic algorithms used synthetic, randomly generated instances [1]–[3], [6]–[12], [14], [15]. Even the Xuan et. al [5] used synthetic datasets, which were named as classical. One of the most popular such datasets is the one proposed by Greer and Ruhe [15] in 2004. Even though it was a randomly generated dataset, they presented all the values that constitute it so other researchers like Sagrado et. al [2], Zhang et. al [9] and Finkelstein et. al [10] used the same values. However, they could not compare the results because the information regarding the cost of each requirement was missing. The missing values were generated randomly, with the range [10, 1100], following Gaussian distribution but the dataset was not identical. The only non-synthetic dataset was provided by a large telecom company [4], [9], [13] and most likely due to confidentiality agreement it was never made publicly available.

The research done by Bagnall et al. [6] influenced the research of Xuan et. al [5] and our own as well. While Bagnall et al. used randomly generated datasets, we used the realistic ones from [16]. To our knowledge, this is the first time the Hill Climbing algorithm is evaluated in term of forming the Pareto-optimal front, which could provide a better insight to the problem and possible solutions that having just the highest value of profit or satisfaction for a limited budget. The Pareto-optimal front is a subset of non-dominated solutions. A non-dominated solution is superior to other examined solutions in terms of objectives we are optimizing. In our case, the objectives are to minimize the decision cost DC and to maximize the profit. For each solution present in Pareto-optimal front we can say that no other examined solution can improve one objective without worsening the other objective. We also did not encounter any study that compared the Hill Climbing and Simulated Annealing algorithms using realistic data.

"Ordered" and "Random" procedures of the neighbourhood search are presented both in Hill Climbing and Simulated Annealing. We had not encountered a case study that deals with this question so far. We believe the differences they provide to the algorithm results would be insignificant for the small scale problems. With reasonably high number of maximal iterations $c_{max}$ both procedures would cover most of the solutions. However, with the same value of $c_{max}$ they
would cover a lot less than total number of possible solutions for a large scale problem. With limited span of solutions they could cover, the difference in the neighbourhood search procedure could lead to different subsets of solutions they would examine. That is why we focused our research to this topic in our RQ4 as well.

III. THE NEXT RELEASE PROBLEM

Next release problem can be represented with following input parameters:

- A set of $m$ stakeholders whose demands are to be considered in the requirements engineering phase
  \[ S = \{s_1, s_2, \ldots, s_m\} \]  \hspace{1cm} (1)

- A set of $n$ requirements that are possible for the next release of a software product
  \[ R = \{r_1, r_2, \ldots, r_n\} \]  \hspace{1cm} (2)

- A set of $n$ costs that denote the resources needed for the proper implementation of each requirement
  \[ C = \{c_1, c_2, \ldots, c_n\} \]  \hspace{1cm} (3)

- A set of $m \times n$ values that quantify the satisfaction of a stakeholder by choosing a specific requirement or binary values that represent which of $n$ requirements are desired by each of the $m$ stakeholders
  \[ V = \begin{pmatrix} v_{1,1} & v_{1,2} & \cdots & v_{1,n} \\ v_{2,1} & v_{2,2} & \cdots & v_{2,n} \\ \vdots & \vdots & \ddots & \vdots \\ v_{m,1} & v_{m,2} & \cdots & v_{m,n} \end{pmatrix} \]  \hspace{1cm} (4)

- A set of $m$ values that represent the potential profit from each stakeholder or their importance weight
  \[ P = \{p_1, p_2, \ldots, p_m\} \]  \hspace{1cm} (5)

Besides these four parameters that characterize the multi-objective problem we are dealing with, there are some additional internal parameters:

- The budget available at the start of project, often represented as percentage $\beta$ of total costs needed to implement all of the requirements
  \[ B = \beta \sum_{i=1}^{n} c_i \]  \hspace{1cm} (6)

- A decision vector of $n$ binary values that represent a Solution, with value of 1 for the requirements that ought to be implemented and with the value of 0 for those that ought to be excluded
  \[ X = \{x_1, x_2, \ldots, x_n\} \]  \hspace{1cm} (7)

- The decision cost as the amount of resources needed to implement the decision under consideration
  \[ DC = \sum_{i=1}^{n} c_i x_i \]  \hspace{1cm} (8)

- The level of profit the decision under consideration would bring from all of the $m$ stakeholders. The profit from each stakeholder is obtained only if all of his demanding requirements are included in the decision vector.

From these internal parameters, the objective of the NRP can be summed up to make a final decision $X_{\text{best}} = \{x_1, x_2, \ldots, x_n\}$, that would produce a level of satisfaction or profit as high as possible while retaining the costs below the budget constraint $DC < B$.

IV. HEURISTIC ALGORITHMS

Heuristic algorithms are a group of optimization algorithms and techniques that use a certain degree of randomness. They are used for large scale problems for which we have no insight what the optimal solutions looks like and where exhaustive search proved to be too slow. The application of randomness speeds up the search process and it can be described as proceeding by trial and error. There are several general terms common to any heuristic algorithm:

- The Search Space is the whole range of parameters’ values that presents solutions to the problem. In our case, the search space is any possible combination of requirements proposed to be included in the next release of a software product, i.e. any solution $X$.

- The Fitness Function is a quantitative representation of solution’s quality. In our case, the fitness function is the level of profit a solution would provide.

- The Feasible Solution is a solution $X$ that implies a decision cost $DC$ below the budget $B$ constraint for the NRP.

- The Optimal Solution is a feasible solution $X_{\text{best}}$ that provides highest level of profit for encountered decision cost $DC$.

- The Candidate Solution is a feasible solution $X$ that is under consideration for becoming the optimal solution $X_{\text{best}}$.

- The Neighbourhood consists of all solutions that are close to the candidate solution. In our case, the neighbourhood of the candidate solution $X$ are all the solutions that have only one bit flipped.

- Ordered Search Procedure means the neighbourhood is to be searched in repeating incrementing order from the first requirement to the last, following the same order as is given by the dataset.

- Random Search Procedure performs the neighbourhood search in randomized order.

- Random Restart is used if the algorithm stops before it is supposed to. Then it restarts from another randomly selected candidate solution.

The first Candidate Solution is usually a randomly chosen feasible solution from the search space at the initialization phase of a heuristic algorithm. The second phase is the quality check of candidate solution. It implies the calculation of its fitness function. The fitness function is defined by the problem we are dealing with and it quantifies the quality of a candidate solution [17]. The following phases of a heuristic algorithm are included in an iterative procedure. The modification phase examines the solutions in the neighbourhood of the candidate solution.
solution searching for the optimal solution. After the quality check of examined solutions in the neighbourhood we get to the decision phase. It decides which candidate solution proceeds to the following iteration, taking fitness function into account. The search stops when it reaches a solution that is good enough, a non-dominated solution or if it exceeds the predefined maximal number of iterations. In our case, the algorithm randomly restarts until the value \( c_{\text{max}} \) is achieved.

The stopping criterion of all algorithms is the predefined maximal number of iterations \( c_{\text{max}} \). The algorithm randomly restarts if it exceeds the predefined maximal number of iterations \( c_{\text{max}} \). The algorithm randomly restarts until the value \( c_{\text{max}} \) is achieved.

There are two major differentiation factors that classify the heuristic algorithms in one of the following groups:

- **Single State vs. Population Based Algorithms** - depending on the number of candidate solutions examined simultaneously,
- **Local vs. Global Search** - depending whether the algorithm finds local or global optima.

While *single state algorithms* analyze only one candidate solution at the time, the *population based algorithms* analyze a whole span of solutions at each iteration. The local search algorithms have the disadvantage of becoming trapped in a local maximum of the search space. The global search algorithms, on the other hand, overcome that disadvantage but at the cost of higher computation time.

### A. Hill Climbing

Hill Climbing is a local search, single state heuristic algorithm. The trade-off between efficiency and effectiveness can be noticed in such an algorithm. Due to the simplicity of the algorithm it is very fast, but it has the potential disadvantage of becoming trapped in a locally optimal solution [19]. The algorithm is presented in Table I. It starts with random choice of a feasible solution. It begins the iterative procedure searching for another feasible solution in the neighbourhood. Finally it selects the solution with highest fitness function as its next candidate solution.

**TABLE I**

**HILL CLIMBING ALGORITHM**

<table>
<thead>
<tr>
<th>Hill climbing ( (c_{\text{max}}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input: ( \text{neighbourhood}(), \text{Profit}() )</td>
</tr>
<tr>
<td>Select a feasible solution ( X \in \chi )</td>
</tr>
<tr>
<td>( c \leftarrow 0 )</td>
</tr>
<tr>
<td>( X_{\text{best}} \leftarrow X )</td>
</tr>
<tr>
<td>searching ( \leftarrow ) true</td>
</tr>
<tr>
<td>while ( c &lt; c_{\text{max}} ) &amp; searching</td>
</tr>
<tr>
<td>do</td>
</tr>
<tr>
<td>( Y \leftarrow \text{neighbourhood}(X) )</td>
</tr>
<tr>
<td>if ( Y \neq ) Fail</td>
</tr>
<tr>
<td>then</td>
</tr>
<tr>
<td>( X \leftarrow Y )</td>
</tr>
<tr>
<td>if ( \text{Profit}(X) &gt; \text{Profit}(X_{\text{best}}) )</td>
</tr>
<tr>
<td>then ( X_{\text{best}} \leftarrow X )</td>
</tr>
<tr>
<td>else</td>
</tr>
<tr>
<td>searching ( \leftarrow ) false</td>
</tr>
<tr>
<td>( c \leftarrow c + 1 )</td>
</tr>
<tr>
<td>return ( (X_{\text{best}}) )</td>
</tr>
</tbody>
</table>

Four instances of Hill Climbing algorithm that we used in our research are different in the way they search for a better solution in the neighbourhood:

1. **Steepest Ascent**

   The Steepest Ascent looks for the best solution in the whole neighbourhood before moving to the following solution.

2. **First Found - Ordered**

   The First Found neighbourhood search is a much faster procedure than the Steepest Ascent. As it finds a solution that is superior to the current one, it immediately adopts it as next candidate solution. The supplement Orderedis our label for one type of neighbourhood we want to compare in RQ4.

3. **First Found - Random**

   This is another First Found neighbourhood search procedure, with a difference from the previous one that the order of neighbourhood search is not influenced by dataset, but is entirely random. "Random" is the second type of neighbourhood search procedure compared in RQ4.

4. **Sampling**

   The Sampling procedure does not search the whole neighbourhood, but instead examines only a randomly selected subset of neighbouring solutions and takes the best one among them as its next candidate solution. We encountered the algorithm in [6] and noticed the subset size remained unexplained. Our intention was to make the subset size linked to the number of requirements present in a dataset. Since the number of requirements varies between 2000 and 4500, we looked for a way to minimize this large range. Drawing the motivation from the random forest algorithm we determined the subset size to be equal to square value of number of requirements, i.e. number of neighbouring solutions. This approach provided us with equal order of magnitude of subset size for each dataset as the one given in [6].

### B. Simulated Annealing

The Simulated Annealing algorithm is another local, single state heuristic algorithm. Unlike Hill Climbing, the Simulated Annealing has the possibility of choosing a solution inferior to the previous one. The probability of choosing the inferior solution is determined through additional parameter \( T \). The inferior solution will be chosen if \( r < e^{(\text{Profit}(Y)-\text{Profit}(X))/T} \), where \( r \) is a randomly chosen number in range \([0,1]\) and \( (\text{Profit}(Y)-\text{Profit}(X)) \) is the difference between profit of the inferior and the current candidate solution. With each following iteration, the parameter \( T \) is reduced by a factor \( \alpha \) and the chance of choosing an inferior solution is decreased. This enhancement sometimes enables the algorithm to escape from the locally optimal solutions in the beginning and reach a more optimal solution at the end of the search procedure. When dealing with NRP, the value of parameter \( T_0 \) is usually set to 100 and the value of parameter \( \alpha \) is set close to 1 \([6],[17]\). For higher values of these two parameters, it will take longer time before the algorithm starts to reject the inferior solutions completely. The algorithm is presented in Table II.

There are two instances of Simulated Annealing we used in our research. Like in the case of Hill Climbing, they are...
different in the neighbourhood search procedure and both are in focus of RQ4:

1) Simulated Annealing - Ordered
2) Simulated Annealing - Random

C. Random Search

The Random Search algorithm was used merely as a sanity check to verify the benefit and the need of using a heuristic algorithm. In contrast to previous heuristic algorithms, this one is neither a local nor a global algorithm. It is the most basic search algorithm, analogous to pure guessing. In each iteration it looks for one feasible solution and calculates its profit and decision cost \( DC \). Like other algorithms, it is limited with maximal number of iterations \( c_{\text{max}} \).

V. CASE STUDY

A. Dataset

The datasets we used in our research are realistic datasets, mined from bug report repositories. Bugs are linked to requirements’ cost and only the profit of each stakeholder was generated randomly. Table III gives the basic information of the datasets, while further details can be found in [5].

B. Evaluation

There are several ways of evaluating the results when dealing with NRP. The first one is the simplest and most often used. It aims to find one optimal solution for each budget constraint. In our case we are looking for highest profit for each budget limit. This kind of evaluation provides the decision maker with one solution that is pronounced as best one. The downside of this kind of evaluation is that it does not provide an insight into the search space. We are unaware of the profit versus cost trade-off between different budget constraints unless we use many budget constraint values. If we decide to use many budget constraint values, we prolong the execution time and make the whole process inefficient. This kind of evaluation is used in [2], [5]–[8], [13], [18] and it should not be neglected so we included it in our research.

The second evaluation procedure is an interesting procedure presented by Zhang et al. [10]. They evaluate the results plotting the Pareto-optimal front of non-dominated solutions for satisfaction of each stakeholder with limited budget. In that way they are able to examine the tensions between stakeholders and one of their conclusions was there were no tensions. The datasets we used contain a couple of hundreds of stakeholders and this kind of evaluation is out of the question due to practical reasons.

The third way of evaluating the results is not affected by high number of stakeholders or requirements and provides a more informative insight into the search space of the problem than the previous two. While the second evaluation procedure calculates the results for each stakeholder separately, the third one does it for overall profit/satisfaction brought by all the stakeholders together. That means the Pareto-optimal front is a subset of highest overall profit for corresponding value of cost, regardless of budget, and we obtain one Pareto-optimal front for each heuristic algorithm. In order to compare the results produced by all the algorithms, we formed the joint Pareto-optimal front. The joint Pareto-optimal front shows the highest profit for each cost value among all the algorithms. Then we calculated the percentage of solutions that are brought by each algorithm into the joint Pareto-optimal front. This kind of evaluation is present in [1], [3], [4], [9]–[12], [14] and we included this kind of evaluation in our research as well.

C. Experimental Design

Our research was divided into two phases. The first phase evaluated the results as described in the first evaluation procedure and the second phase evaluated the results as described in the third evaluation procedure from previous subsection.

The first research phase applied the Hill Climbing (Steepest Ascent, First Found - Ordered, First Found - Random and Sampling), Simulated Annealing (Ordered and Random) and Random Search algorithms to find the highest profit for limited budget. The algorithms were run with random restart until achieving 10,000 fitness evaluations, i.e. \( c_{\text{max}} = 10,000 \). The budget constraint spanned from \( \beta = 0.3 \) to \( \beta = 0.7 \) with step of 0.2, the Simulated Annealing’s parameters are set to \( T_0 = 100 \) and \( \alpha = 0.9 \). The results obtained in this manner are presented in Table IV. The name of the dataset is given in the first column. The \( \beta \) value and the corresponding value of available budget \( B \) is given in the second column. The following columns are for all instances of each algorithm we used in our research and every column has one subcolumn that depicts the highest value of profit found by that algorithm and its decision cost \( DC \). Values marked as bold are the best results for a given dataset and budget constraint, i.e. for each row.

In the second phase of our research we applied the Hill Climbing (First Found - Ordered and First Found - Random),

---

**TABLE II
SIMULATED ANNEALING ALGORITHM**

<table>
<thead>
<tr>
<th>Simulated annealing ( (c_{\text{max}}, T_0, \alpha) )</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> Neighbourhood(), Random(), Profit()</td>
</tr>
<tr>
<td>( c \leftarrow 0 )</td>
</tr>
<tr>
<td>( T \leftarrow T_0 )</td>
</tr>
<tr>
<td>Select a feasible solution ( X \in \chi )</td>
</tr>
<tr>
<td>( X_{\text{best}} \leftarrow X )</td>
</tr>
<tr>
<td><strong>while</strong> ( c &lt; c_{\text{max}} ) <strong>do</strong></td>
</tr>
<tr>
<td>( Y \leftarrow \text{neighbourhood}(X) )</td>
</tr>
<tr>
<td><strong>if</strong> ( Y \neq \text{Fail} ) <strong>then</strong> <strong>if</strong> ( \text{Profit}(Y) &gt; \text{Profit}(X) ) <strong>then</strong> ( X \leftarrow Y ) <strong>if</strong> ( \text{Profit}(X) &gt; \text{Profit}(X_{\text{best}}) ) <strong>then</strong> ( X_{\text{best}} \leftarrow X ) <strong>else</strong> ( r \leftarrow \text{Random}(0,1) ) <strong>if</strong> ( r &lt; e^{(\text{Profit}(Y) - \text{Profit}(X))/T} ) <strong>then</strong> ( X \leftarrow Y )</td>
</tr>
<tr>
<td>( c \leftarrow c + 1 )</td>
</tr>
<tr>
<td>( T \leftarrow \alpha T )</td>
</tr>
<tr>
<td>return ( (X_{\text{best}}) )</td>
</tr>
</tbody>
</table>
Simulated Annealing (Ordered and Random) and Random Search algorithms to find the joint Pareto-optimal front. The algorithms were run with random restart with $c_{max} = 5,000$. Although the Pareto-optimal front is created regardless of budget constraint, we still need the algorithms to look for optimal solutions around certain values of cost. Otherwise they would simply include requirements until achieving maximum cost and neglect the search for near optimal solutions. Therefore, we included more budget constraints and so it spanned from $\beta = 0.3$ to $\beta = 0.7$ with step of 0.1. The Simulated Annealing algorithm had the same parameters as before: $T_0=100$ and $\alpha=0.9$. Due to limited space and the fact we examine 12 different datasets, we omitted the graphical representations of Pareto-optimal fronts. Instead, we present the results in terms of percentage of solutions obtained from each algorithm that forms the joint Pareto-optimal front in Table V. The first column of the table contains the name of the dataset. The following columns are for all instances of each algorithm we used in this phase of our research. Each of them has two subcolumns that depict the percentage of solutions that are brought by each algorithm into the joint Pareto-optimal front. The "Point" and the "Spread" range. The "Point" range signifies the joint Pareto-optimal front has one value of highest overall profit for each value of cost examined by any algorithm. Downside to this procedure is that some algorithms could have found the highest profit just because they were the only ones that examined a particular cost value. The "Spread" range tried to cope with that issue. The joint Pareto-optimal front in "Spread" range has one value of highest overall profit for a range of 100 cost values.

**D. Results**

From the results present in Table IV, we conclude that Steepest Ascent and Sampling Hill Climbing algorithms are considerably worse than others. They are outperformed even by Random Search in all cases. Here, we must point out again that being outperformed by the Random Search algorithm means the algorithm is worse than pure guessing. This is the reason for excluding these two algorithms from the second phase of our research. The Steepest Ascent algorithm evaluates all the solutions present in the neighbourhood of current candidate solution and that is equal to the number of requirements. Since the number of requirements in our datasets is between 2000 and 4500 and $c_{max} = 10,000$, it will manage to evaluate only a couple of candidate solutions. Due to this reason we anticipated such results for the Steepest Ascent algorithm. Sampling Hill Climbing, on the other hand, had a considerable improvement on that major disadvantage for large scale problems but its results were equally poor. Even though Simulated Annealing’s results are superior to other algorithms, the First Found Hill Climbing algorithm managed to find 4 out of 36 best solutions. The Random Search algorithm had never found a solution with highest profit for given budget and that proved the usage of heuristic algorithms was appropriate.

From the results present in Table V, it is interesting to notice that Random Search forms a rather high percentage of joint Pareto-optimal front in Point range. However, all of these points are inferior in their surrounding, which is evident in 0% for the Spread range. This fact convinced us that Spread range is more informative regarding the algorithms’ quality of results. The results also show an unexpectedly high difference in results of the two Simulated Annealing instances. The Simulated Annealing - Random algorithm gave 0% of solutions to the joint Pareto-optimal front in Spread range, performing worse than both instances of Hill Climbing algorithm.

The results given both in Table IV and Table V enabled us to answer the four research question stated in section I of this paper:

**E. Answer to RQ1**

Our results indicate Simulated Annealing to be the superior algorithm to Hill Climbing on a large scale realistic NRP. Hill Climbing outperforms the Simulated Annealing algorithm only in few cases when searching for the highest profit for a given budget. However, observing the results of forming the joint Pareto-optimal front, we conclude the solutions proposed by Hill Climbing give a broader insight into the search space of large scale NRP and therefore should not be neglected.

**F. Answer to RQ2**

The results of Hill Climbing algorithm in forming the joint Pareto-optimal front of non-dominated solutions in realistic large scale NRP is inferior to Simulated Annealing. However, when looking at the Spread range we observe a respectable increase of percentage with respect to Point range. This increase in percentage signifies the solutions found by Hill Climbing algorithm are of greater quality than many solutions given by Random Search and even by Simulated Annealing with Random neighbourhood search procedure when observed in its cost related surrounding.

**G. Answer to RQ3**

Based on the results of this study, we can conclude that Steepest Ascent Hill Climbing is not an appropriate algorithm

---

TABLE III

REALISTIC NRP DATASETS

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Nrp-e1</th>
<th>Nrp-e2</th>
<th>Nrp-e3</th>
<th>Nrp-e4</th>
<th>Nrp-g1</th>
<th>Nrp-g2</th>
<th>Nrp-g3</th>
<th>Nrp-g4</th>
<th>Nrp-m1</th>
<th>Nrp-m2</th>
<th>Nrp-m3</th>
<th>Nrp-m4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Num of stakeholders</td>
<td>536</td>
<td>15,43</td>
<td>456</td>
<td>15,45</td>
<td>399</td>
<td>15,45</td>
<td>445</td>
<td>16,46</td>
<td>315</td>
<td>15,43</td>
<td>423</td>
<td>16,44</td>
</tr>
<tr>
<td>Num of requirements</td>
<td>1.7</td>
<td>[1,7]</td>
<td>1.7</td>
<td>[1,7]</td>
<td>1.7</td>
<td>[1,7]</td>
<td>1.7</td>
<td>[1,7]</td>
<td>1.7</td>
<td>[1,7]</td>
<td>1.7</td>
<td>[1,7]</td>
</tr>
<tr>
<td>Cost of requirements</td>
<td>3502</td>
<td>4254</td>
<td>2844</td>
<td>3136</td>
<td>2000</td>
<td>2650</td>
<td>2513</td>
<td>2246</td>
<td>4060</td>
<td>3566</td>
<td>3566</td>
<td>3566</td>
</tr>
</tbody>
</table>
for solving a large scale NRP. Its neighbourhood search procedure which examines all the adjacent solutions before moving to the next step is the limiting factor because the number of such solutions is too large. Among all the analyzed algorithms this is the only one that was incapable of finding a solution with profit above 0 in several cases. We could also add that Sampling Hill Climbing algorithm proved to be inappropriate for solving a large scale NRP as well as Steepest Ascent even though its neighbourhood search procedure is much faster.

H. Answer to RQ4

Our research did not give conclusive evidence that order of neighbourhood search influences the local search heuristic algorithm in finding the optimal solution in large scale NRP. When evaluating the results in finding the highest profit for limited budget, the Random procedure of neighbourhood search outperformed the Ordered procedure in 19 out of 36 instances for Hill Climbing First Found algorithm, and in 13 instances for Hill Climbing First Found algorithm, and in 13
out of 36 instances for the Simulated Annealing algorithm. When evaluating the results in percentage of solutions that form joint Pareto-optimal front, the two Hill Climbing instances do not give a straightforward answer to this research question. However, the two Simulated Annealing instances give opposite results for this evaluation criterion. Ordered procedure of neighbourhood search does not only outperform the Random procedure greatly in Point range, but Random procedure gives 0% in Spread range.

VI. CONCLUSION

This paper examined the appropriateness of using Hill Climbing and Simulated Annealing algorithms and compared their contribution in solving the NRP upon a realistic dataset. We used four instances of Hill Climbing algorithm: Steepest Ascent, First Found - Ordered, First Found - Random and Sampling, two instances of Simulated Annealing: Ordered and Random and the Random Search algorithm as a sanity check. The evaluation of results was done in two ways: finding the highest profit for given budget and finding the percentage of forming the joint Pareto-optimal front. The results we had obtained answered three of our four research questions. We concluded that Simulated Annealing algorithm outperforms the Hill Climbing algorithm in solving realistic large scale NRP. Nevertheless, the Hill Climbing algorithm contributes in forming the joint Pareto-optimal front and should not be rejected entirely. Among four instances of Hill Climbing algorithm we analyzed, Steepest Ascent and Sampling did not justify their usage in solving realistic large scale NRP. The fourth research question remained without a clear answer. Comparison of neighbourhood search procedures showed some interesting results when observing the percentage of forming the joint Pareto-optimal front. Further research of this topic using statistical hypothesis tests are needed to give clear conclusions. Besides examined algorithms, there are some genetic algorithms often used for solving the NRP and there are also emerging some new hybrid algorithms with promising results within the Search Based Software Engineering field. Including these algorithms in our analysis is our intention for future research as well.
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