CFD FLOW ANALYSIS IN CENTRIFUGAL VORTEX PUMP

1 INTRODUCTION

One way of improving the characteristics of centrifugal pumps is by adding a vortex rotor to the centrifugal rotor by which energy of induced vortices at the vortex rim is added to fluid energy gained in centrifugal rotor, (Mihajlovič et al., 2001), (Isaaković and Vasiljević, 2003), (Karakulov et al., 2005), (Melzi, 2008) (Figure 1).

![Figure 1: Centrifugal vortex pump](image)

Figure 1: Centrifugal vortex pump

Figure 2, shows a cross-section of the centrifugal vortex pump stage with annotated major components. On the periphery of the disc (1) of the centrifugal rotor (2) on the stator side, the vortex rim is installed (3).

The resulting additional kinetic energy of coherent structures induced at the vortex rim transforms to the head $H_4$, which is added to the bulk head obtained in the centrifugal rotor of the centrifugal vortex pump $H_{cen}$ as shown in (1.1).

$$H = H_{cen} + H_4$$  \hspace{1cm} (1.1)

Mere experiments do not provide all the necessary information about the structure of the energy conversions, (Bilus and Predin, 2009).

The objectives of this research were to clarify the mechanisms of energy conversion in a centrifugal vortex pump and to confirm the positive impact of a vortex rim on the pump characteristics. To do that, first aim was to generate a valuable numerical model which will provide a useful tool to study various cases. Numerical model should be robust and reliable.
to become a standard method in simulating flow and other physical phenomena occurring in centrifugal pumps and similar turbo machines.

2 NUMERICAL MODEL OF CENTRIFUGAL VORTEX PUMP

Numerical simulations of unsteady flow in centrifugal and centrifugal vortex pumps were carried out using commercial software which utilise control volume method. The simulation includes a whole centrifugal and centrifugal vortex pump stage including suction and discharge pipe (Figure 3). Between physical and numerical models, geometric, kinematic and dynamic conditions for similar work were satisfied.

![Figure 3: Discretization of centrifugal vortex pump](image)

On the left side of Figure 3, the meshed stator with the outlet is shown, while the meshed rotor inlet pipe is shown on the right. In the CFD model, the rotor rotates unrestrained, and is connected to the rest of the domain with a sliding mesh boundary condition, (Figure 4). The output tube is connected with the output from the stator with the interface boundary condition in order to mesh it with bigger control volumes than those by which stator is meshed, Figure 4, because there the flow is less demanding for simulation than the flow in the stator and rotor.

![Figure 4: Meshed rotor](image)
The entire continuum is meshed with three different meshes of control volumes. The first mesh consists of 962,159 cells and 108,640 nodes, with the greatest cell edge of 0.5 mm; the second one consists of 1,864,399 cell and 2,007,183 nodes, with the greatest cell edge of 0.4 mm; the third mesh consists of 3,340,658 cell and 3,573,140 nodes with the greatest cell edge of 0.3 mm. Of the total number of control volumes, 85% of them were hexahedral control volumes, and 15% were mixed type cells, (Figure 5).

Given that the research was conducted at the rotor angular speed \( n = 2910 \text{ min}^{-1} \), simulations were performed with a time step of \( 8 \times 10^{-5} \text{ s} \). The time step was chosen after research for a suitable time step with respect to convergence, (Tucker, 1997). For the working fluid, water of standard properties at 25°C was used.

Turbulence was modelled using a hybrid DES SST model (detached eddy simulations) after it was been verified (sections 3 and 7). For the purpose of this work, a discretization scheme of second order was used.

Boundary conditions were set far enough from the pump stage so that their impact on the flow could be neglected. At the entrance to the domain, a pressure-inlet boundary condition was used, at the exit, an outlet-vent boundary condition was used, because it allows adjustment of the loss coefficient at the exit, (Kaupert and Staubli, 2003).

The boundary condition outlet vent is defined by pressure loss that is proportional to dynamic pressure:

\[
\Delta p = k_L \frac{1}{2} \rho v^2
\]  

(5.1)

The outlet vent was also chosen because it best describes the physics of this research, in which the flow is regulated by the valve at the exit, from fully open to fully closed. Loss coefficient \( k_L \) in the boundary condition outlet vent (5.1) is a number, and the entire simulation was conducted with \( k_L = 0 \) (fully open valve), 2, 5, 10, 20, 60, 300 (fully closed valve), (Fluent Inc, 2008).

3  SIMULATION OF DETACHED EDDIES (DES)

Steady and unsteady models (RANS, URANS) are not suitable for numerical simulations of turbulent flows with significant separations (Figure 6). Furthermore, the computing of the problem in the application of the simulation of large eddies (LES) is highly demanding because of the necessity for high resolution mesh in thin boundary layers in the vicinity of the walls, to accurately solve fine turbulent structures occurring there, (Benim et al., 2010).

![Figure 6 – Turbulent content depending on turbulence model in the flow around the circular cylinder. Display with isosurfaces of vorticity, \( Re_0 = 50000 \), experimentally established drag coefficient \( C_d = 1.15 \div 1:25 \): a) 3D unsteady RANS, SST \( k-\omega \), \( C_d = 1.24 \). The solution includes...](image-url)
large separated vortices and clearly shows three-dimensional character: longitudinal rollers and transverse ribs; b) DES, fine mesh, the SST $k-\omega$, $C_d = 1.28$. , (Spalart, 2009)

This led to the development of hybrid URANS / LES methods in which the turbulence in the flow field that is in contact with wall is modelled with RANS turbulence models, while the flow in the core, away from the wall and in the areas of separations are solved with LES. Since of the all hybrid methods Detached-Eddy Simulation (DES) is the most developed and validated, it has been adopted in this work, (Travin et al., 1999). DES is an unsteady RANS simulation in which the turbulence model is modified so that, with the restriction of turbulent viscosity, the generation and development of large turbulent eddies enables.

DES was first proposed in 1997 (Shur et al., 1999) as a modification of a Spalart-Allmaras RANS turbulence model. The Spalart-Allmaras model as a linear scale uses the distance to the nearest wall $d_w$ while the DES uses the value named “DES limiter”:

$$\tilde{d}_w = \min (d_w, C_{des}\Delta_{max})$$

where the constant $C_{des} = 0.65$ and the characteristic size of the local computation point $\Delta_{max} = \max(\Delta x, \Delta y, \Delta z)$ is defined as the biggest length of cell in either direction. Near the wall, the DES limiter value is reduced to the starting value of the $d_w$. Away from the wall, the limiter is proportional to the size of the local computation cell. The limitation of length scales is indirectly limiting the growth of turbulent viscosity, thus enabling the development of small natural disturbances and the formation of turbulence. In other words, turbulent eddies in the attached boundary layer are modelled with the RANS turbulence model, while the larger detached eddies are simulated and solved. With this, the effect of reducing the impact of the RANS turbulence models in DES is achieved. This also reduces the uncertainty from imperfections of RANS modelling in the areas of flow. In contrast, RANS models are developed and give their best results when used in the boundary layers.

The DES based on the SST $k-\omega$ turbulence model that was used in this paper was proposed (Travin et al., 2002) in 2001. The DES SST $k-\omega$ modification refers to a member of the $k$-equation that represents the dissipation of turbulent kinetic energy:

$$\varepsilon = \beta * k \omega = \frac{k^{3/2}}{L_t}$$  \hspace{1cm} (6.2)

where the linear scale, the length of mixing is:

$$L_t = \frac{\sqrt{k}}{\beta * \omega}$$

(6.3)

DES modification of the expression (6.2) comes down to:

$$\varepsilon = \beta * k \omega = \frac{k^{3/2}}{\min(L_t, C_{des}\Delta_{max})}$$

(6.4)

where the constant $C_{des} = 0.61$ for the SST model. The DES SST $k-\omega$ model is usually formulated as a multiplier dissipation member of the $k$-equation:
$$
\varepsilon = \beta \cdot k\omega F_\text{des}, \quad F_\text{des} = \max \left( \frac{L_t}{C_{\text{des}} \Lambda_{\text{max}}}, 1 \right)
$$

(6.5)

In both definitions (6.1, 6.5), DES suffers from the problem that was noticed in this work early and is the result of the premature activation of the DES limiter in the boundary layer. The "trigger" to activate the DES limiter is only the local mesh density. The fine grid in the area of the boundary layer can activate that DES limiter that will start to lower the effective viscosity, but at the same time, the grid can still lack sufficient finesse to enable the development of dissolved turbulent structures (LES content) in the attached boundary layer, (Fernández Oro et al., 2011). Because of this overly low turbulent viscosity, the Reynolds stress $\tau_{ij}^R$ is also too low, which can cause the nonphysical boundary layer separation. The problem of premature activation of the DES limiter was solved by using the weight functions $F_1$ and $F_2$ of the SST $k-\omega$ model, (Menter and Kuntz, 2004). As the weight functions prevent the activation of $k-\varepsilon$ branch of the SST model, they also prevent activation of DES limiter within the attached boundary layer.

$$
F_\text{des} = \max \left( \frac{L_t}{C_{\text{des}} \Lambda_{\text{max}}} (1 - F_\text{SST}), 1 \right), \text{ with } F_\text{SST} = 0, F_1, F_2
$$

(6.6)

$F_{\text{SST}} = 0$ brings out original formulation without the protection of the boundary layer (6.5). The function $F_2$ provides stronger protection of boundary layer and is therefore a preferred choice. The protection of the boundary layer is not absolute, but reduces the risk of premature activation of LES branch by an order of magnitude. It was shown, that the local maximum dimension of computational cell on the wall surface not less than 10% of the thickness of the boundary layer at the same position, gives the best results.

4 VALIDATION OF THE USED NUMERICAL MODEL

With the process of validation to what degree solved mathematical model approximates reality, can be determined.

Figure 7 shows the process of validation of the numerical solutions for $Q-H$ characteristic of the centrifugal vortex pump stage. Validation is performed by comparing numerical solutions with the experimental solution.

![Figure 7: Q-H characteristics of centrifugal vortex pump stage, obtained by CFD and experiment](image-url)
Figure 7 shows very good agreement of CFD results with experimental results. It is evident that the CFD in the zone from the 165 m³/day (1.91 l/s) to 123 m³/day (1.42 l/s) falls short in comparison to the experiment, which is attributed to the lack of used computational domain. From the flow rate of 108 m³/day (1.25 l/s) to 0 m³/day, the CFD solution exceeded the experimental solution, which is a computational simulation error that has been reported, (Launer and Spalding, 1972). According to (Feng et al., 2009), CFD falls short in predicting the intensity of turbulence, but it generates higher velocity fields in the radial space between the rotor and stator. Since this space is of crucial importance for the centrifugal vortex pump, this is a valid explanation for the larger $H$ in this range of the flow. Specifically, generated flow with these higher velocity fields encounters the vortex rim, which then generates more energy, so fluid with increased energy enters the diffuser, which then generates higher $H$ according to Equation (1.1), resulting in higher $H$. However, since the maximum deviation of head is 0.15 m with a flow rate of 89 m³/day (1.03 l/s), which was 2.5% of the head at that flow, and since the average deviation of head throughout the whole working scope was 0.09 m, a CFD solution is considered that has well-described covered physics of current flow.

5 VALIDATION OF THE USED MODEL OF TURBULENCE

Figure 8 shows the $Q-H$ characteristics of centrifugal vortex pump obtained by CFD simulations on the same mesh with the same time step and discretization schemes, but with different models of turbulence. The curve labelled "CFD centrifugal vortex pump" is the solution obtained by the DES turbulence model, for which "error estimate" has been conducted (sections 4 and 6), so it is to be considered the correct numerical solution. From Figure 8 it can be seen that the solutions obtained with the other four models of turbulence ($k-\varepsilon$, $k-\varepsilon$ RNG, $k-\omega$ SST and RSM) really fall short in predicting the head of centrifugal vortex pump; in fact, they resemble the solutions for the centrifugal pump (Figure 11). This means that other models of turbulence are not able to cover the effect of the vortex rim. From this, we can conclude that the mechanism of energy conversion from vortex rim largely depends upon the energy of coherent vortex structures generated by its blades. These coherent structures are severed from the vortex rim and they give their energy to the main fluid flow coming from the centrifugal impeller by the mechanism of increasing kinetic energy.
Figure 8: Q-H characteristics of centrifugal vortex pump stage, obtained by different turbulence models

Vortex chamber, area between vortex rim and stator (Figure 2), limits size of eddies. Since most of the turbulent energy is contained in the largest scale eddies and the eddy size is limited by the distance from the wall, the near-wall energy containing eddies will be small while those centred in the core will be large. The transfer of energy from the small to large scales is an example of an inverse energy cascade as opposed to the classical energy cascade. Figure 6 shows that DES turbulence model solve vortices in separation areas, while other turbulence methods models those vortices thus average their energy. So DES is able to pick up part of the energy of this inverse energy cascade which is lost in other turbulence models. This is more pronounced at the low flow rates cause in this working regime vortex rim creates lots of coherent structures. At the high flow rates vortex rim do not generate coherent structures but DES still shows superiority over other turbulent models cause it thoroughly captures energy contained in eddies of a main flow coming from centrifugal rotor.

6 VERIFICATION OF THE USED NUMERICAL MODEL

The method to verify the numerical models used, determines that they are solved mathematically correctly. To treat any information obtained by experiment and numerical simulation as a result, it is necessary to know how certain we can be in it or (in other words) what its uncertainty is. The uncertainty is the estimated amount by which the calculated results may differ from exact solution.

\[
\text{Exact solution} = \text{Calculated result} \pm \text{estimated uncertainty} \quad (8.1)
\]

The results uncertainties are comprised of: 1) Uncertainty of input data, 2) Uncertainty of the used mathematical models, and 3) The numerical uncertainty. Numerical uncertainty is the only element that cannot be eliminated. Its sources are in errors due to insufficient
spatial discretization resolution, in the temporal discretization errors due to the inadequate
time step, in the incomplete convergence of iterative solver, and in the errors in
computational software.

The method of determining the spatial discretization errors used in this study is comprised of
calculating three solutions on three different mesh sizes, (Roache, 1997), (NEA – Committee
on the safety of nuclear installations, 2007). The first step was to determine referent size of
control volume \( \Delta \) by:

\[
\Delta = \left[ \frac{1}{N} \sum_{i=1}^{N} (\Delta V_i) \right]^{1/3}
\]  

(8.2)

where: \( \Delta V_i \) is the volume of \( i^{th} \) cell, \( N \) is the total number of cells by which the domain is
meshed. Then suppose that \( \Delta_1 < \Delta_2 < \Delta_3 \) and \( r_{21} = \Delta_2/\Delta_1, r_{32} = \Delta_3/\Delta_2 \). The "apparent" order of
accuracy \( p \) can be calculated using the following equations:

\[
p = \frac{1}{\ln(r_{21})} \ln|\varepsilon_{32}/\varepsilon_{21}| + q(p)
\]  

(8.3)

\[
q(p) = \ln\left(\frac{r_{21}^p - s}{r_{32}^p - s}\right)
\]  

(8.4)

\[
s = 1 \cdot \text{sgn}(\varepsilon_{32}/\varepsilon_{21})
\]  

(8.5)

where \( \varepsilon_{32} = \Phi_3 - \Phi_2 \) and \( \varepsilon_{21} = \Phi_2 - \Phi_1 \). If \( r = \text{const.} \) then \( q(p) = 0 \). The absolute value in (8.3) is
needed to ensure that extrapolation asymptotically tends towards \( \Delta = 0 \). Negative values of
\( \varepsilon_{32}/\varepsilon_{21} < 0 \) are indicators of oscillatory convergence. If possible, the percentage of occurrence
of oscillatory convergence also should coincide with the "apparent" order of accuracy. This
coincidence may be taken as a good indicator that the arrangements of control volumes are
in the asymptotic region, but in case that coincidence is absent, it should not necessarily be
taken as a sign of poor convergence. If \( \varepsilon_{32} \) or \( \varepsilon_{21} \) are "very close" to zero, the procedure does
not work. This may be an indicator of overall oscillatory convergence, or in rare cases it may
mean that the "correct" solution has been achieved. In such cases, if possible, calculations
on the additionally refined mesh should be carried out; if not, the results can be accepted.

After that, the extrapolated value of the result, for which uncertainty is calculated, can be
obtained with:

\[
\Phi_{\text{ext}}^{21} = \left( r_{21}^p \Phi_1 - \Phi_2 \right) / \left( r_{21}^p - 1 \right)
\]  

(8.8)

Calculate the estimated error from:

\[
\varepsilon_r^{21} = \left| \frac{\Phi_1 - \Phi_2}{\Phi_1} \right|
\]  

(8.9)

Calculate the relative extrapolated error from:

\[
\varepsilon_{\text{rel}}^{21} = \left| \frac{\Phi_{\text{ext}}^{12} - \Phi_1}{\Phi_{\text{ext}}^{12}} \right|
\]  

(8.10)

Calculate the grid convergence index on the finest mesh, GCI_{\text{fini}}^{21} from:

\[
\text{GCI}_{\text{fini}}^{21} = \frac{1.25 \varepsilon_r^{21}}{r_{21}^p - 1}
\]  

(8.11)
The factor of 1.25 in the equation is actually a safety factor, which was to be more conservatively replaced by 3 in this work. If the value of this factor is 1, it is analogous to a certainty of 50% that the result of numerical simulations fall into this area. Therefore, the safety factor of 3 corresponds to 99.73% (normal distribution) that the exact CFD solution lies in the range $\Phi_{ext} \pm \text{GCI}$.

The previously described procedure of error estimate and given equations (8.4) to (8.11) can be used for time steps error estimate if the referent spatial dimension of the meshes $\Delta$ is replaced by time steps.

Figure 9 shows a CFD solution for the delivery head of centrifugal vortex pump generated from the results on three different meshes by the process of error estimate. The local order of accuracy $p$ is has varied from 1.53 to 2.20, with a global average of $p = 1.92$, which is a good indicator of computer simulations carried out. Oscillation convergence occurs in 40%. The global order of accuracy is used to estimate the numerical uncertainty, or GCI (global convergence index). The maximum uncertainty of discretization is 2.88%, which corresponds to the amount of head of $\pm 0.20$ m. Uncertainty is shown in the figure as a range of errors of each numerical result.

![Figure 9: Extrapolated Q-H characteristics of centrifugal vortex pump stage with uncertainty bars – spatial error estimate](image-url)

Figure 10 shows a comparison of CFD solutions for the pump delivery head obtained on the same mesh at three different time steps. The local order of accuracy $p$ is calculated by the equation (8.5) and it varies from 1.45 to 5.20, with a global average of the middle of $p = 3.03$. The global order of accuracy is used to estimate the numerical uncertainty, or GCI index according to previous described procedure. Uncertainty is plotted in a range of errors, as shown in the figure. The maximum uncertainty of discretization is 1.57%, which corresponds to the amount of supply of $\pm 0.11$ m.
The previously conducted error estimate has proven that the domain has been meshed with a sufficient number of cells with good refinements in demanding areas of flow. Any further refinement will not change results significantly. Furthermore, it has been shown that time step has been chosen correctly.

7 RESULTS OF THE NUMERICAL AND EXPERIMENTAL RESEARCH OF CENTRIFUGAL VORTEX PUMP

7.1 COMPARISON OF Q-H CHARACTERISTIC OF CENTRIFUGAL AND CENTRIFUGAL VORTEX PUMP

Figure 11 shows the Q-H characteristics of a centrifugal pump stage and the Q-H characteristics of a hybrid centrifugal vortex pump stage. It is evident that the characteristics of the centrifugal vortex pump smoothly follow the characteristics of centrifugal pump from the maximum flow to the flow of 105 m³/day (1.22 l/s). After the flow of 105 m³/day (1.22 l/s), the characteristics of the centrifugal vortex pump continue to rise steeply as a characteristic of vortex pumps in (Dochterman, 1974), in contrast to the characteristics of centrifugal pump, which grows slower than the characteristics of the centrifugal vortex pump to its maximum at flow rate of 65 m³/day (0.75 l/s), and then begins to decline steeply. This form of performance curve represents the instability of the pump, because the pump can generate two different flow rates at a given head, left and right from the maximum Q-H characteristic curve, (Lobanoff and Ross, 1992).
Adding a vortex rotor to the centrifugal pump stage provided a steeply sloping $Q$-$H$ characteristic pump, which ensures the stability of its operation. This confirmed one of the positive roles of the vortex rim in the centrifugal vortex pump stage.

7.2 QUANTIFICATION OF THE PORTION OF HEAD GENERATED BY VORTEX ROTOR IN THE HEAD OF CENTRIFUGAL VORTEX PUMP

The contribution of eddy processes on the amount of the head and the corresponding increase in pressure depends on the flow rate, and the given flow rate depends on the magnitude of the axial component of absolute velocity of the fluid from the discharge of centrifugal rotor to the entrance in the diffuser channels. The lower the flow rate and the smaller the axial velocity component are, the greater the number of the vortex rim passages participating in the change of momentum between the fluid contained in these passages at that instant of time and the main stream of the fluid from the centrifugal rotor to the diffuser, (Mihalić et al., 2011).

Figure 12 clearly shows that the vortex rim in the centrifugal vortex pump stage begins to increase the amount of the head from the flow rate of 105 m$^3$/day (1.22 l/s) to the zero flow rate, which is very convenient, because if there is a higher demand on the pump, so as to overcome the greater resistance, the vortex rim is increasingly helping the pump.
The swirl effect achieved by vortex rim increased the magnitude of the head of the plain centrifugal pump stage for a maximum of 23.13% (average increase of 11.64%).

7.3 COMPARISON IN THE EFFICIENCY OF CENTRIFUGAL VORTEX AND CENTRIFUGAL PUMP STAGE

Figure 13 shows a comparison of efficiency curves of the centrifugal vortex and centrifugal pump stage researched in this work. It can be assumed that both curves show a greater efficiency than would be present with the utilization of actual pumps. The reason for this is that the numerical models do not take into account friction losses due to wall roughness, and losses due to fluid flow through clearances (Gülich, 2008). However, we assumed that the numerical models of real pump geometry will calculate efficiency curves with the realistic trends and mutual correlations.

![Efficiency of the centrifugal vortex and centrifugal pump stage](image)

**Figure 13:** The efficiency curve of centrifugal vortex and centrifugal pump

A comparison of the efficiency curves (Figure 22) shows that at high flow rates ($k_L = 0$ to 10) centrifugal pump obtained greater efficiency than centrifugal vortex pump. The vortex rotor at high flow rates does not get enough fluid from the main flow (coming from the centrifugal rotor, Figure 15) so it does not increase the head (Figure 11), while at the same time it contributes significantly to the increase of entropy. In that working range, the vortex rotor only creates turbulence, and its kinetic energy is converted into losses. Thus, in this working range, the vortex rotor is "parasitic part" in the centrifugal vortex pump.

In contrast, at low flow rates ($k_L = 10$ to 300) the efficiency of the centrifugal vortex pump is greater than that of the centrifugal pump. In this working range, the vortex rotor grip sufficient amount of fluid from the main stream and contributes to increasing the level of head (Figure 11). Its kinetic energy is not transferred entirely to the creation of fluid turbulence, but a part of its kinetic energy is used to create a coherent flow structures and to accelerate the flow of secondary stream (Section 7.4).

It is also evident from Figure 13 that the best efficiency point of the centrifugal vortex pump is shifted to the left (to the smaller flow rates, and higher head) in comparison to the centrifugal pump.
7.4 ANALYSIS OF THE PATH LINES IN CENTRIFUGAL VORTEX PUMP

Figure 14 shows the flow through a centrifugal vortex pump; the flow structures can be observed. It can be seen that the flow through inlet pipe is even, steady, nearly laminar with pre-vortex at the entrance to the rotor. It is evident that after vortex rotor, flow becomes substantially vertiginous with many coherent structures. In the stator flow it becomes somewhat calm, but still there are vortices, which are now fewer and with larger diameters. From the figure, it can also be observed that some channels are choked with vortex while in others there are no vortices whatsoever. Furthermore, in other channels vortex is moving out from them. This phenomenon of the vortex appearing to be one and the same vortex travelling centrifugally from one rotor channel to another represents a traveling vortex instability and loss of energy, and is called “flow cutoff” or “rotating stall” (Matijašević et al., 2006).

![Figure 14: Path lines in the centrifugal vortex pump \( k_l = 60 \)](image)

7.4 ANALYSIS OF THE SECONDARY FLUID FLOW

In Figure 15, the velocity vectors in the axial plane of the researched centrifugal vortex pump are shown. It can be seen the formation of the main flow of fluid coming from the centrifugal rotor and a secondary flow that comes from vortex rotor. Part of the main flow is taken by the vortex rotor, which then creates a secondary flow.
Looking at Figure 15, it can be concluded that part of the main flow that comes out from centrifugal rotor blades approaching the stator loses its kinetic energy, and fails to enter the stator, but gets pushed down (towards lower pressure) from the inlet in the stator to the axis of rotation. At that time, the secondary flow is created from this part of main fluid flow. When this secondary fluid flow arrives to the root of the vortex rotor blades, they take it and push it to the periphery (towards larger radius) by the centrifugal force (Figure 16). Given that the movement toward larger radius increases the angular velocity of the secondary flow, its kinetic energy increases. With the increased kinetic energy, the secondary flow collides with the main flow, transferring additional kinetic energy to it. The main flow with that increased energy enters into the stator, ultimately generating an increased head of the centrifugal vortex pump relative to the centrifugal pump without that mechanism of secondary fluid flow energy transfer.
8 CONCLUSION

Numerical control volume method with unsteady solver and DES turbulence model was proven to be valuable tool for flow analysis in centrifugal pump. Having in mind, that DES turbulence model consumes much less computational time than LES turbulence model, this is very useful fact that resulted from this research.

It was proven that the kinetic energy of coherent vortex structures created by the vortex rim is added to the fluid flowing from the passages of the centrifugal rotor and thus increases the total energy of the fluid before entering the stator. Furthermore, this extra energy is added to the main fluid stream by the longitudinal vortices generated by the edges of the vortex rim due to a change of kinetic energy of eddies and by the radial vortices detached from vortex rim vanes.

Centrifugal vortex pumps generate an increased head for a maximum of 23.13% (average increase of 11.64%) compared to the centrifugal pumps with the same geometry at the same angular velocity. Furthermore, the vortex rim of the centrifugal vortex pump increases the amount of the head for working range from 0 to 0.57 $Q_{\text{max}}$, and improves the character of $Q$-$H$ characteristics and the stability of the pump. At higher flow rates, it does not affect the level of head. In the same working range the efficiency of the centrifugal vortex is increased, while at the higher flow rates, efficiency is actually lower than of the similar centrifugal pump. It can be concluded that at higher flow rates centrifugal vortex pump wastes driving energy on the spinning vortex rim. At lower flow rates, the contribution of vortex rotor to the head is significant while it does not consume additional driving energy. This suggested that a part of the energy that otherwise is lost in centrifugal pumps is recovered by coherent structures.

Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H$</td>
<td>Delivery head</td>
</tr>
<tr>
<td>$\Delta p$</td>
<td>Pressure loss</td>
</tr>
<tr>
<td>$k_i$</td>
<td>Loss coefficient</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Density</td>
</tr>
<tr>
<td>$\nu$</td>
<td>Velocity</td>
</tr>
<tr>
<td>$C_d$</td>
<td>Drag coefficient</td>
</tr>
<tr>
<td>$\tilde{d}_{wr}$</td>
<td>DES limiter</td>
</tr>
<tr>
<td>$d_w$</td>
<td>Distance to the nearest wall</td>
</tr>
<tr>
<td>$\Delta_{\text{max}}$</td>
<td>Biggest length of the cell</td>
</tr>
<tr>
<td>$C_{\text{des}}$</td>
<td>DES constant</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>Dissipation of turbulent kinetic energy</td>
</tr>
<tr>
<td>$\beta^*$</td>
<td>SST $k$-$\omega$ constant</td>
</tr>
<tr>
<td>$k$</td>
<td>Turbulent kinetic energy</td>
</tr>
<tr>
<td>$\omega$</td>
<td>Rate of energy dissipation</td>
</tr>
<tr>
<td>$F$</td>
<td>Weight functions</td>
</tr>
<tr>
<td>$Q$</td>
<td>Flow rate</td>
</tr>
<tr>
<td>$\Delta V_i$</td>
<td>Volume of $i$th cell</td>
</tr>
<tr>
<td>$N$</td>
<td>Number of cells</td>
</tr>
<tr>
<td>$p_i$</td>
<td>Apparent order of accuracy</td>
</tr>
<tr>
<td>$\Phi_i$</td>
<td>Result on the $i$th mesh</td>
</tr>
<tr>
<td>$r_{ij}$</td>
<td>Ratio between result on the $i$th and $j$th mesh</td>
</tr>
<tr>
<td>$\delta_{ij}$</td>
<td>Difference between result on the $i$th and $j$th mesh</td>
</tr>
<tr>
<td>$\varepsilon_{ri}$</td>
<td>Relative estimated error</td>
</tr>
<tr>
<td>$\varepsilon_{\text{extr}}$</td>
<td>Relative extrapolated error</td>
</tr>
<tr>
<td>$GCI$</td>
<td>Grid convergence index</td>
</tr>
<tr>
<td>$Re$</td>
<td>Reynolds number</td>
</tr>
<tr>
<td>$\tau_{ij}$</td>
<td>Reynolds stress tensor</td>
</tr>
<tr>
<td>$L_t$</td>
<td>Length of mixing</td>
</tr>
</tbody>
</table>
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