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ABSTRACT

Context: Blazars are variable sources on various timescales over a broad energy range spanning from radio to very high energy (> 100 GeV, hereafter VHE). Mrk 501 is one of the brightest blazars at TeV energies and has been extensively studied since its first VHE detection in 1996. However, most of the γ-ray studies performed on Mrk 501 during the past years relate to flaring activity, when the source detection and characterization with the available γ-ray instrumentation was easier to perform.

Aims: Our goal is to characterize in detail the source γ-ray emission, together with the radio-to-X-ray emission, during the non-flaring (low) activity, which is less often studied than the occasional flaring (high) activity.

Methods: We organized a multiwavelength (MW) campaign on Mrk 501 between March and May 2008. This multi-instrument effort included the most sensitive VHE γ-ray instruments in the northern hemisphere, namely the imaging atmospheric Cherenkov telescopes MAGIC and VERITAS, as well as Swift, RXTE, the F-GAMMA, GAPSBET, and other collaborations and instruments. This provided extensive energy and temporal coverage of Mrk 501 throughout the entire campaign.

Results: Mrk 501 was found to be in a low state of activity during the campaign, with a VHE flux in the range of 10%–20% of the Crab nebula flux. Nevertheless, significant flux variations were detected with various instruments, with a trend of increasing variability with energy and a tentative correlation between the X-ray and VHE fluxes. The broadband spectral energy distribution during the two different emission states of the campaign can be adequately described within the homogeneous one-zone synchrotron self-Compton model, with the (slightly) higher state described by an increase in the electron number density.

Conclusions: The one-zone SSC model can adequately describe the broadband spectral energy distribution of the source during the two campaigns covered by the MW campaign. This agrees with previous studies of the broadband emission of this source during flaring and non-flaring states. We report for the first time a tentative X-ray-to-VHE correlation during such a low VHE activity. Although marginally significant, this positive correlation between X-ray and VHE, which has been reported many times during flaring activity, suggests that the mechanisms that dominate the X-ray/VHE emission during non-flaring activity are not substantially different from those that are responsible for the emission during flaring activity.
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Almost one third of the sources detected at very high energy (>100 GeV, hereafter VHE) are BL Lac objects, that is, active galactic nuclei (AGN) that contain relativistic jets pointing approximately in the direction of the observer. Their spectral energy distribution (SED) shows a continuous emission with two broad peaks: one in the UV-to-soft X-ray band, and a second one in the GeV-TeV range. They display no or only very weak emission lines at optical/UV energies. One of the most interesting aspects of BL Lacs is their flux variability, observed in all frequencies and on different timescales ranging from weeks down to minutes, which is often accompanied by spectral variability.

Mrk 501 is a well-studied nearby (redshift $z = 0.034$) BL Lac that was first detected atTeV energies by the Whipple collaboration in 1996 (Quinn et al., 1996). In the following years it has been observed and detected in VHE $\gamma$-rays by many other Cherenkov telescope experiments. During 1997 it showed an exceptionally strong outburst with peak flux levels up to ten times the Crab nebula flux, and flux-doubling timescales down to 0.5 days. Mrk 501 also showed strong flaring activity at X-ray energies during that year. The X-ray spectrum was very hard ($\lambda < 1$, with $F_{\gamma} \propto \nu^{-\alpha}$), with the synchrotron peak found to be at ~100 keV; about 2 orders of magnitude higher than in previous observations (Pian et al., 1998). In the following years, Mrk 501 showed only low $\gamma$-ray emission (of about 20-30% of the Crab nebula flux), apart from a few single flares of higher intensity. In 2005, the MAGIC telescope observed Mrk 501 during another high-emission state which, although at a lower flux level than that of 1997, showed flux variations of an order of magnitude and previously not recorded flux-doubling timescales of only a few minutes (Albert et al., 2007).

Mrk 501 has been monitored extensively in X-ray (e.g., BeppoSAX 1996-2001, Massaro et al. (2004) and VHE (e.g., Whipple 1995-1998, Quinn et al. (1999), and HEGRA 1998-1999, Aharonian et al. (2000)), and many studies have been conducted a posteriori using these observations (e.g., Giommi et al., 2006). With the last-generation Cherenkov telescopes (before the new generation of Cherenkov telescopes started to operate in 2004), coordinated multiwavelength (MW) observations were mostly focused on high VHE activity states (e.g., Krawczynski et al. (2003), Favecchio et al. (2001), with few campaigns also covering low VHE states (e.g., Kataoka et al. (1999), Sambruna et al. 2000). The data presented here were taken between March 25 and May 16, 2008 during a MW campaign covering radio (Effelsberg, IRAM, Medicina, Metsähovi, Noto, RATAN-600, UMRAO, VLBA), optical (through various observatories within the GASP-WEBT program), UV (Swift/UVOT), X-ray (RXTE/PCA, Swift/XRT and Swift/BAT), and $\gamma$-ray (MAGIC, VERITAS) energies. This MW campaign was the first to combine such a broad energy and time coverage with higher VHE sensitivity and was conducted when Mrk 501 was not in a flaring state.

The list of instruments that participated in the campaign is reported in Table 1. Figure 1 shows the time coverage as a function of the energy range for the instruments and observations used to produce the light curves presented in Fig. 2 and the SEDs shown in Fig. 2.

2. Details of the campaign: participating instruments and temporal coverage

In this campaign, the radio frequencies were covered by various single-dish telescopes: the Effelsberg 100 m radio telescope, the 32 m Medicina radio telescope, the 14 m Metsähovi radio telescope, the 32 m Noto radio telescope, the 26 m University of Michigan Radio Astronomy Observatory (UMRAO), and the 600 meter ring radio telescope RATAN-600. Details of the observing strategy and data reduction are given by Fuhrmann et al. (2008); Angelakis et al. (2008), Effelsberg, Teräsranta et al. (1998), Metsähovi, Aller et al. (1985, UMRAO), Venturi et al. (2001, Medicina and Noto), and Kovalev et al. (1999, RATAN-600).

2.1. Radio instruments

The coverage at optical frequencies was provided by various telescopes around the world within the GASP-WEBT program (e.g., Villata et al., 2008, 2009). In particular, the following observatories contributed to this campaign: Abastumani, Lulin, Roque de los Muchachos (KVA), St. Petersburg, Talmassons, and the Crimean observatory. See Table 1 for more details. All the observations were performed at the $R$ band, using the calibration stars reported by Villata et al. (1998). The Galactic extinction was corrected for with the coefficients given by Schlegel et al. (1998). The flux was also corrected for the estimated contribution from the host galaxy, 12 mJy for an aperture radius of 7.5 arcsec (Nilsson et al., 2007).

2.2. Optical instruments

The Swift Ultra Violet and Optical Telescope (UVOT; Roming et al., 2005) analysis was performed including all the available observations between MJD 54553 and 54599. The instrument cycled through each of the three optical pass bands V, B, and U, and the three ultraviolet pass bands UVW1, UVM2, and UVW2. The observations were performed with exposure times ranging from 50 to 900 s with a typical exposure of 150 s. Data were taken in the image mode, where the image is directly accumulated onboard, discarding the photon timing information, and hence reducing the telemetry volume.

The photometry was computed using an aperture of 5 arcsec following the general prescription of Poole et al. (2008), introducing an annulus background region (inner and outer radii 20 and 30 arcsec), and it was corrected for Galactic extinction $E(B-V) = 0.019$ mag (Schlegel et al., 1998) in each spectral band Fitzpatrick (1999).

Note that for each filter the integrated flux was computed by using the related effective frequency, and not by folding the filter transmission with the source spectrum. This might produce a moderate overestimate of the integrated flux of about 10%. The total systematic uncertainty is estimated to be $\pm 18\%$.

The paper is organized as follows: In Sect. 2 we describe the participating instruments and the data analyses. Sections 3, 4, and 5 are devoted to the multifrequency variability and correlations. In Sect. 6 we report on the modeling of the SED data within a standard scenario for this source, and in Sect. 7 we discuss the implications of the experimental and modeling results.
Fig. 1: Time and energy coverage during the multifrequency campaign. For the sake of clarity, the shortest observing time displayed in the plot was set to half a day, and different colors were used to display different energy ranges. The correspondence between energy ranges and instruments is provided in Table 1.

2.4. Swift/XRT

The Swift X-ray Telescope (XRT; Burrows et al., 2005) pointed to Mrk 501 18 times in the time interval spanning from MJD 54553 to 54599. Each observation was about 1–2 ks long, with a total exposure time of 26 ks. The observations were performed in windowed timing (WT) mode to avoid pile-up, which could be a problem for the typical count rates from Mrk 501, which are about ~5 cps (Stroh & Falcone, 2013).

The XRT data set was first processed with the XRTDAS software package (v.2.8.0) developed at the ASI Science Data Center (ASDC) and distributed by HEASARC within the HEAsoft package (v. 6.13). Event files were calibrated and cleaned with standard filtering criteria with the xrtpipeline task.

The average spectrum was extracted from the summed cleaned event file. Events for the spectral analysis were selected within a circle of 20 pixel (~46 arcsec) radius, which encloses about 80% of the PSF, centered on the source position.

The ancillary response files (ARFs) were generated with the xrtmkarf task, applying corrections for the PSF losses and CCD defects using the cumulative exposure map. The latest response matrices (v. 014) available in the Swift CALDB were used. Before the spectral fitting, the 0.3-10 keV source energy spectra were binned to ensure a minimum of 20 counts per bin. The spectra were corrected for absorption with a neutral hydrogen column density \( N_H \) fixed to the Galactic 21 cm value in the direction of the source, namely \( 1.56 \times 10^{19} \text{ cm}^{-2} \) (Kalberla et al., 2005). When calculating the SED data points, the original spectral data were binned by combining 40 adjacent bins with the XSPEC command setplot rebin. The error associated to each binned SED data point was calculated adding in quadrature the errors of the original bins. The X-ray fluxes in the 0.3–10 keV band were retrieved from the log-parabola function fitted to the spectrum using the XSPEC command flux.

2.5. RXTE/PCA

The Rossi X-ray Timing Explorer (RXTE; Bradt et al., 1993) satellite performed 29 pointings on Mrk 501 during the time interval from MJD 54554 to 54601. Each pointing lasted 1.5 ks. The data analysis was performed using the FTOOLS v6.9 and following the procedures and filtering criteria recommended by the RXTE Guest Observer Facility after September 2007. The average net count rate from Mrk 501 was about 5 cps per proportional counter unit (PCU) in the energy range 3 – 20 keV, with flux variations typically lower than a factor of two. Consequently, the observations were filtered following the conservative procedures for faint sources. For details on the analysis of faint sources with RXTE, see the online Cook Book. In the data analysis, only the first xenon layer of PCU2 was used to increase the quality of the signal. We used the package pcabackest to model the background, the package saextrct to produce spectra for the source and background files and the script pcarsp to produce the response matrix. As with the Swift/XRT analysis, here we also used a hydrogen-equivalent column density \( N_H \) of \( 1.56 \times 10^{19} \text{ cm}^{-2} \) (Kalberla et al., 2005). However, since the PCA bandpass starts at 3 keV, the value used for \( N_H \) does not signif-

---

1 The CALDB files are located at http://heasarc.gsfc.nasa.gov/FTP/caldb

2 http://www.universe.nasa.gov/xrays/programs/rxte/pca/doc/

ically affect our results. The RXTE/PCA X-ray fluxes were retrieved from the power-law function fitted to the spectrum using the XSPEC command flux.

2.6. Swift/BAT

The Swift Burst Alert Telescope (BAT; Barthelmy et al. 2005) analysis results presented in this paper were derived with all the available data during the time interval from MJD 54548 to 54604. The seven-day binned fluxes shown in the light curves were determined from the weighted average of the daily fluxes reported in the NASA Swift/BAT web page. On the other hand, the spectra for the three time intervals defined in Sect. 5 were produced following the recipes presented by Ajello et al. (2008, 2009b). The uncertainty in the Swift/BAT flux/spectra is large because Mrk 501 is a relatively faint X-ray source and is therefore difficult to detect above 15 keV on weekly timescales.

2.7. MAGIC

MAGIC is a system of two 17 m diameter imaging atmospheric Cherenkov telescopes (IACTs), located at the Observatory Roque de los Muchachos, in the Canary island of La Palma (28.8 N, 17.8 W, 2200 m a.s.l.). The system has been operating in stereo mode since 2009 (Aleksić et al. 2011). The observations reported in this manuscript were performed in 2008, hence when MAGIC consisted on a single telescope. The MAGIC-I camera contained 577 pixels and had a field of view of 3.5°. The inner part of the camera (radius ~1.1°) was equipped with 397 PMTs with a diameter of 0.1° each. The outer part of the camera was equipped with 180 PMTs of 0.2° diameter. MAGIC-I working as a stand-alone instrument was sensitive over an energy range of 50 GeV to 10 TeV with an energy resolution of 20%, an angular PSF of about 0.1° (depending on the event energy) and a sensitivity of 2% the integral flux of the Crab nebula in 50 hr of observation (Albert et al. 2008a).

MAGIC observed Mrk 501 during 20 nights between 2008 March 29 and 2008 May 13 (from MJD 54554 to 54599). The observations were performed in ON mode, which means that the source is located exactly at the center in the telescope PMT camera. The data were analyzed using the standard MAGIC analysis and reconstruction software MARS (Albert et al. 2008; Aliu et al. 2009; Zanin et al. 2013). The data surviving the quality cuts amount to a total of 30.4 hours. The derived spectrum was unfolded to correct for the effects of the limited energy resolution of the detector and possible bias (Albert et al. 2007c) using the most recent (March 2014) release of the MAGIC unfolding routines, which take into account the distribution of the observations in zenith and azimuth for a correct effective area calculation. The resulting spectrum is characterized by a power-law function with spectral index (-2.42±0.05) and normalization factor (at 1 TeV) of (7.4±0.2)×10^{-12} cm^{-2} s^{-1} TeV^{-1} (see Appendix A). The photon fluxes for the individual observations were computed for a photon index of 2.5, yielding an average flux of about 20% of that of the Crab nebula above 300 GeV, with relatively mild (typically lower than factor 2) flux variations.

2.8. VERITAS

VERITAS is an array of four IACTs, each 12 m in diameter, located at the Fred Lawrence Whipple Observatory in southern Arizona, USA (31.7 N, 110.9 W). Full four-telescope operations began in 2007. All observations presented here were taken with all four telescopes operational, and prior to the relocation of the first telescope within the array layout (Perkins et al. 2009). Each VERITAS camera contains 499 pixels (each with an angular diameter of 0.15°) and has a field of view of 3.5°. VERITAS is sensitive over an energy range of 100 GeV to 30 TeV with an energy resolution of 15%-20% and an angular resolution (68% containment) lower than 0.1° per event.

The VERITAS observations of Mrk 501 presented here were taken on 16 nights between 2008 April 1 and 2008 May 13. After applying quality-selection criteria, the total exposure is 6.2 hr live time. Data-quality selection requires clear atmospheric conditions, based on infrared sky temperature measurements, and normal hardware operation. All data were taken during moon-less periods in wobble mode with pointings of 0.5° from the blazar alternating from north, south, east, and west to enable simultaneous background estimation and reduce systematics (Aharonian et al. 2001). Data reduction followed the methods described by Acero et al. (2008). The spectrum obtained with the full dataset is described by a power-law function with spectral index (-2.47±0.10) and normalization factor (at 1 TeV) of (9.4±0.6)×10^{-12} cm^{-2} s^{-1} TeV^{-1} (see Appendix A). In the calculation of the photon fluxes integrated above 300 GeV for the single VERITAS observations, we used a photon index of 2.5.

3. Light curves

Figure 2 shows the light curves for all of the instruments that participated in the campaign. The five panels from top to bottom present the light curves grouped into five energy ranges: radio, optical, X-ray, hard X-ray, and VHE.

The multifrequency light curves show little variability; during this campaign there were no outbursts of the magnitude observed in the past for this object (e.g., Krawczynski et al. 2000; Albert et al., 2007). Around MJD 54560, there is an increase in the X-rays activity, with a Swift/XRT flux (in the energy range 0.3–10 keV) of ~1.3×10^{-10} erg cm^{-2} s^{-1} before, and ~1.7×10^{-10} erg cm^{-2} s^{-1} after this day. The measured X-ray flux during this campaign is well below ~2.0×10^{-10} erg cm^{-2} s^{-1}, which is the average X-ray flux measured with Swift/XRT during the time interval of 2004 December 22 through 2012 August 31, which was reported by Stroh & Falcone (2013). In the VHE domain, the γ-ray flux above 300 GeV is mostly below ~2×10^{-11} ph cm^{-2} s^{-1} before MJD 54560, and above ~2×10^{-11} ph cm^{-2} s^{-1} after this day. The variability in the multifrequency activity of the source is discussed in Sect. 4 while the correlation among energy bands is reported in Sect. 5.

For the spectral analysis presented in Sect. 6 we divided the data set into three time intervals according to the X-ray flux level (i.e., low/high flux before/after MJD 54560) and the data gap at most frequencies in the time interval MJD 54574-54579 (which is due to the difficulty of observing with IACTs during the nights with moonlight).

4. Variability

We followed the description given by Vaughan et al. (2003) to quantify the flux variability by means of the fractional variability parameter \( F_{var} \). To account for the individual flux measurement errors (\( \sigma_{flux} \)), the ‘excess variance’ (Edelson et al. 2002) was used as an estimator of the intrinsic source flux variance. This is the variance after subtracting the contribution expected

4. http://swift.gsfc.nasa.gov/docs/swift/results/transientflux
from measurement statistical uncertainties. This analysis does not account for systematic uncertainties. \( F_{\text{var}} \) was derived for each participating instrument individually, which covered an energy range from radio frequencies at \( \sim 8 \) GHz up to very high energies at \( \sim 10 \) TeV. \( F_{\text{var}} \) is calculated as

\[
F_{\text{var}} = \sqrt{S^2 - \frac{\sigma_{\text{err}}^2}{<F_{\gamma}>^2}},
\]

where \(<F_{\gamma}>\) denotes the average photon flux, \( S \) the standard deviation of the \( N \) flux measurements and \( \sigma_{\text{err}}^2 \) the mean squared error, all determined for a given instrument (energy bin). The uncertainty of \( F_{\text{var}} \) is estimated according to

\[
\Delta F_{\text{var}} = \sqrt{F_{\text{var}}^2 + \text{err}(\sigma_{\text{NXS}}^2)^2} - F_{\text{var}},
\]

where \( \text{err}(\sigma_{\text{NXS}}^2) \) is given by equation 11 in Vaughan et al. (2003).

\[
\text{err}(\sigma_{\text{NXS}}^2) = \left(\frac{\sum_{i=1}^{N} <\sigma_{\text{err}}^2>}{N} <F_{\gamma}>^2\right) + \left(\frac{2F_{\text{var}}}{<F_{\gamma}>^2} - \frac{\sum_{i=1}^{N} <\sigma_{\text{err}}^2>}{N}\right)^2.
\]

As reported in Sect. 2.2 in Poutanen et al. (2008), this prescription of computing \( \Delta F_{\text{var}} \) is more appropriate than that given by equation B2 in Vaughan et al. (2003), which is not correct when the error in the excess variance is similar to or larger than the excess variance. For this data set, we found that the prescription from Poutanen et al. (2008), which is used here, leads to \( \Delta F_{\text{var}} \) that are \( \sim 40\% \) smaller than those computed with equation B2 in Vaughan et al. (2003) for the energy bands with the lowest \( F_{\text{var}} \), while for most of the data points (energy bands) the errors are only \( \sim 20\% \) smaller, and for the data points with the highest \( F_{\text{var}} \) they are only few % smaller.

Fig. 3 shows the \( F_{\text{var}} \) values derived for all instruments that participated in the MW campaign. The flux values that were used are displayed in Fig. 2. All flux values correspond to measurements performed on minutes or hour timescales, except for

Swift/BAT, whose X-ray fluxes correspond to a seven-day integration because of the somewhat moderate sensitivity of this instrument to detect Mrk 501. Consequently, Swift/BAT data cannot probe the variability on timescales as short as the other instruments, and hence \( F_{\text{var}} \) might be underestimated for this instrument. We obtained negative excess variance (\( <\sigma_{\text{err}}^2> \) larger than \( S^2 \)) for the lowest frequencies of several radio telescopes. A negative excess variance can occur when there is little variability (in comparison with the uncertainty of the flux measurements) and/or when the errors are slightly overestimated. A negative excess variance can be interpreted as no signature for variability in the data of that particular instrument, either because a) there was no variability or b) the instrument was not sensitive enough to detect it. Fig. 3 only shows the fractional variance for instruments with positive excess variance.

Table 1: List of instruments participating in the multifrequency campaign and used in the compilation of the light curves and SEDs shown in Fig. 2 and 3. The instruments with the symbol "∗" observed Mrk 501 through the GASP-WEBT program. The energy range shown in column 2 is the actual energy range covered during the Mrk 501 observations, and not the nominal energy range of the instrument, which might only be achievable for bright sources and excellent observing conditions. See text for further comments.

<table>
<thead>
<tr>
<th>Instrument/Observatory</th>
<th>Energy range covered</th>
<th>Web page</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAGIC</td>
<td>0.31-7.0 TeV</td>
<td><a href="http://wwwmagic.mppmu.mpg.de/">http://wwwmagic.mppmu.mpg.de/</a></td>
</tr>
<tr>
<td>VERITAS</td>
<td>0.32-4.0 TeV</td>
<td><a href="http://veritas.sao.arizona.edu/">http://veritas.sao.arizona.edu/</a></td>
</tr>
<tr>
<td>Swift/BAT</td>
<td>14-195 keV</td>
<td><a href="http://heasarc.gsfc.nasa.gov/docs/swift/swiftsc.html/">http://heasarc.gsfc.nasa.gov/docs/swift/swiftsc.html/</a></td>
</tr>
<tr>
<td>RXTE/PCA</td>
<td>3-20 keV</td>
<td><a href="http://heasarc.gsfc.nasa.gov/docs/rxte/rxte.html">http://heasarc.gsfc.nasa.gov/docs/rxte/rxte.html</a></td>
</tr>
<tr>
<td>Swift/XRT</td>
<td>0.3-10 keV</td>
<td><a href="http://heasarc.gsfc.nasa.gov/docs/swift/swiftsc.html">http://heasarc.gsfc.nasa.gov/docs/swift/swiftsc.html</a></td>
</tr>
<tr>
<td>Swift/UVOT</td>
<td>V, B, U, UVW1, UVM2, UVW2</td>
<td><a href="http://heasarc.gsfc.nasa.gov/docs/swift/swiftsc.html">http://heasarc.gsfc.nasa.gov/docs/swift/swiftsc.html</a></td>
</tr>
<tr>
<td>Abastumani’</td>
<td>R band</td>
<td><a href="http://www.oato.inaf.it/blazars/webt/">http://www.oato.inaf.it/blazars/webt/</a></td>
</tr>
<tr>
<td>Crimean’</td>
<td>R band</td>
<td><a href="http://www.oato.inaf.it/blazars/webt/">http://www.oato.inaf.it/blazars/webt/</a></td>
</tr>
<tr>
<td>Lulin’</td>
<td>R band</td>
<td><a href="http://www.oato.inaf.it/blazars/webt/">http://www.oato.inaf.it/blazars/webt/</a></td>
</tr>
<tr>
<td>Roque de los Muchachos (KVA)’</td>
<td>R band</td>
<td><a href="http://www.oato.inaf.it/blazars/webt/">http://www.oato.inaf.it/blazars/webt/</a></td>
</tr>
<tr>
<td>St. Petersburg’</td>
<td>R band</td>
<td><a href="http://www.oato.inaf.it/blazars/webt/">http://www.oato.inaf.it/blazars/webt/</a></td>
</tr>
<tr>
<td>Talmassons’</td>
<td>R band</td>
<td><a href="http://www.oato.inaf.it/blazars/webt/">http://www.oato.inaf.it/blazars/webt/</a></td>
</tr>
<tr>
<td>Noto</td>
<td>43 GHz</td>
<td><a href="http://www.noto.ira.inaf.it/">http://www.noto.ira.inaf.it/</a></td>
</tr>
<tr>
<td>Metsähovi’</td>
<td>37 GHz</td>
<td><a href="http://www.metsahovi.fi/">http://www.metsahovi.fi/</a></td>
</tr>
<tr>
<td>Medicina</td>
<td>8.4 GHz</td>
<td><a href="http://www.med.ira.inaf.it/index_EN.htm">http://www.med.ira.inaf.it/index_EN.htm</a></td>
</tr>
<tr>
<td>UMRAO’</td>
<td>4.8, 8.0, 14.5 GHz</td>
<td><a href="http://www.oato.inaf.it/blazars/webt/">http://www.oato.inaf.it/blazars/webt/</a></td>
</tr>
<tr>
<td>RATAN-600</td>
<td>2.3, 4.8, 7.7, 11.1, 22.2 GHz</td>
<td><a href="http://www.sao.ru/ratan/">http://www.sao.ru/ratan/</a></td>
</tr>
<tr>
<td>Effelsberg’</td>
<td>2.6, 4.6, 7.8, 10.3, 13.6, 21.7, 31 GHz</td>
<td><a href="http://www.mpifr-bonn.mpg.de/div/effelsberg/index_e.html">http://www.mpifr-bonn.mpg.de/div/effelsberg/index_e.html</a></td>
</tr>
</tbody>
</table>

Fig. 3: Fractional variability parameter \( F_{\text{var}} \) vs energy covered by the various instruments. \( F_{\text{var}} \) was derived using the individual single-night flux measurements except for Swift/BAT, for which, because of the limited sensitivity, we used data integrated over one week. Vertical bars denote 1 \( \sigma \) uncertainties, horizontal bars indicate the approximate energy range covered by the instruments.
5. Multifrequency cross-correlations

We used the discrete correlation function (DCF) proposed by Edelson & Krolik (1988) to study the multifrequency cross-correlations between the different energy bands. The DCF quantifies the temporal correlation as a function of the time lag between two light curves, which can give us a deeper insight into the acceleration processes in the source. For example, these time lags may occur as a result of spatially separated emission regions of the individual flux components (as expected, for example, in external inverse Compton models), or may be caused by the energy-dependent cooling time-scales of the emitting electrons.

There are two important properties of the DCF method. First, it can be applied to unevenly sampled data (as in this campaign), meaning that the correlation function is defined only for lags for which the measured data exist, which makes an interpolation of the data unnecessary. The result is a correlation function that is a set of discrete points binned in time. Second, the errors in the individual flux measurements (which contribute to the dispersion in the flux values) are naturally taken into account. The latter characteristic is a big advantage over the commonly used Pearson correlation function. The main caveat of the DFC method is that the correlation function is not continuous and that care needs to be taken when defining the time bins to achieve a reasonable balance between the required time resolution and accuracy of DCF. Given the many two-day (sometimes three-day) time gaps in the X-ray and VHE observations from this MW campaign, we selected a time bin of three days to compute the DCF with minimal impact of these observational gaps. Moreover, given the relatively low variability reported in Fig. 3, an estimation of DCF would not benefit from a smaller time bin.

Using the data collected in this campaign, we derived the DCF for all different combinations of instruments and energy regions and also for artificially introduced time lags (ranging from -21 to +21 days) between the individual light curves. Significant correlations were found only for the pairs RXTE/PCA - Swift/XRT and also (less significant) RXTE/PCA with MAGIC and VERITAS (Figs. 4a and 4b). In both cases, the highest DCF values are obtained for a zero time lag, with a value of 0.71 ± 0.22 (RXTE/PCA - Swift/XRT) and 0.45 ± 0.15 (RXTE/PCA - MAGIC and VERITAS), which implies positive correlations with a significance of 3.2 and 3.0 standard deviations.

As discussed in Uttley et al. (2003), the errors in the DCF computed as prescribed in Edelson & Krolik (1988) might not be appropriate for determining the significance of the DCF when the individual light-curve data points are correlated rednoise data. Depending on the power spectral density (PSD) and the sampling pattern, the significance as calculated by Edelson & Krolik (1988) might therefore overestimate the real significance. To derive an independent estimate of the real significance of the correlation peaks we used the dedicated Monte Carlo approach described below.

First we generated a large set of simulated light curves using the method of Timmer & Koenig (1995) following the prescription of Uttley et al. (2003). As a model for the PSD we assumed a simple power-law shape and generated for each observed light curve and for each PSD model (we varied the PSD slope in the range -1.0 to -2.5 in steps of 0.1) 1000 simulated light curves.

The shape of the PSD from blazars can be typically characterized with a power law $P_\nu \propto \nu^{\alpha}$ with spectral indices $\alpha$ between 1 and 2 (see Abdo et al., 2010; Chatterjee et al., 2012).
The simulated light curves were then resampled using the sampling pattern of the observed light curve. By applying the psresp method (Uttley et al. 2002) we tried to determine the best-fitting model for the PSD. This involves the following steps in addition to the light-curve simulation and resampling: the PSD of the observed light curve, as well as the PSD of each simulated light curve, is calculated as the square of the modulus of the discrete Fourier transform of the (mean subtracted) light curve, as described in Uttley et al. (2002). A $\chi^2$ analysis is then used to determine the model that best fits the data. Given the short frequency range, the uneven sampling and the presence of large gaps (particularly in the VHE data), it was not possible to constrain the PSD shape very tightly. The best-fitting models are power laws with indices 1.4 (VHE) and 1.5 (X-rays), however, any power law with an index between 1.0 and 1.9 fits the data reasonably well. The RXTE/PCA light curve is sampled more often and regularly than the other VHE and X-ray light curves, and moreover, Kataoka et al. (2001) found an X-ray PSD slope similar to ours (1.37 ± 0.16) in the frequency range probed here. Therefore we used the simulated RXTE/PCA light curves with a PSD slope of -1.5 to ascertain the confidence levels in the DCF calculation. We cross-correlated each of the 1000 simulated RXTE/PCA light curves with the observed VHE (MAGIC&VERITAS) and Swift/XRT light curves. The 95 and 99% limits of the distribution of simulated RXTE/PCA light curves when correlated with the real VHE and Swift/XRT light curves are plotted in Figs. 4a and 4b as blue dashed and red dotted lines, respectively. The correlation peaks at time lag = 0 are higher than >99% of the simulated data for the DCF for RXTE/PCA correlated with Swift/XRT, and ~99% for the simulated data for the DCF for RXTE/PCA with VHE (MAGIC&VERITAS). Given that a 99% confidence level is equivalent to 2.5 standard deviations, this result agrees reasonably well with the significances of ~3 standard deviations estimated from the Edelson&Krolik DCF errors, thus indicating that in this case the red-noise nature and the sampling of the light curve do not have a very strong influence. There are no other peaks or dips in the DCF between VHE and X-rays that appear significant.

The positive correlation in the fluxes from Swift/XRT and RXTE/PCA is expected because of the proximity (and overlap) of the energy coverage of these two instruments (see Table 1), while the correlated behavior between RXTE/PCA and MAGIC/VERITAS suggests that the X-ray and VHE emission are co-spatial and produced by the same population of high-energy particles. The correlation between the X-ray and VHE band has been reported many times in the past (e.g., Krawczynski et al. 2000; Tavecchio et al. 2001; Gliozzi et al. 2006; Albert et al. 2007), but only when Mrk 501 showed flaring VHE activity with VHE fluxes higher than the flux of the Crab nebula. An X-ray/VHE correlation when the source shows a VHE flux below 0.5 Crab has never been shown until now.

6. SED modeling

Using the multifrequency data, we derived time-resolved SEDs for three different periods that were defined according to the observed X-ray flux during this campaign (see Sect. 3). The Swift, RXTE, MAGIC, and VERITAS spectral results for the three periods are reported in Appendix A. The X-ray spectral results reported in Tables A.1 and A.2 show that Mrk501 became brighter and harder in P2/P3 than in P1. The VHE spectra reported in Tables A.3 and A.4 show that the MAGIC and VERITAS spectral results agree with each other within statistical uncertainties (despite the slightly different temporal coverage). The VHE

![Fig. 5: Spectral energy distributions for Mrk 501 in the three periods described in Sect. 3. The legend reports the correspondence between the instruments and the measured fluxes. Further details about the instruments are given in Sect. 2. The vertical error bars in the data points denote the 1 $\sigma$ statistical uncertainty. The black curve depicts the one-zone SSC model fit described in Sect. 6 with the resulting parameters reported in Table 2.](attachment:fig5.png)
spectral results do not show any significant spectral hardening when going from P1 to P2/P3. This could be due to the low VHE activity of Mrk501 and the moderate sensitivity that MAGIC and VERITAS had in 2008. In any case, MAGIC measures a VHE spectrum for P2/P3 that is significantly brighter than that measured for P1.

The SED of the inner jet was modeled using a single-zone synchrotron self-Compton (SSC) \cite{Maraschi et al., 2003} model, which is the simplest theoretical framework for the broadband emission of high-synchrotron-peak BL Lac objects like Mrk 501. To reproduce the double bump shape of the SED, we assumed that the electron energy distribution (EED) can be described by a broken power law, with indices $n_1$ and $n_2$, below and above the break ($\gamma_{\text{break}}$), $\gamma_{\text{min}}$ and $\gamma_{\text{max}}$ being the lowest and highest energies, and $K$ the normalization factor. The emission region is assumed to be a spherical plasmoid of radius $R$, filled with a tangled homogenous magnetic field of amplitude $B$, and moving with a relativistic Doppler factor $\delta$, such that $\delta = \sqrt{1 - \beta \cos \theta}/\gamma$, where $\beta = v/c$, $\gamma$ is the bulk Lorentz factor, and $\theta$ is the viewing angle with respect to the plasmoid velocity.

The SED modeling was performed using a $\chi^2$ minimized fitting algorithm, instead of the commonly used eye-ball procedure. The algorithm uses the Levenberg-Marquardt method - which interpolates between inverse Hessian method and steepest-descent method. In the fitting procedure, a systematic uncertainty of 15% for optical data sets, 10% for X-ray data sets, and 40% for VHE data sets was added in quadrature to the statistical uncertainty in the data points below 1.0 limits for the blazar emission modeled here. The density of Mrk 501 integrated over the whole source extension.

10, which is many orders of magnitude larger than the typical size of the regions where the blazar emission is produced ($\sim 10^{-4} - 10^{-3}$ pc). Given the relatively low angular resolution of the single-dish radio telescopes (in comparison with interferometric radio observations), these instruments measure the total flux density of Mrk 501 integrated over the whole source extension. Consequently, the single-dish radio data were used as upper limits for the blazar emission modeled here. The Swift/UVOT data points below 1.0x10^{15} Hz (those in the V, B, U filters) are dominated by the emission from the host galaxy and hence they are considered only as upper limits in the procedure of fitting the SED. The other Swift/UVOT data points (those from the filters UVW1, UVW2, and UBV2) were used in the SED model fit. The optical data in the R band from GASP-WEBT were corrected for the host galaxy contribution using the prescriptions from Nilsson et al. (2007), and the VHE data from MAGIC and VERITAS were corrected for the absorption in the extragalactic background light (EBL) using the model from Franceschini et al. (2008). We note that, because of the low redshift of this source, many other prescriptions (e.g., Finke et al., 2011; Dominguez et al., 2011) provide compatible results at energies below 10 TeV.

6 At 5 TeV, most models predict an absorption of $\sim 0.4$–0.5.

We noted that the three SEDs can be described with minimal changes in the environment parameters ($R$, $\delta$, $B$) and maximum energy of the EED ($\gamma_{\text{max}}$). Therefore, we decided to test whether we could explain the modulations of the SED by simply changing the shape and normalization of the EED ($K$, $n_1$, $n_2$, $\gamma_{\text{break}}$) while keeping all the other model parameters constant. The collected multi-instrument data contain neither high-frequency (>43 GHz) interferometric observations, nor Fermi-LAT data and hence it is difficult to constrain the model parameter $\gamma_{\text{min}}$. In fact, we noted that a one-zone SSC model can describe the experimental data equally well with $\gamma_{\text{min}}=1$ and $\gamma_{\text{min}}=1000$. Both numbers have been used in the literature, and the multi-instrument data from this campaign cannot be used to distinguish between them. In this work we decided to use $\gamma_{\text{min}}=1000$, which is motivated by two reasons: (i) the preference for a large $\gamma_{\text{min}}$ in the one-zone SSC model fits in the Mrk 501 SED reported in Abdo et al. (2011), where the experimental constraints are tighter (because of usage of VLBA and Fermi-LAT data); and (ii) the preference for reducing the electron energy density (which largely depends on $\gamma_{\text{min}}$ for soft-electron energy spectra) with respect to the magnetic energy density. We note that even with the choice of $\gamma_{\text{min}}=1000$, the kinetic (electron) energy density resulting from the SED model fit is about two orders of magnitude larger than the magnetic energy density.

The one-zone SSC model fits of the three different periods are shown in Fig. 2, Fig. 3, and Fig. 4. The resulting SED model parameters of the two scenarios are reported in Table 2. The relatively small variations in the broadband SED during this observing campaign can be adequately parameterized with small modifications in the parameters that describe the shape of the EED, namely $\gamma_{\text{break}}$, $n_1$, $n_2$, and $K$. The one-zone SSC model parameters are determined by the shape of the low-energy bump together with the overall energy flux measured at VHE, and they are not sensitive to exact slope of the VHE spectra. This is mostly due to the relatively large uncertainties in the reported VHE spectra.

7. Discussion

In the SSC framework, the observed flux variability contains information on the dynamics of the underlying population of relativistic electrons. In this context, the general variability trend reported in Fig. 3 suggests that the flux variations are dominated by the high-energy electrons, which have shorter cooling timescales, which causes the higher variability amplitude observed at the highest energies.

Mrk 501 is known for its strong spectral variability at VHE; although these spectral variations typically occur when the source's activity changes substantially, showing a characteristic "harder-when-brighter" behavior (e.g., Aharonian et al., 2001; Albert et al., 2007; Abdo et al., 2011). During this MW campaign the flux level and flux variability at VHE was low (see Fig. 2 and 3), and neither MAGIC nor VERITAS could detect significant spectral variability during the three temporal periods considered (see Tables A.1 and A.2). This is partially due to the moderate sensitivity of MAGIC and VERITAS back in 2008. On the other hand, in the X-ray domain the instruments Swift/XRT and RXTE/PCA have sufficient sensitivity to resolve Mrk 501 very significantly in this very low state, and they both detect a hardening of the spectra when the flux increases from P1 to P2 (see Tables A.1 and A.2). This confirms the "harder-when-brighter" behavior reported previously for this source (e.g., Ghiselli et al., 2006).

The three SEDs from the 2008 multi-instrument campaign can be adequately described with a one-zone SSC model in
which the EED is parameterized with two power-law functions (i.e., one break). Such a simple parameterization was not successful in describing the SED from the 2009 multi-instrument campaign, which required an EED described with three power-law functions \cite{Abdo11}. This difference is related to the reduced instrumental energy coverage of the 2008 observing campaign in comparison to that of 2009. In particular, the SED reported in \cite{Abdo11} benefitted from 43 GHz VLBA interferometric and 230 GHz SMA observations, as well as from Fermi-LAT, which helped substantially to characterize the high-energy (inverse Compton) bump. Therefore, the SEDs shown here have fewer experimental constraints than those shown in \cite{Abdo11}, and this might facilitate the characterization with a simpler theoretical model. In addition, the somewhat higher activity of Mrk 501 during 2009 than in 2008 is also worth mentioning, which might also contribute to this difference in the SED modeling results.

The obtained $\gamma_{\text{break}}$ is $\sim 10$ smaller than the $\gamma_{\text{break}}$ expected from synchrotron cooling, which suggests that this break is intrinsic to the injection mechanism. We note that this $\gamma_{\text{break}}$ is comparable (within a factor of two) to the first $\gamma_{\text{break}}$ used in \cite{Abdo11}, which was also related to the mechanisms responsible for accelerating the particle\footnote{The second break in the EED used in \cite{Abdo11} was related to the synchrotron cooling of the electrons.}.

Using the one-zone SSC model curves presented in Sect. 6, we calculated the observed luminosity $L_{\text{obs}} = \int_{\nu_{\text{min}}}^{\nu_{\text{max}}} \nu F(\nu) \mathrm{d}\nu$ with $\nu_{\text{min}} = 10^{11.0} \, \text{Hz}$ and $\nu_{\text{max}} = 10^{27.5} \, \text{Hz}$, and converted it into jet power in radiation, $P_{\text{jet}} = L_{\text{obs}}/\delta^2$, as prescribed in Celotti & Ghisellini (2008). The radiated jet power for the three epochs were $6.2 \times 10^{41} \, \text{erg s}^{-1}$, $7.5 \times 10^{41} \, \text{erg s}^{-1}$, and $7.4 \times 10^{41} \, \text{erg s}^{-1}$ for the periods 1, 2, and 3 respectively; that is, the radiated jet power increased from P 1 to P 2 and remained the same from P 2 to P 3. Given the model parameter values reported in Table 2, the increase in the luminosity of the source is driven by a growth of the electron energy density. In particular, the change from P 1 to P 2 may have been produced by an injection of more electrons. On the other hand, although in P 3 we postulate slightly higher values of $K$ and $\gamma_{\text{break}}$ than in P 2, the softening of the electron spectrum ($n_2$) nullifies the effect, such that the electron energy density, and hence the luminosity, remain constant.

It is worth mentioning that the low X-ray and VHE activity reported in this paper is comparable to the one reported for the MW campaign from 1996 March \cite{Kataoka99}. In this case, however, we could describe the measured SED using a one-zone SSC with only one break (instead of two) in the EED, and with a better data-model agreement at VHE. The MAGIC and VERITAS spectra, after being corrected for the absorption in the EBL, can be parameterized with a power-law function with index $\sim 2.3$, which matches the power-law index predicted by the SSC model well, that is, $\sim 2.3$ at 300 GeV and $\sim 2.5$ at 1 TeV. On the other hand, the VHE spectra determined with HEGRA data from 1996 March to 1996 August (hence not strictly simultaneous to the 1996 March MW campaign) was parameterized with a power-law function with index $2.5 \pm 0.4$ above 1.5 TeV, which poorly matched the value of $\sim 3.8$ predicted by the SSC model used in \cite{Kataoka99}. \cite{Kataoka99} also postulated (based on comparisons of the low-activity measured in 1996 with the large flare from 1997) that the variability in the SED of Mrk 501 could be driven by variations in the number of high-energy electrons. Based on the collected broadband SEDs of Mrk 501 from 1997 to 2009, which were characterized with a one-zone SSC scenario, \cite{Mankuzhiyil12} also suggested that the variability observed in this source is strongly related to the variability in the high-energy portion of the EED.

### 8. Conclusions

We reported the results from a coordinated multi-instrument observation of the TeV BL Lac Mrk 501 between March and May 2008. This MW campaign was planned regardless of the activity of source to perform an unbiased (by the high-activity) characterization of the broadband emission.

Mrk 501 was found to be in a relatively low state of activity with a VHE $\gamma$-ray flux of about 20% the Crab nebula flux. Nevertheless, significant flux variations were measured in several energy bands, and a trend of variability increasing with energy was also observed. We found a positive correlation between the activity of the source in the X-ray and VHE $\gamma$-ray bands. The significance of this correlation was estimated with two independent methods: (i) the prescription given in Edelson & Krolik \cite{1988ApJ...326..693E}, and (ii) a tailored Monte Carlo approach based on Uttley et al. \cite{2002ApJ...576..730U}. In both cases we found a marginally significant ($\sim 3\sigma$) positive correlation with zero time lag. A X-ray to VHE correlation for Mrk 501 has been reported many times in the past during flaring (high) X-ray/VHE activity \citep[e.g.,][]{Krawczynski00,Tavecchio01,Gioia06,Albert07}; but this is the first time that this behavior is reported for such a low X-ray/VHE state. Therefore this result suggests that the mechanisms dominating the X-ray/VHE emission during non-flaring activity do not differ substantially from those that are responsible for the emission during flaring activity.

We also showed that a homogeneous one-zone synchrotron self-Compton model can describe the Mrk 501 SEDs measured during the two slightly different emission states observed during this campaign. The difference between the low (P1) and the slightly higher (P2 and P3) emission states can be adequately modeled by changing the shape of the electron energy distribution. But given the small variations in the broad band SED, other

<table>
<thead>
<tr>
<th>Period</th>
<th>$\gamma_{\text{min}}$</th>
<th>$\gamma_{\text{break}}$</th>
<th>$\gamma_{\text{max}}$</th>
<th>$n_1$</th>
<th>$n_2$</th>
<th>$B$ [G]</th>
<th>$K$ [cm$^{-3}$]</th>
<th>$R$ [cm]</th>
<th>$\delta$</th>
<th>Electron energy density [erg cm$^{-3}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>$1.0 \times 10^3$</td>
<td>$8.3 \times 10^4$</td>
<td>$2.8 \times 10^6$</td>
<td>2.22</td>
<td>3.43</td>
<td>$4.4 \times 10^{-2}$</td>
<td>$2.1 \times 10^4$</td>
<td>$9.7 \times 10^{15}$</td>
<td>22.8</td>
<td>$1.1 \times 10^{-2}$</td>
</tr>
<tr>
<td>P2</td>
<td>$1.0 \times 10^3$</td>
<td>$4.6 \times 10^4$</td>
<td>$2.8 \times 10^6$</td>
<td>2.23</td>
<td>3.09</td>
<td>$4.4 \times 10^{-2}$</td>
<td>$3.3 \times 10^4$</td>
<td>$9.7 \times 10^{15}$</td>
<td>22.8</td>
<td>$1.3 \times 10^{-2}$</td>
</tr>
<tr>
<td>P3</td>
<td>$1.0 \times 10^3$</td>
<td>$7.3 \times 10^4$</td>
<td>$2.8 \times 10^6$</td>
<td>2.26</td>
<td>3.21</td>
<td>$4.4 \times 10^{-2}$</td>
<td>$3.6 \times 10^4$</td>
<td>$9.7 \times 10^{15}$</td>
<td>22.8</td>
<td>$1.3 \times 10^{-2}$</td>
</tr>
</tbody>
</table>

Table 2: Model parameters obtained from the $\chi^2$-minimized SSC fits and the calculated electron energy density values.
combination of SSC parameter changes may also be able to describe the observations.
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<table>
<thead>
<tr>
<th>Period</th>
<th>(K) ([10^{-2} \text{ cm}^{-2} \text{s}^{-1} \text{ keV}^{-1}])</th>
<th>(\alpha)</th>
<th>(\beta)</th>
<th>(\chi^2/ndf)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>2.65±0.03</td>
<td>0.21±0.01</td>
<td>0.24±0.03</td>
<td>331/308</td>
</tr>
<tr>
<td>P2</td>
<td>3.12±0.03</td>
<td>0.23±0.02</td>
<td>322/336</td>
<td></td>
</tr>
<tr>
<td>P3</td>
<td>3.23±0.03</td>
<td>0.26±0.02</td>
<td>409/354</td>
<td></td>
</tr>
</tbody>
</table>

Table A.1: Parameters resulting from the fit with a log-parabola \(F(E) = K \cdot (E/\text{keV})^{-\alpha-\beta \cdot \log(E/\text{keV})}\) to the Swift/XRT spectra.

<table>
<thead>
<tr>
<th>Period</th>
<th>(K) ([10^{-2} \text{ cm}^{-2} \text{s}^{-1} \text{ keV}^{-1}])</th>
<th>(\alpha)</th>
<th>(\chi^2/ndf)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>4.36±0.21</td>
<td>2.36±0.03</td>
<td>24/19</td>
</tr>
<tr>
<td>P2</td>
<td>4.69±0.18</td>
<td>2.19±0.02</td>
<td>18/19</td>
</tr>
<tr>
<td>P3</td>
<td>4.78±0.10</td>
<td>2.23±0.01</td>
<td>24/19</td>
</tr>
</tbody>
</table>

Table A.2: Parameters resulting from the fit with a power law \(F(E) = K \cdot (E/\text{keV})^{-\alpha}\) to the RXTE/PCA spectra.

<table>
<thead>
<tr>
<th>Period</th>
<th>(K) ([10^{-12} \text{ cm}^{-2} \text{s}^{-1} \text{ TeV}^{-1}])</th>
<th>(\alpha)</th>
<th>(\chi^2/ndf)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>5.3±0.5</td>
<td>2.49±0.20</td>
<td>5/3</td>
</tr>
<tr>
<td>P2</td>
<td>9.1±0.8</td>
<td>2.44±0.17</td>
<td>5/3</td>
</tr>
<tr>
<td>P3</td>
<td>7.7±0.3</td>
<td>2.37±0.05</td>
<td>9/4</td>
</tr>
<tr>
<td>All</td>
<td>7.4±0.2</td>
<td>2.42±0.05</td>
<td>2/4</td>
</tr>
</tbody>
</table>

Table A.3: Parameters resulting from the fit with a power law \(F(E) = K \cdot (E/\text{TeV})^{-\alpha}\) to the measured MAGIC spectra (without correction for the EBL absorption)

**Appendix A: X-ray and γ-ray spectra**

This section reports the spectral parameters resulting from the fit to the X-ray and γ-ray spectra.
Table A.4: Parameters resulting from the fit with a power law $F(E) = K \cdot (E/TeV)^{-\alpha}$ to the measured VERITAS spectra (without correction for the EBL absorption)

<table>
<thead>
<tr>
<th>Period</th>
<th>$K$ [$10^{-12}$ cm$^{-2}$ s$^{-1}$ TeV$^{-1}$]</th>
<th>$\alpha$</th>
<th>$\chi^2/ndf$</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>P2</td>
<td>6.0±0.9</td>
<td>2.55±0.22</td>
<td>2/4</td>
</tr>
<tr>
<td>P3</td>
<td>8.7±1.5</td>
<td>2.44±0.28</td>
<td>1/4</td>
</tr>
<tr>
<td>All</td>
<td>9.4±0.6</td>
<td>2.47±0.10</td>
<td>13/8</td>
</tr>
</tbody>
</table>
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Fig. 2: Multifrequency light curve for Mrk 501 during the entire campaign period. The panels from top to bottom show the radio, optical and UV, X-ray, hard X-ray, and VHE γ-ray bands. The thick black vertical lines in all the panels delimit the time intervals corresponding to the three different epochs (P1, P2, and P3) used for the SED model fits in Sect. 6. The horizontal dashed line in the bottom panel depicts 10% of the flux of the Crab nebula above 300 GeV (Albert et al. 2008b).