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Methanol-ethanol mixtures under ambient conditions of temperature and pressure are studied by computer simulations, with the aim to sort out how the ideality of this type of mixtures differs from that of a textbook example of an ideal mixture. This study reveals two types of ideality, one which is related to simple disorder, such as in benzene-cyclohexane mixtures, and another found in complex disorder mixtures of associated liquids. It underlines the importance of distinguishing between concentration fluctuations, which are shared by both types of systems, and the structural heterogeneity, which characterises the second class of disorder. Methanol-1-propanol mixtures are equally studied and show a quasi-ideality with many respect comparable to that of the methanol-ethanol mixtures, hinting at the existence of a super-ideality in neat mono-ol binary mixtures, driven essentially by the strong hydrogen bonding and underlying hydroxyl group clustering. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4960435]

I. INTRODUCTION

The textbook concept of ideal mixtures schematises situations where the different species do not interact with each other or interact similarly. Since molecules always interact through excluded volumes, the concept of ideal mixture concerns mostly enthalpic effects: the excess enthalpy of mixing should be zero. This is never achieved in practice, but many binary mixtures, such as the textbook example benzene-cyclohexane,1,2 are nearly ideal. A model example would be a binary mixture of two Lennard-Jonesium (LJ) which are very similar in terms of atomic size and energy parameters, as shown in this study. Since methanol and ethanol are very similar, differing only by a single methyl group, one expects their mixtures would be ideal. The query about the ideality of this type of mixture has been recently asked in a study3 of the diffusion constants in mixtures, where the near absence of concentration fluctuations was pointed out. Indeed, the excess energy of the mixture is almost zero, very much like that of the Lennard-Jones mixture tailored over the respective molecular sizes. However, the energies between the two systems are very different, owing to the large electrostatic energies corresponding to the hydrogen bonding. This fact alone raises the question if the alcohol mixtures should be considered as ideal. The answer to this question is not just about the magnitude of the energies, it is more about the local order which results from the highly directional hydrogen bond interaction. This local order manifests itself through the local clustering of molecules, which in turn produces the pre-peak in the structure factors.4,5 Our principal claim through this study concerns the existence of two types of disorder in liquids, simple and complex,6 and that the signature of the second type should be looked in the site-site structure factors, and eventually in the scattered intensity as measured by X-ray or neutron scattering experiments. This pre-peak has been reported for neat alcohols from early experiments.7,8 In the case of alcohols, the pre-peak is equally visible in the scattering experiments,9–12 as we equally demonstrate through the computer experiments.13

Another pathway to speak of ideality in mixtures is through concentration fluctuations. If molecules from different species interact very similarly, their relative distributions will be similar to the respective pure liquid, hence the concentrations fluctuations will be small. The Kirkwood-Buff theory allows to relate fluctuations to thermodynamical quantities, such as the chemical potentials.14 These latter quantities have an ideal part, related to the counting statistics of the configurations, and an excess part, related to the interactions. The resulting Kirkwood-Buff integrals (KBI), which are the integrals of the pair correlation functions,14,15 are a direct test of how interactions affect the mixture, as investigated by various authors.16–23 We have shown that some mixtures, such as pentane-benzene, for example,6 although having strong excluded volume interactions have near ideal KBI. For this reason, we have termed such mixtures simple disorder. In contrast, most aqueous mixtures are strongly non-ideal.15,24 However, some aqueous mixtures, such as aqueous-dimethylsulfoxide (DMSO) mixtures are surprisingly ideal from the KBI point of view.25 Our interpretation of this ideality is through our finding that, in such mixtures, water forms linear clusters, and the interactions between such clusters and DMSO are near ideal. In other words, although the molecular interaction is very strong, the effective interactions,
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due to clustering, are smaller, and this has a direct observable impact in the thermodynamical properties. The presence of water clusters was witnessed by examination of the snapshots from the simulations, as well as by the presence of a cluster pre-peak in the water oxygen-oxygen structure factor.\textsuperscript{25} This observation is the principal reason for us to examine ideality in alcohol mixtures, where hydrogen bonded clusters are known to exist from scattering experiments.

The concept of ideal mixtures historically concerns first the liquid-gas coexistence through the Raoult Law, and the deviations from it in real mixtures,\textsuperscript{1,2} and its thermodynamical formulation was recently revisited.\textsuperscript{26} The Kirkwood-Buff theory for ideal mixtures has been discussed many times in the literature.\textsuperscript{27–29} Ploetz et al.\textsuperscript{29} have made a detailed comparison of ideal and non-ideal mixtures in comparison with the associated pair correlations. They noted that ideal mixture tends to have very little variation of their correlations in mixing condition with respect to that of their respective pure states, which is what one would expect if all the interactions would be very similar. They equally report the case of benzene-methanol as being strongly non-ideal, in view of the KBIs, but also the fact that the correlation functions of methanol in mixture differ very strongly from those in pure methanol. Our study of aqueous-DMSO\textsuperscript{25} indicates that correlation functions of water in mixing conditions differ widely from that of pure water. However, the KBIs do not reflect this variation and remain quasi-ideal. The reason for this comes from the presence of a cluster pre-peak in the water structure factor, which reduces the fluctuations by absorbing them into the clusters.\textsuperscript{25} This example shows that real space correlations of complex mixtures are tricky to interpret in terms of concentration fluctuations because they show mostly short range features. This example also shows that the concept of ideal mixtures needs to be further clarified in connection to the microscopic distribution of the molecules, which is one of the purposes of this paper. Finally, ideality in condensed matter is an important topic because it allows to evaluate the importance of interactions in various contexts, from ideal quantum statistics of quasi-particles\textsuperscript{30} to the ideal glass concept in the glass transition problem.\textsuperscript{31} From this point of view, the intriguing apparent ideality of complex disorder systems is appealing to investigate in more details.

Through a molecular dynamics study of this alcohol mixture, as well as a well tailored LJ mixture, as an example of simple disorder, we compare the thermodynamic and structural quantities with the aim of sorting out some of the issues raised here. In addition, we study methanol-1-propanol mixtures, for which ideality is not expected because of the large difference in the methyl group tails. However, since the hydrogen bonding interaction between the hydroxyl groups is large, one would expect that it could overpower the asymmetry between the methyl tails of the two molecules and lead to a pseudo-ideality. Our study reveals both the reach and the limits of such lines of thinking.

II. SIMULATIONS

We have studied binary mixtures of Optimized Potential for Liquid Simulations (OPLS)\textsuperscript{32} and Transferable Potential for Phase Equilibria (TraPPE)\textsuperscript{33} models of methanol and ethanol, under ambient condition of temperature $T = 300$ K and 1 atm pressure. The TraPPE model was considered only to test the overall model dependence of the results. Indeed, we do not expect much qualitative difference in terms of structure, although substantial differences are expected for thermo-physical properties, as we have demonstrated in a study of aqueous ethanol mixtures.\textsuperscript{34} We used the TraPPE model for 1-propanol. It is noteworthy that the partial charges of the hydroxyl groups are the same between the two models and also for all the hydroxyl groups. In all models and alcohol molecules, the oxygen atom bears a partial charge of $q_0 = -0.7e$ and the hydrogen atom $q_H = 0.435e$. In addition, the methyl group closest to the hydroxyl group has a partial charge of $q_{C_3H_5} = 0.265e$. The study was conducted by using the GROMACS simulation code.\textsuperscript{35} In parallel, we have tailored two 12-6 Lennard-Jonesium such that the atomic sizes correspond to the experimental molar volumes of methanol and ethanol, respectively. This leads to atomic diameters of $\sigma_i = (V_m,i \times 10^6/0.6022)^{1/3}$, where $i = 1,2$ correspond to methanol and ethanol, respectively, with $V_m,1 = 40 \text{ cm}^3/\text{mol}$ and $V_m,2 = 58 \text{ cm}^3/\text{mol}$. This gives LJ diameters $\sigma_1 = 3.85 \text{ Å}$ and $\sigma_2 = 4.35 \text{ Å}$, respectively. We have considered energy parameters $\varepsilon_1 = 1.55 \text{ kJ/mol}$ and $\varepsilon_2 = 1.6 \text{ kJ/mol}$, such that the two systems are liquid under ambient conditions. These values may appear too large as compared with usual LJ systems, but the larger diameters should be taken into account as well, which explains that larger energy values are needed. System sizes of $N = 2048$ molecules were used in all cases, which correspond to box sizes of about 55 Å. The simulations were performed in the isothermal isobaric (constant NPT) ensemble, with temperature $T = 300$ K maintained constant using a modified Berendsen thermostat and pressure maintained constant using the Parrinello–Rahman barostat (both with a time constant of 0.1 ps). The leap-frog integrator time step was fixed at 1 fs. We followed the same protocol for all of our simulations. All initial configurations were generated using the PACKMOL package\textsuperscript{36} with appropriate pdb (protein database) files for each molecule. The system was then energy minimized, followed by constant NVT simulations of 0.5 ns performed to obtain an initial equilibrium configuration. A 2 ns run was subsequently performed in the NPT ensemble, which allowed us to reach the 1 atm pressure in all the cases. Production runs were performed for 4 ns runs, for collecting the site-site correlation functions as smooth as possible.

Although classical force fields do not represent the real systems with respect to all aspects of their physical properties, the force fields we have used have been thoroughly tested by the developers\textsuperscript{32,33} for reproducing important thermodynamical properties (the TraPPE force field is tailored to reproduce the phase diagram quite accurately) in the liquid state. This would justify using the Coulomb interactions with partial charges on atomic sites, as well as Lennard-Jones interactions and Lorentz-Berthelot combining rules for the dispersion interactions. We are therefore led to assume that our results must represent the real system mixture properties to a good extent.
In addition to reporting the site-site correlation functions $g_{i,j}(r)$, where $i,j \in \{1,2\}$ correspond to the species index and $a_i,b_j$ represent any two atomic sites on the molecules, we equally report the corresponding structure factors defined as

$$S_{a_i b_j}(k) = \delta_{a_i b_j} + \rho \sqrt{x_i x_j} \int d\vec{r} [g_{a_i b_j}(r) - 1] \exp(i \vec{k} \cdot \vec{r}),$$

(1)

where $\rho$ is the number density of the system and $x_i$ the mole fraction of species $i$. The site–site structure factor reported here is calculated by direct Fourier transform of the site–site correlation functions by standard numerical methods.\(^{38}\) When reporting structure factors, for pictorial convenience as in all our previous publications, we replace $\delta_{a_i b_j}$ by 1.

In order to appreciate the amount of concentration fluctuations in these mixtures, we have computed the Kirkwood-Buff integrals (KBI) from the structure functions obtained from the simulations,

$$G_{ij} = \int d\vec{r} [g_{a_i b_j}(r) - 1].$$

(2)

In order to obtain the correct version of these KBI, we have adjusted the asymptotes of the correlation functions $g_{a_i b_j}(r)$ for the Lebowitz-Percus correction,\(^{39}\) following procedures that we have outlined in previous works.\(^{40,41}\) In order to test the proper asymptotes, we always consider the running KBI (RKBI) defined as\(^{14}\)

$$G_{a_i b_j}(r) = 4\pi \int_0^r ds s^2 [g_{a_i b_j}(s) - 1],$$

whose asymptote should be perfectly horizontal and tend towards the correct KBI value $G_{ij}$. Fig. 1 shows a demonstration of this problem for the equimolar mixture. The uncorrected RKBI are shown by dashed lines in the inset, while the corrected ones are in full lines. The corresponding structure factors are shown in the main panel. One sees very clearly the dramatic effects (tail of the $g_{a_i b_j}(r)$ or small-k behaviour of $S_{a_i b_j}(k)$) that appear from the use of uncorrected data taken directly from the simulations.

### III. RESULTS

#### A. Microscopic structure analysis

##### 1. Snapshots

In Fig. 2, we show typical snapshots for both types of systems for $x_E = 0, 0.2, 0.5, 0.8$, where $x_E$ represents the...
mole fraction of the component 2 (ethanol for the alcohol mixtures). The top panel snapshots show the bonding sites (oxygen and hydrogen, with the oxygen shown in red for methanol and cyan for ethanol) to illustrate the fact that both species hydroxyl groups mingle into a network structure that covers the entire box. This is most visible when rotating the box when only the hydroxyl groups are shown. A close examination of the shown snapshot shows strings of hydrogen bonded hydroxyl groups. We observe no micro-segregation of the two types of groups. This is due to the fact that the partial charges on the oxygen and hydrogen sites are exactly the same for both species in both models. The middle and lower panel illustrate the global heterogeneity (ethanol in grey and methanol in yellow, with similar conventions for the LJ system shown in the bottom panel). The general observation is that the hydrogen bonding does not bring out any specific form of local heterogeneity. In other words, both the alcohol and the LJ mixture look very similar. This enforces the impression of ideality of both systems.

2. Correlations

The correlation functions are shown in Fig. 3 for the same three typical concentrations. One sees that there is a huge difference between the correlations $g_{\text{O-O}}(r)$ of the various oxygen atoms $\text{O}_x$, in the alcohol mixtures (left panels) and those in the Lennard-Jonesium mixtures (dashed lines in the right panels). In contrast, the correlations between the methyl groups (right panel) look very much like those between the Lennard-Jonesium, as shown in the insets. This fact alone demonstrates the strong local order that can be created from the hydrogen bonding between the hydroxyl groups. Indeed, it is well known that H-bond induced clustering in neat alcohol leads to well defined cluster shapes, such as chains and loops. Interestingly, we note that all the OO correlations look very much alike and independent of the concentration. This can be partly explained by the fact—as noted in Subsec. III A 1—that the partial charges on the oxygen and hydrogen atoms are the same for both alcohols. But it also indicates that the correlations between these two molecules are also very similar. This feature enforces the interpretation of perfect mixing between the two alcohols.

To close this sub-section, we note that the oxygen-oxygen correlations for the TraPPE model, shown in the main panels in dashes, are indistinguishable from the OPLS data.

3. Structure factors

Fig. 4 shows the structure factors corresponding to the correlation functions shown in Fig. 3. We immediately note, in the left panel the oxygen-oxygen pre-peak in the $S_{\text{O-O}}(k)$ around $k_{pp} \approx 0.8 \text{ Å}^{-1}$, which does not appear in the other site-site functions (right panels), and whose main peak is centered around the size of the methyl site ($k_M = 2\pi/\sigma_M \approx 1.7 \text{ Å}^{-1}$, for $\sigma_M \approx 3.4$ Å). These pre-peaks witness the cluster-cluster interactions, much the same way the main peak witness the corresponding atom-atom interactions. It is more marked for the ethanol-ethanol function, indicating the preferential hydrogen bonding between the species. It should be noted that the pre-peak does not correspond to the strong main peak in the oxygen-oxygen correlations but to the longer range correlations between these atoms. Indeed, the distance between the oxygens is about $r \approx 2$ Å which is smaller than the methyl-methyl contact $\sigma_{M_aM_b} \approx 3.3$ Å, and consequently the corresponding wavelength should be at the larger $k \approx 2\pi/\sigma$, which is clearly not the case. Therefore, the pre-peak should
necessarily correspond to interactions/correlations between larger objects, namely, the clusters of hydrogen bond network. The existence of such object witnesses an inherent complexity which is absent from the simple Lennard-Jonesium mixtures. The fact that this complexity is hidden behind several apparent signatures of simplicity is worth examining, which we will do in Sec. IV. Once again, the TraPPE model structure factors are shown as dashed lines only for the oxygen correlations in the left panels and are seen to be not so different from the OPLS data.

4. Cluster analysis

The aggregate structures can be conveniently studied in computer simulations, by specifying a particle connectivity criteria to include two particles inside a cluster, and then simply collect statistically all such clusters. Here, we use the used Stillinger distance criteria $d_{ij}$ where the cutoff distance is defined by the first minima of the particle-particle radial distribution function. This way, the interactions between bonded particles are indirectly related to their interactions through the radial distribution function. The cluster size distributions are calculated for the clustering of the like-like sites, using several different statistical approaches. We show the results for the cluster size probability functions,

$$s_n = \frac{\sum_{k=1}^{N_c} s(n,k)}{\sum_{k=1}^{N_c} \sum_{j=1}^{N_{mol}} s(j,k)},$$

where $s_n$ is the probability for the cluster formed of $n$ sites, $s(k,n)$ represents the number of clusters of the size $n$ in the configuration $k$. The cutoff definitions in this work are $r_o = 3.5 \, \text{Å}$ between the oxygens and $r_e = 4.5 \, \text{Å}$ between the methyl groups. The cluster distributions between different pairs of sites are displayed in Fig. 5. The main panel shows the distributions for the oxygen atoms (methanol in dotted-dashed lines and ethanol in full lines), while the inset is for the carbon atoms (with same conventions). Pure methanol is shown in dotted-dashed grey line and pure ethanol in dotted black line. We note that each of these curves are strongly non-monotonous have a specific peak at about cluster size 5, which is consistent with the hydroxyl group cluster chains and loops, which we visualise in the corresponding snapshots. This specific peak disappears with addition of cosolvent, and the distributions become fully monotonous. In all cases, we note that the lower the concentration of a species, the smaller its cluster distribution. This is intuitively obvious since clusters should be smaller with smaller number of particles. Since the specific peak corresponds to a specific cluster geometrical shape—namely, chains—their disappearance in mixing condition does not mean that these chain structures have disappeared but that they are now chains made of mixed methanol-ethanol hydroxyl groups. So this disappearance of the specific is a direct indication of the perfect mixing of methanol and ethanol. It confirms the analysis reported above from other structural analysis. The inset shows trivial distributions of the carbon atoms, which witness random distribution of these atoms.

B. Thermodynamical analysis

1. Volumes and energies

In Fig. 6, we report configurational energies (top panel), volumes (bottom panel), as well as associated excess quantities (as insets), for both mixture models, as a function of ethanol mole fraction. Experimental volumes are equally reported. It is seen that both the OPLS models for neat methanol and ethanol are not very accurate, and in different ways for each models. This is a typical issue with model force fields of realistic systems. As a consequence, the excess volumes are very different in magnitude. However, we observe that the OPLS mixtures show a positive excess volume, when typical hard sphere mixtures show negative excess volume. Indeed, the LJ mixture shows exactly that, as well as the TraPPE model.

![Fig. 5](image1.png)

**FIG. 5.** Cluster distribution of the oxygen atoms (main panel) and carbon atoms (inset), for different ethanol mole fractions. Dot-dashed lines for methanol (labelled M) and full lines for ethanol (labelled E). Pure ethanol and methanol are shown in dotted lines, in black and grey, respectively.

![Fig. 6](image2.png)

**FIG. 6.** Enthalpies (top panel), molar volumes (lower panel), and corresponding excess quantities (in the insets). Green for the OPLS model, magenta for the TraPPE model, and blue for the LJ model. The experimental data for the volumes from Ref. 43 are equally shown in dashed grey lines.
in the small ethanol mole fraction region. Therefore, even for the experimental system, there is an unfavourable enthalpic contribution, which compensates the typical excluded volume effects. The OPLS mixture overestimates this compensation. Several issues concerning the force fields could produce the type of discrepancy, such as for example the neglect of polarisability. One can search after models that can reproduce better experimental data. We have examined in a previous study\textsuperscript{14} several models of ethanol and found that none of them reproduced accurately the experimental enthalpies and volumes of aqueous-ethanol mixtures. With respect to this type of “fitting problem,” we adopt the attitude that these small inaccuracies do not alter the global microscopic structure of the mixture, which remains a good representative of the real system in all cases.

Perhaps the most important feature in the top panel of Fig. 6 is the fact that the alcohol mixtures have negative configurational energies (about \(-40\) kJ/mol) far below that of the LJ mixtures (about \(-10\) kJ/mol). This type of energy cannot be obtained by altering the \(\varepsilon\) energy parameters on the LJ system, since increasing the interaction well depth will likely lead to crystallisation. These large negative energies are therefore a signature of an hidden complexity. We will come back to this point in Sec. IV.

There is very little energy change between the two neat alcohols, as well as their LJ representatives. The excess energies are positive for all types of mixtures, indicating that the mixing is slightly less favourable than the neat states. It is interesting that the OPLS model overestimates the excess in the ethanol rich side, while the TraPPE model does that in the methanol rich side. These small glitches demonstrate the low reliability of force fields in general as far as thermo-physical properties are concerned.

2. Kirkwood-Buff integrals

In Fig. 7, we report the KBI for both mixture models (symbols), together with the expected ideal KBI (lines). These ideal KBI are defined from the relations derived from the KB theory,\textsuperscript{14,15,24}

\[
G_{ij} = \left[ k_B T \kappa_T - \frac{V_i V_j}{V D} \right] (1 - \delta_{ij}) + \frac{1}{x_i} \left[ \frac{V_i}{D} - 1 \right] \delta_{ij},
\]

where \(\kappa_T\) is the isothermal compressibility (\(k_B\) is Boltzmann constant and \(T\) the temperature), \(V_i\) is the partial molar volume of species \(i\), \(V\) the total volume, and \(D\) is related to the concentration fluctuations through the expression,\textsuperscript{14,15,24}

\[
D = x_i \left( \frac{\partial (\mu_i/k_B T)}{\partial x_i} \right)_{TP},
\]

where \(\mu_i\) is the chemical potential of species \(i\). The ideal KBI correspond to neglecting concentration fluctuations by setting \(D = 1\), which amounts to consider ideal chemical potentials \(\mu_i = k_B T \ln \rho_i\) (where \(\rho_i = \rho x_i\), with \(\rho = N/V\) the total density, and \(x_i\) the mole fraction of species \(i\))—in other words, non-interacting species. It is quite apparent that both set of data are quite similar, although the alcohol mixtures show weak non-ideality. These results alone strongly suggest that these mixtures are ideal from thermodynamical point of view, with very little concentration fluctuations. The near absence of such fluctuations shows a uniform distribution of the molecular species, which is what we have observed in the snapshots and the correlation function analysis. This homogeneity is true, despite the underlying strong hydrogen bonding and clustering.

C. Scattering analysis

One way to investigate the structure of liquids is through X-ray or neutron scattering. The scattered intensity in each monomer of the molecular species, which is what we have observed in the snapshots and the correlation function analysis. This homogeneity is true, despite the underlying strong hydrogen bonding and clustering.

The atomic form factors \(f_{ai}\) depend on \(k\) for X-ray scattering and are independent of \(k\) for neutron scattering.\textsuperscript{44} This is due to the underlying influence of electrons versus nucleons. These functions are found in tables.\textsuperscript{45} The structure factors are provided by the simulations, with a slight difference

FIG. 7. Kirkwood-Buff integrals for the alcohol (OPLS in open dots, TraPPE in open squares), LJ (open triangles and ideal KBI in lines) mixtures. The solvent-solvent (methanol) KBI are in magenta, the solute-solute (ethanol) in blue, and the cross in green.
however. The OPLS force field models the CH₄ methyl groups as a single united atom. While it is possible to artificially recover the individual C and H atom contributions by using the “free-rotation” approximation, we have made the approximation of considering the carbon atom form factor for the united atoms CH₄. This approximation is justified only from how close the resulting I(k) matches the experimental one.

Fig. 8 shows the I(k) for the three typical ethanol mole fractions. In addition, the experimental data for pure ethanol is shown in black (the magnitude of the experimental data is given in arbitrary units, as usual, so we scaled it with an appropriate factor such that it matches the scale of the data reported here). We note that the main peaks and pre-peaks appear distinctly in both sets of data and positioned at nearly the same k-vector positions. The small mismatch could arise from atomic size discrepancy inherent to the OPLS force fields. The important fact is the presence of a pre-peak in both the experimental and simulated data. In particular, from Eq. (5), one sees that one cannot infer the underlying complexity due to the pre-peak, solely from the Gᵢⱼ obtained at k = 0, which reflects no concentration fluctuations in the present case.

D. The methanol-1propanol mixtures

This mixture is studied in order to examine how far the dominance of the hydroxyl group interaction would dominate the fate of the mixture, if longer alcohol chains were used. As said in the Introduction, it is a competition between the strong asymmetry of the alkyl tails of methanol and 1propanol, and the strong and identical interaction between the hydroxyl groups. Fig. 9 resumes the essential findings for the equimolar mixture of methanol and 1propanol. Other concentrations show results which are overall very similar. Fig. 9(a) shows g₉₀₀(r) between the oxygen atoms of methanol in methanol-1propanol (blue curve) and methanol-ethanol mixtures (magenta curve). The inset shows the g₉₀₀(r) for the oxygens of 1propanol (green curve) and ethanol (orange curve). Fig. 9(b) shows the structure factors S₉₀₀(k) corresponding to the g₉₀₀(r) of the panel (a). We observe that the first peaks in Fig. 9(a) are not so much different than those shown in Fig. 3. The second peak shows some differences, which are expected because of the difference between the molecules. The structure factors show that the pre-peak is nearly identical between all these systems, and the only changes are in long range correlations, i.e., very small k-values, which is also expected. These two plots confirm that the hydroxyl group correlations are the same for both mixtures. Fig. 9(d) shows a snapshot, with the hydroxyl groups of methanol shown in red (oxygen) and white (hydrogen), while...
those of 1-propanol are shown in blue (oxygen) and cyan (hydrogen). The methyl groups are indifferently shown as cyan semi-transparent spheres. An immediate feature is the existence of the chain-like aggregates of the hydroxyl groups, with random distribution of the methanol and 1-propanol hydroxyl groups. The rotation of the snapshot clearly shows the network structure, very similar to that observed in the case of Fig. 2. Fig. 9(c) shows the KBI from the simulation (symbols) compared with the ideal KBI plotted in lines. The agreement is quite good, hinting that the fluctuations are near ideal, like in the methanol-ethanol system. However, we note that there are small but systematic deviations from the pure ideality. This study indicates that it is very likely that mono-ol mixtures, specifically of closely related molecules, are very likely to be quasi-ideal, with the ideality being a result of the identity of the dominating hydroxyl group energies. It would be interesting to explore the limits of such ideality, in particular when alcohols become branched or when the number of hydroxyl groups is increased.

IV. DISCUSSION

The various quantities reported in Subsec. III B above show the similarity between the two types of systems—simple and complex disorder, as far as the ideality is concerned, despite the large differences in energy between the two systems—as shown in Fig. 6. Perhaps one signature that could raise some suspicion about the ideality is the difference in magnitude of the energies. For example, one could imagine making the LJ $\epsilon$ energy parameter of the second mixture large enough to match the energies of the alcohol mixtures. However, this amounts to decrease the temperature of the mixture, and doing so will lead to a solid phase. In other words, it is impossible to change the $\epsilon$ in order to match both the liquid state and the energy of the alcohol mixture. One explanation is that it is impossible to match the magnitude of the Coulomb energy with the LJ form. But this explanation hides the true origin of the difference. In fact, it is the directionality of the interaction which is responsible for this difference. More fundamentally, it is the asymmetry of the interaction in the alcohol system versus the symmetric interaction in the LJ system, which is responsible for the complexity of the first system. Nature has used the Coulomb interaction through the electronic structure of the atoms, but one can build a model with purely LJ-type interactions, asymmetrically disposed in the molecules, which would create the same complexity. In such model, the energies would probably be closer to those of the simple LJ mixture, but the tendency to form bonded cluster would equally exist and will appear through a pre-peak in the structure factors. A simple such model has been produced recently in our group, which is able to show the clustering behaviour of complex mixtures.

This type of exercise allows one to better understand the origin of complexity in disordered matter. In Section III B 1, we observed that the alcohol mixtures have a much more negative configurational energy than the LJ mixtures. Since they nevertheless look ideal from several aspect, one can ask how their complexity is hidden behind apparent ideality. This question should be brought up under the light of the enthalpy-entropy compensation (EEC) principle, which is particularly important in biophysics. This principle states that two different systems 1 and 2 can have a deceitfully similar free-energy $G_1 = G_2$, with $G_1 = H_1 - TS_1$, where $H_1$ is the enthalpy and $S_1$ the entropy of system $i$, while one has $H_2 = H_1 + \delta H$ and $S_2 = S_1 + \delta S$, such that $\delta H = T\delta S$. This leads to two different cases of EEC, depending on the sign of $\delta H$. The most natural way is $\delta H < 0$, which is also the most commonly addressed. In this case, the enthalpy $H_2$ of the second system is more negative, while its entropy $S_2$ is smaller than that of the first. In other words, the second system is more ordered and this order is the result of a larger attraction between particles. This principle does not necessarily imply that such particles would form clusters, but it is obvious that a cluster structure would favour more order and less entropy. On the other hand, it is quite clear that attractive directional interactions necessarily imply both particle association and clustering. This is what we observe in the case of the methanol-ethanol mixtures. The second EEC mechanism is when $\delta H > 0$, which is less discussed. For example, it could correspond to the so-called core-soft systems, where increased repulsion equally results in the appearance of local clustering. However, this type of order necessitates that the system is constrained by volume, hence it will have very large pressures and the $V\delta P$ term appears in the free-energy. This is the required condition for the re-ordering of the system, and the reduction of the entropy is compensated by the increase in pressure. Therefore, the EEC principle in this second type of system is rather artificial.

The type of ideality that we discuss herein is related to complex mixtures, and we have shown how this ideality differs from the textbook concept, which concerns principally simple disorder mixtures. In order to emphasize this type of ideality, which hides very strong local molecular organisations, we wish to propose the term of “super-ideality,” analogy with similar naming in condensed matter physics, as mentioned in the Introduction.

Finally, we would like to connect this work with our earlier concerns on the universality of micro-heterogeneity in mixtures with complex disorder. In previous works, we have underlined the importance of micro-heterogeneity in mixtures involving at least one associating liquid. In particular, we have emphasized that this micro-segregation should be witnessed through the presence of a pre-peak in the partial structure factors. In the mixture studied herein, however, we see that there are no such micro-heterogeneity and micro-segregation of each species. On the contrary, the two species seem to mix rather well; and yet, a scattering pre-peak is observed. Despite the apparent contradiction, we wish to underline that the presence of the pre-peak in the partial structure factors is solely due to the presence of specific clusters, whether they arise from self-segregation of one species with respect to the others, or clustering of hydroxyl groups within mixing—such as that observed here. In both cases, the clusters provide a supplementary modulation of the correlation functions, in addition to the site-site modulation. The present work should help clarify this important issue.
V. CONCLUSION

The fact that mixtures of isomers of alcohols (e.g., 1-butanol and 2-butanol) are ideal is well known from textbooks. However, the usual analysis is in terms of energy and free-energy differences. However, through the present analysis, we have underlined that the macroscopic analysis could mask the underlying complexity, characterized in particular by the presence of intense clustering interactions, witnessed by a pre-peak in the structure factor and the scattering intensity. This analysis shows that conclusions made on the sole \( I(q) \neq 0 \) or \( S(q) \neq 0 \), which represent the macroscopic limit,\(^{37} \) cannot reveal the underlying complexity, namely, the pre-peak structure. This pre-peak structure represents the cluster-cluster interactions/correlations, while the usual main peak represents the atom-atoms correlations/interactions. In some cases, this underlying complexity can be hidden, which is at the origin of the entropy-enthalpy compensation principle.

This work leaves several issues open for future investigations. One of them is why aqueous mixtures of some cases, this underlying complexity can be hidden, which is at the origin of the entropy-enthalpy compensation principle. Other issues are related to the microscopic mechanisms for self-assembly and the influence of the complexity of the solute molecule.\(^{25} \) These issues should lead to a more precise and hintful description of bio-matter in general.\(^{68,69} \)
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