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ABSTRACT
Male and female working professional consumers significantly differ in their responses as far as information influence is considered in their susceptibility to reference groups. But they were of similar opinion on that they seek information from an association of professional or independent group of experts. Male and female working professionals’ consumers were not significantly different in their responses as far as utilitarian influence was considered in their susceptibility to reference groups. Only significant difference of opinion found in whether brand purchase influenced by fellow work associate preferences. Male and female working professionals’ consumers were significantly different in their responses as far as Value Expressive Influence was considered.  
Keywords: Consumer Susceptibility, Reference Group, Information Influence, Utility Influence and Value Expressive Influence

1. INTRODUCTION
The reference group effects will be stronger for individuals with different characteristics by their susceptibility to interpersonal influence (McGuire, 1968). Merton and Rossi (1949) described about reference groups and its definitions are also found in review (Park and Lessig, 1977; Escalas and Bettman, 2005; Zamborain et al, 2007). Though reference groups influence upon product purchase and brand decisions for different stages and classes available abundantly (Bearden and Etzel, 1982; Childers and Rao, 1992; Elliott and Leonard, 2004). Park and Lessig (1977) defined reference group as “an actual or imaginary individual or group conceived of having significant relevance upon an individual’s evaluations, aspirations, or behavior”. Hyman (1942) was the first author to write about the concept of reference groups

Bearden et al (1989) pointed about the need for enhancing image in others’ opinion by acquiring and using products and brands in conformance to the others’ expectations regarding purchase decisions, and by learning tendency about products and services by observation and information seeking. Roccas and Brewer (2002) pertained susceptibility to information to individual values like conservatism, universalism, openness and power. Some researchers also discussed consumer susceptibility to normative influence (Batra, 2001) and individual values (Kahle, 1996). In society many people are influenced by others (e.g. Merton & Rossi; 1949). In a consumer behavior point of view, the influence up on an individual’s consumer decision making
behavior by groups that consist of friends, relatives, family, colleagues and seniors is known as reference group (Bearden & Etzel, 1982; Childers & Rao, 1992; Yang & Allenby, 2003). Students financial conditions are relatively weak in society (Kidwell & Turrisi, 2004), and they are strongly susceptible to reference group influence (Park & Lessig, 1977).

In literature different subtypes also figured like positive and negative reference groups (White & Dahl, 2006). A positive reference group i.e. also known as associative reference group is further classified as member groups and aspiration groups. Member group is that group, to which an individual belonged presently and aspiration groups, where an individual aspires to belong to (Turner, 1991; White & Dahl, 2006). A negative reference group is also known as dissociative reference group (Turner, 1991; Englis & Solomon, 1995 and White & Dahl, 2006).

Childers & Rao(1992) suggested the existence of other sub types of reference groups - comparative groups and normative groups. Comparative reference groups relate to standards for self-assessment, and normative groups relate to personal values, norms and attitudes (Bearden & Etzel, 1982). Informational influence first conceptualized by Deutsch and Gerard (1955) and Park and Lessig (1977). Deutsch and Gerard (1955) discussed utilitarian influence as compliance with the expectations and preferences of another individual or group. Persons also found the utility relevance to meet the expectations of other important groups (Park & Lessig, 1977; Bearden & Etzel, 1982). Individuals have a motive to support and enhance their self-concept by associating with positive referents and dissociating with negative referents (Kelman, 1961, Park & Lessig, 1977). Consistency between self-expression and the psychological image to be obtained and related to reference groups should exist (Park & Lessig, 1977; Bearden & Etzel, 1982). So conformance to the expectations of others for a desired image is important and do not conflict with self-expression (Bearden, Netemeyer & Teel, 1989; Clark & Goldsmith, 2006). Students developed a strong self-identity versus brand relationship (Escalas & Bettman, 2003). Age, inexperience and social contacts make students more susceptible and responsive to reference group (Deutsch & Gerard, 1955; Hochbaum, 1954; Park & Lessig, 1977).

**2. OBJECTIVE OF THE STUDY**

1) To study consumers susceptibility to reference group influence with special reference to working professionals.

**3. RESEARCH METHODOLOGY**

The Study : The study is descriptive in nature and based on primary data.

Sample : The sample size targeted was 250. After data collection 42 questionnaires were found not adequately filled out by respondents therefore 208 respondents considered for study. The sample was collected using non probabilistic convenience sampling method. The male and female working professionals of Indore city was taken as sample unit.

Tools for data collection: Structured and Tested Marketing Scale of Park and Lessing (1977) used for Data Collection. The scale was on Consumer Susceptibility to reference Group Influence. Questionnaire was used to collect data on four points scale (1= Not relevant, 2= Low relevant, 3= Medium relevant and 4= high relevant).

Tools for data analysis: The collected data was analyzed using Independents Sample t-test, means and standard deviation.
4. HYPOTHESES

H₀(1) - There is no significant difference in male and female working professionals' susceptibility for Information Influence of reference group.

H₀(1.1) There is no significant difference in male and female working professionals' susceptibility towards Information influence of group of experts.

H₀(1.2) There is no significant difference in male and female working professionals' susceptibility towards Information influence of brand professional executives.

H₀(1.3) There is no significant difference in male and female working professionals' susceptibility towards Information influence of neighbors, friends and relatives.

H₀(1.4) There is no significant difference in male and female working professionals' susceptibility towards Information and approval influence of independent testing agencies.

H₀(1.5) There is no significant difference in male and female working professionals' susceptibility towards Personal observational influence.

H₀(2) - There is no significant difference in male and female working professionals' susceptibility for Utilitarian Influence of reference group.

H₀(2.1) There is no significant difference in male and female working professionals' susceptibility towards Influence of fellow associates expectations.

H₀(2.2) There is no significant difference in male and female working professionals' susceptibility towards Influence of social interaction.

H₀(2.3) There is no significant difference in male and female working professionals' susceptibility for Family influence.

H₀(2.4) There is no significant difference in male and female working professionals' susceptibility towards Influence of desire to satisfy others expectations.

H₀(3) - There is no significant difference in male and female working professionals' susceptibility for Value expressive Influence of reference group.

H₀(3.1) There is no significant difference in male and female working professionals' susceptibility towards Image enhancement influence.

H₀(3.2) There is no significant difference in male and female working professionals' susceptibility towards Influence of desired characteristics.

H₀(3.3) There is no significant difference in male and female working professionals' susceptibility towards Influence of feeling with a character shown in the advertisements.

H₀(3.4) There is no significant difference in male and female working professionals' susceptibility towards Social approval influence.

H₀(3.5) There is no significant difference in male and female working professionals' susceptibility towards self projection influence.

5. RESULTS AND DISCUSSION

Reliability of scale was tested. Alpha value was found 0.86.

It is exhibited in Table 2 that male and female working professionals' consumers susceptibility did not differ significantly towards Information influence of group of experts. Hypothesis H₀(1.1) not rejected. However, female working professionals were more susceptible towards information influence of group of experts.
The study further revealed significant difference in male and female working professionals’ consumers susceptibility towards information influence of brand professional executives, information influence of neighbors, friends and relatives and approval influence of independent testing agencies. Hypotheses $H_0(1.2)$, $H_0(1.3)$ and $H_0(1.4)$ were rejected. It is shown in Table 1 that male working professionals consumers were more susceptible towards information influence of brand professional executives. Whereas, female working professionals consumers were more susceptible towards information influence of neighbors, friends and relatives and approval influence of independent testing agencies. It was also observed that male and female working professionals consumers susceptibility had no significant influence of personal observation and Hypothesis $H_0(1.5)$ not rejected. Deutsch and Gerard (1955) and Park and Lessig (1977) were also observed similar consumer susceptibility towards information influence of reference groups.

Male and female working professionals consumers’ susceptibility differ significantly towards influence of fellow associates expectations in brand purchase. Hypothesis $H_0(2.1)$ rejected (Table 4). male working professionals consumers were more susceptible than female working professionals consumers towards influence of fellow associates expectations in brand purchase (Table 3). Moreover, there was no significant difference found in male and female working professionals consumers susceptibility towards influence of social interaction, family and desire to satisfy others expectations. Hypotheses $H_0(2.2)$, $H_0(2.3)$ and $H_0(2.4)$ were not rejected. Findings of the present study in relation to consumer susceptibility towards utilitarian influence were medium relevant. Whereas, Deutsch and Gerard (1955) found utilitarian influence as compliance with the expectations and preferences of another individual or group. Park & Lessig, (1977), Bearden & Etzel (1982) also found the utility relevance to meet the expectations of other important groups.

Significant difference found in male and female working professionals consumers’ susceptibility towards influence of Image enhancement, Social approval and Self projection. Hypotheses $H_0(3.1)$, $H_0(3.4)$ and $H_0(3.5)$ were rejected (Table 6). Whereas, no significant difference found in male and female working professionals consumers’ susceptibility towards influence of desired characteristics and feeling with a character shown in the advertisements. Hypotheses $H_0(3.2)$, and $H_0(3.3)$ were not rejected. Female working professionals’ students were more susceptible to image value they related to their brand purchase. However, male working professionals consumers were more susceptible to influence of social approval and self projection (Table5).

Escalas and Bettman (2003) also found that students developed a strong self-identity versus brand relationship. This is also confirmed by the present study. Bearden et al. (1989) and Clark & Goldsmith, (2006) observed conformance to the expectations of others for a desired image is important and do not conflict with self-expression. But in present study female working professionals consumers were more susceptible to image value and under-graduate consumers towards self projection.

6. CONCLUSION

Male and female working professionals consumers significantly differ in their responses as far as information influence is considered in their susceptibility to reference groups. But they were of similar opinion on that they seek information from an association of professional or independent group of experts. This findings also confirmed Informational influence as a major reference group dimension as also figured in the previous study of Deutsch and Gerard (1955) and Park and Lessig (1977). Female working professionals’ consumers were more susceptibility to reference groups as far as information influence is considered. Male and female working professionals consumers were not significantly different in their responses as far as utilitarian influence was considered in their susceptibility to reference
groups. Only significant difference of opinion found in whether brand purchase influenced by fellow work associate preferences. This findings also confirmed the previous findings that colleagues and seniors have a strong reference group influence (Bearden & Etzel, 1982; Childers & Rao, 1992; Yang & Allenby, 2003) and here male working professionals were more susceptible than female working professionals.

Male and female working professionals consumers were significantly different in their responses as far as Value Expressive Influence was considered. The result were contrary to the previous impact of aspirational group belonging (Escalas & Bettman, 2003; White & Dahl, 2006).
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**APPENDIX**

**Table : 01 Mean and Standard Deviation for information influence**

<table>
<thead>
<tr>
<th>VARIABLE S</th>
<th>N</th>
<th>Mean</th>
<th>Std. Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>VAR00001</td>
<td>140</td>
<td>2.90</td>
<td>.843</td>
</tr>
<tr>
<td>Female</td>
<td>168</td>
<td>3.04</td>
<td>.748</td>
</tr>
<tr>
<td>VAR00002</td>
<td>140</td>
<td>3.41</td>
<td>.671</td>
</tr>
<tr>
<td>Female</td>
<td>168</td>
<td>2.69</td>
<td>.902</td>
</tr>
<tr>
<td>VAR00003</td>
<td>140</td>
<td>2.69</td>
<td>.738</td>
</tr>
<tr>
<td>Female</td>
<td>168</td>
<td>3.09</td>
<td>.858</td>
</tr>
<tr>
<td>VAR00004</td>
<td>140</td>
<td>2.45</td>
<td>.887</td>
</tr>
<tr>
<td>Female</td>
<td>168</td>
<td>2.79</td>
<td>.842</td>
</tr>
<tr>
<td>VAR00005</td>
<td>140</td>
<td>2.78</td>
<td>.740</td>
</tr>
<tr>
<td>Female</td>
<td>168</td>
<td>2.97</td>
<td>.916</td>
</tr>
</tbody>
</table>
### Table: 02 Independent Samples T Test for Information Influence

<table>
<thead>
<tr>
<th>VAR00001</th>
<th>t</th>
<th>df</th>
<th>Sig. (2-tailed)</th>
</tr>
</thead>
<tbody>
<tr>
<td>VAR00001</td>
<td>-1.471</td>
<td>304</td>
<td>.142</td>
</tr>
<tr>
<td>VAR00002</td>
<td>6.997</td>
<td>304</td>
<td>.000</td>
</tr>
<tr>
<td>VAR00003</td>
<td>-3.900</td>
<td>304</td>
<td>.000</td>
</tr>
<tr>
<td>VAR00004</td>
<td>-3.236</td>
<td>304</td>
<td>.001</td>
</tr>
<tr>
<td>VAR00005</td>
<td>-1.848</td>
<td>304</td>
<td>.056</td>
</tr>
</tbody>
</table>

### Table: 03 Mean and Standard for Utilitarian Influence

<table>
<thead>
<tr>
<th>VARIABLE S</th>
<th>N</th>
<th>Mean</th>
<th>Std. Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>VAR00006</td>
<td>Male 140</td>
<td>3.180</td>
<td>.65721</td>
</tr>
<tr>
<td></td>
<td>Female 168</td>
<td>2.922</td>
<td>.67988</td>
</tr>
<tr>
<td>VAR00007</td>
<td>Male 140</td>
<td>2.660</td>
<td>.97670</td>
</tr>
<tr>
<td></td>
<td>Female 168</td>
<td>2.786</td>
<td>.92289</td>
</tr>
<tr>
<td>VAR00008</td>
<td>Male 140</td>
<td>2.400</td>
<td>.80403</td>
</tr>
<tr>
<td></td>
<td>Female 168</td>
<td>2.475</td>
<td>1.03448</td>
</tr>
<tr>
<td>VAR00009</td>
<td>Male 140</td>
<td>2.500</td>
<td>1.19342</td>
</tr>
<tr>
<td></td>
<td>Female 168</td>
<td>2.582</td>
<td>1.86700</td>
</tr>
</tbody>
</table>

### Table: 04 Independent Samples T Test for Utilitarian Influence

<table>
<thead>
<tr>
<th>VAR00006</th>
<th>t</th>
<th>df</th>
<th>Sig. (2-tailed)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.143</td>
<td>304</td>
<td></td>
<td>.002</td>
</tr>
<tr>
<td>VAR00007</td>
<td>-1.102</td>
<td>304</td>
<td>.271</td>
</tr>
<tr>
<td>VAR00008</td>
<td>-.644</td>
<td>304</td>
<td>.520</td>
</tr>
<tr>
<td>VAR00009</td>
<td>-.687</td>
<td>304</td>
<td>.492</td>
</tr>
</tbody>
</table>
### Table: 5 Mean and Standard for Value Expressive Influence

<table>
<thead>
<tr>
<th>VARIABLE S</th>
<th>N</th>
<th>Mean</th>
<th>Std. Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>VAR0001 0</td>
<td>140</td>
<td>2.880 0</td>
<td>.81995</td>
</tr>
<tr>
<td></td>
<td>168</td>
<td>3.105 8</td>
<td>.88921</td>
</tr>
<tr>
<td>VAR0001 1</td>
<td>140</td>
<td>2.740 0</td>
<td>.74698</td>
</tr>
<tr>
<td></td>
<td>168</td>
<td>2.721 2</td>
<td>.97759</td>
</tr>
<tr>
<td>VAR0001 2</td>
<td>140</td>
<td>2.460 0</td>
<td>1.12295</td>
</tr>
<tr>
<td></td>
<td>168</td>
<td>2.480 8</td>
<td>.90068</td>
</tr>
<tr>
<td>VAR0001 3</td>
<td>140</td>
<td>3.100 0</td>
<td>.75879</td>
</tr>
<tr>
<td></td>
<td>168</td>
<td>2.692 3</td>
<td>.92289</td>
</tr>
<tr>
<td>VAR0001 4</td>
<td>140</td>
<td>3.040 0</td>
<td>.92025</td>
</tr>
<tr>
<td></td>
<td>168</td>
<td>2.548 1</td>
<td>1.09350</td>
</tr>
</tbody>
</table>

### Table: 06 Independent Samples T Test for Value Expressive Influence

<table>
<thead>
<tr>
<th>VARIABLE S</th>
<th>t</th>
<th>df</th>
<th>Sig. (2-tailed)</th>
</tr>
</thead>
<tbody>
<tr>
<td>VAR00010</td>
<td>-2.139</td>
<td>306</td>
<td>.033</td>
</tr>
<tr>
<td>VAR00011</td>
<td>.170</td>
<td>306</td>
<td>.865</td>
</tr>
<tr>
<td>VAR00012</td>
<td>-.174</td>
<td>306</td>
<td>.862</td>
</tr>
<tr>
<td>VAR00013</td>
<td>3.837</td>
<td>306</td>
<td>.000</td>
</tr>
<tr>
<td>VAR00014</td>
<td>3.885</td>
<td>306</td>
<td>.000</td>
</tr>
</tbody>
</table>
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Abstract
The purpose of this exploratory research is to survey senior executives to explore the strategic issues and leadership challenges facing international organizations. This topic has rarely been addressed by the academicians and researchers in Pakistan. Detailed open ended interviews were conducted with several business leaders and multinational companies’ senior managers in Karachi, Pakistan. The aim of this research was to present challenges faced by leaders and also to share advice they would give to other regional leaders in the world. The result suggested that successful leadership qualities are vision, change and recognition identified by leaders in Pakistan.
Keywords: Vision, Mindset, Global Leadership, Change Management

1. INTRODUCTION
By far, the global leadership studies are primarily carried in developed countries, with a focus on how leaders of multinational companies from developed countries run their business successfully globally. As the world economic growth shifts towards the emerging markets, it is important to understand how leaders from these markets take their business globally and what global leadership means for them. Such understanding would not only benefit the growth of business from emerging markets, but also developed markets, and hence the recovery and prosperity of the world economy. This study will provide a detailed discussion on the topic of Global leadership, its impact on the organizations and governments in the emerging markets and also insights from leaders in the emerging markets (Osland, et al., 2014).

2. LITERATURE REVIEW
Global Leadership is a key issue and has been identified more than any other option as a key factor for global success. It is important to see that growing number of people and organizations value they need more understanding about this area. Despite encouraging growth, the field of global leadership still suffers from a degree of confusion and lack of clarity (Osland, et al., 2014). As early as 2001, Adler tackled this issue by distinguishing global leadership from both domestic leadership and comparative leadership: Global leaders, unlike domestic leaders, address people worldwide. Global leadership theory, unlike its domestic counterpart is concerned with the interaction of people and ideas among cultures rather than with either the efficacy of particular leadership styles within the leader’s home country or with the comparison of leadership approaches among leaders from various countries. A fundamental distinction is that global leadership is neither domestic nor multi domestic (Adler, 2001).
Global leaders are effective if they and their followers both interact and adapt, according to the dictates of the context and the organizational culture (Osland, et al., 2014). In order to be an effective global leader, expatriate experience is still viewed as one of the best ways to develop global leadership competencies (Black, Morrison, & Gregersen, 1999; Caligiuri & Tarique, 2012; McCall & Hollenbeck, 2002). This definition is applicable to those people who are involved in bringing change by interacting with people from several cultures and also involved
in a very complex job. It is important to develop a theoretical model for performance and outcome measure for effective global leader. Also, develop key concepts and devise an assessment instrument for selection and recruitment of global leader.

Global leaders’ integrity and how they should treat people is important as part of ethics. A proven methodology for developing socially responsible global leaders is explained in Maak, Pless, and Borecka’ (2014). There is an ongoing, critical need to distinguish between the roles and behaviors of global managers and global leaders and to distinguish between domestic leaders and global leaders. This would allow the field to generate a cumulative and focused body of knowledge across different studies and avoid possible fragmentation in a rapidly growing literature (Reiche, Bird, Mendenhall, & Osland, 2014). To date, however, there have been few behavioral studies in global leadership research and no observational studies of global leaders in action. Research on the global leadership effectiveness is extremely limited and requires more foundational research to identify background, performance measures, and events that impact performance (Osland, et al., 2014).

Common characteristics taught in traditional educational environments are insufficient for global leader, but more importantly, it is important for a global leader to be of sound character (Brownell, & Goldsmith, 2006). Creating opportunities and solving them requires intelligence and a global mindset in order for companies to be successful and organizations are run by leaders, so they need to be prepared to have a global mindset (Gupta, & Govindarajan, 2002). In a cross cultural environment leader must face and overcome challenges by developing a verbal and non-verbal effective communication in a cross cultural environment (Lobel, 1990).

Besides the knowledge and skills that global leaders need they can learn to be effective as part of a global team by developing the process of mapping, bridging and integrating (Maznevski, & Distefano, 2000). An effective global leadership competency model includes that a leader must be stable, knowledgeable, relevantly named and must fit with the local conditions in terms of culture and affiliation because they will have an impact and affect global leader (Morrison, 2000). It has also been proposed that for the development of global leadership skills, executives must take international business travel for the development of global mindset (Oddou, Mendenhall, & Ritchie, 2000). Another interesting development that has taken place involved sending selected participants in developing countries to increase their international learning experience while abroad and it was found that participants learning were increased in six areas comprising: responsible mindset, global mindset, cultural intelligence, self-development and community building (Pless, Maak, & Stahl, 2011).

Themes of Leadership
1. Openness and Networking
2. Developing relationships with clients
3. Flexible communication skills and Listening
4. Patience

3. METHODOLOGY AND ANALYSIS
Methods: Interviews were conducted with selective business leaders of trading, export and corporate business leaders in Karachi, Pakistan. There were 25 male and 5 female leaders in total. 83% were male leaders and almost all associated leadership with male leader. Interviews were semi structured to allow open ended responses. 60% of interviews were conducted face-to-face while the remaining conducted on the phone. All the interviews were conducted in English which is the official business language in Pakistan. Questions included currents trends in leadership, challenges and mindset required by leaders in emerging economies. The result provides informative data for further improvement in the field of global leadership.
Question 1: What are the three most essential aspects of successful leadership?
The business leaders who participated in this survey pointed that setting direction for the team in the organization is the most essential aspect for successful leadership followed by setting focus for people, meaning guiding them to individual and organizational success. The other important aspect mentioned by the executives was to be flexible in decisions and not being selfish.

Question 2: What are the most significant leadership challenges in your industry, in Pakistan, today?
The biggest challenge is finding the talent with leadership qualities, followed by Human Resource development and leadership grooming challenges faced by the industry in Pakistan. Future is Pakistan is not bright and this creates a gloomy prospect for finding the right leaders to make a meaningful difference in industrial setup in Pakistan.

Question 3: What are the biggest leadership limitations in your part of the organization?
A lot of blocking factors have been identified as limitations. First, it takes a lot of time to develop as a leader in a bureaucratic setup system in Pakistan. Second, is the mindset of people with a less risky approach in implementing things, which could be attributed to culture of Pakistan. People are not groomed properly, leaving a black hole in the field of leadership at the top level.

Question 4: To what extent are you personally involved in leadership development in your part of the organization?
Almost 90% responded that they are involved in leadership development in their organization. The biggest challenge is to understand the individual capability and direction for future.

Question 5: Most essential aspects of successful leadership
The most essential aspect for successful leadership is to lead in times of difficulty and complexity and Pakistani market is the perfect place to train and develop leadership talent, which was surprising to hear.

Question 6: What will be of most importance for good leadership in your part of the world in the next 3–5 years?
According to respondents, it is important for the leader to be strategic in his or her leadership skills by taking into account global trends and strengths. Second, he must be capable in building quality team culture and be innovative.

Question 7: What are the most impactful development activities in your country?
The leaders identified challenging projects and assignments as the most impactful development activity in Pakistan.

Question 8: What leadership development in your part of the world has been the least satisfactory?
The result from the market leaders identified that lecture based training is the least satisfactory form of development recognized by professionals in Pakistan. The second was classroom based teaching as it might be too intimidating or embarrassing for the professionals to attend.

Question 9: What is the level of demand for global leaders in your organization?
Without any reservation from the leaders, all have agreed that there is a great demand for global leaders in their respective organizations.
Question 10: What are the most difficult challenges for leaders with global assignments? Pay has been the biggest challenge for leaders with global assignment because they are highly skilled and valued and expect extraordinary remuneration related to their position and role.

4. CONCLUSION
The combination of the feedback given by business executives, heads of Human Resources, Educational Institutes and experienced practitioners of multinational organisations operating in Pakistan, the respondents’ contribution in this study will form a significant contribution in understanding current problems in global leadership and also some of the challenges facing global organisations and most importantly the mind-set required by leaders in emerging economies. In the end the present research is intended to make contribution on global leadership in emerging economies.
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ABSTRACT
Pollution and environmental neglect have become fundamental problems and threats in today's society and sustainable development is very important in all aspects of life. Nature has left a lot of useful resources in heritage to previous and current generations, but people exploit these resources, because of their greed and desire for the highest possible profit ignoring and not thinking of the future generations. But as it always happens in life, the reckless desire to maximize profits has backfired, and it was and numerous social and economic problems have occurred. More than ever before there are climate changes, and there has never been so much disparity between rich and poor. Throughout history there were always three classes: lower, middle and higher and today the middle class is getting smaller and smaller because the unequal distribution of natural resources has led to the situation where today we distinguish only between rich and poor, and the difference between them is enormous.
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1. INTRODUCTION
Sustainable development denotes a proper distribution of natural resources and respect for the environment. It allows us to exploit all natural resources that are available to us, but to a limited extent, because since the generations before us left enough resources to meet our needs, it is our duty to think of the future generations and provide them at least as much resources to meet their needs, as we inherited. Sustainable development should represent a healthy relationship society, ecology and economy which will tend to preserve the natural resources of the planet for future generations. This relates to long-term maintenance and renewal of the stock of biological resources and productivity agricultural systems and their diversity (European Commission, 2010, p. 17). We can say that this term includes social responsibility and economic success, while at the same time protecting the natural and human resources.

This paper will discuss the sustainable development as a new resource for entrepreneurship in the global market. First, we will define the very concept of sustainable development and to what and to whom it actually applies. Then the role of entrepreneurship in the application of the concept of sustainable development will be shown, and what it means to manage the company in accordance with the requirements of sustainable development.
2. THEORETICAL AND CONCEPTUAL ASPECTS OF THE TERM DETERMINATION OF SUSTAINABLE DEVELOPMENT

2.1 Definition of sustainable development

The concept of sustainable development originates from forestry and implies a measure of afforestation area and cutting of woods whose ratio was interdependent and should not have disturbed biological restoration of forests. During the process of understanding the term "sustainability" and "sustainable development", except the environmental dimension, people increasingly began to talk about the economic security and social justice as the elements of sustainable development. The concept of sustainable development was introduced in the 70-ies of the last century. In this period, emphasis was placed to renewable resources such as fossil fuels, ores, cleaner air and water, and were pointed out as free goods. In the 80s of the 20th century, after the UN presented the world strategy of preserving natural resources coherent with the general aim of achieving sustainable development, sustainability becomes important part of the international community (Črnjar, Črnjar, 2009, p. 79). This happened at the World Conference on Environment and Development in Rio de Janeiro. The conference adopted the concept of sustainable development as the only known solution to the problem of development and the environment. Since then, the concept of sustainable development was involved in political and legal framework of some countries with varying degrees of success (Perko, Radenkovic, 2008, p. 37). The first serious and more scientific understanding of sustainable development was presented in the so-called Bruntland report by the World Chamber for the environment UN published under the title "Our Common Future" in 1987. According to this study, sustainable development is defined as "development that meets the needs of the present generation without compromising the ability of future generations to meet their own needs". From that moment on, sustainable development, environmental quality and economic development, have become incompatible activities. Črnjar points out, with which we can all agree, how environmental protection can not be achieved at the expense of restricting economic development, and that the whole debate about environmental problems should focus on achieving sustainable development (Črnjar, Črnjar, 2009, p. 79). The scientific and political consensus on the meaning of the term "sustainable development" still doesn't exist and the concept of sustainability is used in a different context. Thus, in the literature we can find the formulation: sustainable success, sustainable tourism, sustainable growth, sustainable production, sustainable excellence, and others. All of these terms describe the phenomena to which the philosophy of sustainable development is applied (Drljača, 2012, p. 6).

A concern for the environment is expressed since the beginning of the 60s of the 20th century, when the world started concerning for the environment, and which culminated in a new national awareness of environmental quality (Drljača, 2012, p. 1).

Figure following on the next page
Miroslav Drljača presented The concept of sustainability (Figure 1), as a possible solution to this global conflict. Mesarovic and Pestel (1978) point out that it is "a widening gap between man and nature, as well as his physical isolation and mental separation from nature, which is only a logical consequence of the traditional concept of progress: for progress in global development has led to a process of undifferentiated growth, which is based on the man's wrong belief that the system of the maintenance of nature is inexhaustible ... it is obvious that we can not purify the air by terminating the entire industry (because this would cause other types of crisis), but it is also a fact that modern man has abilities and knows how to apply them" (Mesarovic, Pestel, 1978, according to Drljača, 2012, p. 5). At the already mentioned World Conference of Environment and Development, held under the patronage of of the UN in Rio de Janeiro, in 1992, a number of important documents were adopted. The concept of sustainable development was definitely supported then as a development concept and as a strategy of designing development policy and environmental policy. Thus, the concept of sustainable development is based on economic and environmental standpoints and principles whereby some authors put more emphasis on the principle of sustainable development, and the second principle of environmental sustainability (Črnjar, Črnjar, 2009, p. 79). While the sustainability implies the principle which indicates permanent existence of natural resources, the development denotes the concept within social sciences related to the order of the human resources. If the two terms are observed together, sustainable development can be defined as the ratio between the dynamic economic system that develops man, and large dynamic ecological systems that change slowly and which have to be in ecological balance (Črnjar, Črnjar, 2009, p. 81). The requirement of sustainability of renewable energy sources (eg, forests, water, soil) is that their use does not exceed their degree of recovery. This is an extremely important process which must cover aspects of the environment, politics, economy, but also the local community and heritage. The concept of a sustainable society implies a society which maintains the quality of ecosystems with a high degree of local autonomy. Kim believes that a sustainable society is possible only in the planetary scope and assumes a level of living standards that is possible for all mankind, not just for its minor part (Kim, 2000, p. 243). Drljača claims that regardless of the adoption of numerous documents of the global character of the goals and measures for environmental protection, a problem arises in the implementation phase. Due to different interests (mainly the interests of big business), the implementation of measures in these documents meets resistance. This is because their implementation would mean the beginning of the growth balancing, ie. would undermine one of the fundamental postulates of the neoliberal concept of capitalism - maximization of profit (Drljača, 2012, p. 9).
2.2 Characteristics of sustainable development

What characterizes sustainable development is that it includes all these mentioned dimensions, assuming the creation of conditions for economic well-being balanced with the capacity of the natural environment, the technological use of non-renewable natural resources, which do not degrade or reduce their usefulness for future generations. In doing so, said Dragicevic, sustainable development implies "the political system which ensures human rights, freedom, the effective participation of citizens in decision-making, social welfare, the possibility of developing cultural self-identity and diversity and ethical system which respects shared social responsibility for achieving sustainable responsibility" (Dragicevic, 1997, p. 377). It is also important to point out that sustainable development encompasses three dimensions of sustainability, and those are (Črnjar, Črnjar, 2009, p. 89):

Social sustainability which allows self-control and its own policy of natural resource management. Natural resources should be used to increase equality and social justice and reducing social disorders. Economic sustainability refers to the maintenance of a stock (capital). In the economic system the value of natural capital must be included in order to ensure sustainable development of the economy. Environmental sustainability (sustainability of quality of the environment) improves the well-being of people by protecting sources of raw materials used for human needs. It ensures that the natural capacity are not exceeded as a waste container. The above mentioned can be reduced to maintaining the level of emission of waste materials within the assimilation capacity of the environment, without violating the state in nature and maintaining the level of exploitation of renewable resources within the limits of renewal. Characteristics of sustainable development according to Kirnu make excellent psychological and value substitute for the traditional economic exponential growth. The idea of sustainable development, considers Kirn, is acceptable in politics, as well as for the business, the economic sphere and for all people who want to have development without pollution and danger of exhausting or degrading natural resources. Although frequently taken as synonyms, sustainable development is not a permanent solution if it involves sustainable growth. Many think that the unlimited possibilities of ecological modernization technologies ensure sustainable growth. However, sustainable growth is not possible on a finite planet with exhaustion and non-renewable and limited capacity of the ecosystem to receive and neutralize the pollution. These limits can be moved by means of science and technology, but they can not be removed (Kim, 2000, p. 244).
Sustainable development requires (Črnjar, 2002, p. 189):

- conservation of natural resources;
- greater equity in the distribution of resources and wealth;
- introduction and application of new technologies;
- distinguishing the concept of growth and development concept;
- giving up activities that could jeopardize the interests of future generations;
- acceptance of sustainable development as a philosophical approach and pragmatic action.

Social and economic development up to today unfortunately does not show that it has an innate sustainability. It follows that the sustainable development is a normative category, something that man has yet to launch and support. The aim of this launching is not a state to be achieved in the future, but sustainability of the development process. Črnjar and Črnjar point out that the problem is not that it is a an isolated ecological, economic or social category, but the category that integrates all three together, and which has not yet been formulated theoretically. Without integrative theoretical embodiment there is no scientific basis, and without it there is no method nor planning nor action. Therefore, sustainable development remains a political phrase that guarantees fickleness and short term value (Črnjar, Črnjar, 2009, p. 82).

2.3 Application of the concept of sustainable development at the global level
Cifrić believes that environmental issues have become part of the decision-making process of all state institutions, all enterprises and all people in general. Sustainable development requires much more than prevention of pollution and changing environmental regulations. With regard to the environment ordinary people make decions every day - consumers, business people, farmers - political and economic systems must be based on the effective participation of all members of society in making decisions. To ensure a high level of international cooperation, particularly in making and implementation of agreements on the protection of common goods as the atmosphere and oceans (Cifrić, 1989, p. 345). Sustainable development requires resetting of the rules in order to replace wasteful consumption and pollution with the savings and conservation. The foundation stone sustainable development is a system of open, competitive markets where prices include the environmental costs, not only the costs of other resources. Črnjar and Črnjar point out that the management of sustainable development presumes different knowledge and skills acquired by studying social sciences (economics, environmental economics, strategic management) and various fields of natural science (ecology, biology, technology, etc.) (Črnjar, Črnjar, 2009 p. 81). Critics of sustainable development believe that it was just a cover for exponential economic growth, which is the aim of all economic policies. According to these critics, sustainable development marks the beginning of a new round of growth, but now with the changed rules of the game which is allowed by the revolution of effective use of materials and energy and the associated reduction in pollution. They also claim that the sustainable development is made primarily for the conservation of development, rather than on the conservation of nature. However, defenders of sustainable development say that sustainability is not possible without development nor development without sustainability. The increasingly powerful network of social, economic and technological interdependences shows us that a sustainable society is possible only at the global level (Kim, 2000, p. 245).
UN Conference on Environment which we have already mentioned, resulted in the beginning of the global standardization in the field of environmental management. It appeared in the first series of ISO 14000ff, which represents a significant global contribution to the development of consciousness at the micro level, about the need for the incorporation of environmental concerns in the organization's management system (Drljača, 2012, p. 9).

Table 1. Number of ISO 14001 certificates in the world from 1999 to 2010

(Drljača, 2012, p. 9)

<table>
<thead>
<tr>
<th>Year</th>
<th>1999</th>
<th>2000</th>
<th>2001</th>
<th>2002</th>
<th>2003</th>
<th>2004</th>
<th>2005</th>
<th>2006</th>
<th>2007</th>
<th>2008</th>
<th>2009</th>
<th>2010</th>
</tr>
</thead>
<tbody>
<tr>
<td>World</td>
<td>139</td>
<td>228</td>
<td>364</td>
<td>494</td>
<td>649</td>
<td>905</td>
<td>1111</td>
<td>1282</td>
<td>1545</td>
<td>1888</td>
<td>2231</td>
<td>2509</td>
</tr>
</tbody>
</table>

From the given data it is clear that in the period from 1999 to 2010, the number of ISO 14001 certificates grew. The above mentioned actually shows how the environmental management system is accepted as business philosophy and pragmatic approach and that organizations around the world have integrated it into its management system.

Table 2. The top 10 countries by number of ISO 14001 certificates in 2010

(Drljača, 2012, p. 9)

<table>
<thead>
<tr>
<th>No.</th>
<th>Country</th>
<th>No. of certificates</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>China</td>
<td>69784</td>
</tr>
<tr>
<td>2.</td>
<td>Japan</td>
<td>35016</td>
</tr>
<tr>
<td>3.</td>
<td>Spain</td>
<td>18347</td>
</tr>
<tr>
<td>4.</td>
<td>Italy</td>
<td>17064</td>
</tr>
<tr>
<td>5.</td>
<td>Great Britain</td>
<td>14346</td>
</tr>
<tr>
<td>6.</td>
<td>Republic of Korea</td>
<td>9681</td>
</tr>
<tr>
<td>7.</td>
<td>Romania</td>
<td>7418</td>
</tr>
<tr>
<td>8.</td>
<td>Czech republic</td>
<td>6629</td>
</tr>
<tr>
<td>9.</td>
<td>Germany</td>
<td>6001</td>
</tr>
<tr>
<td>10.</td>
<td>Sweden</td>
<td>4622</td>
</tr>
</tbody>
</table>
As can be seen from Table 2, the most implemented environmental management system in management system have China, Japan and Spain. China is currently the fastest growing economy in the world with major environmental problems, but still with a developed trade with all regions of the world, and it is understandable that in this way China is trying to send signals to its partners to contribute to solving this problem. In 2010, China also had the largest increase in the number of certificates in the world compared to the previous year, 14,468 (Drljača, 2012, p. 10).

3. SUSTAINABLE DEVELOPMENT AND ENTREPRENEURSHIP

3.1 The management of the company in accordance with the requirements of sustainable development

The first global movement for the implementation of responsible practices towards the environment in the world of business and industry, was inaugurated in April 1991. Then, Du Pont, Kodak, BASF, Ciba-Geigy and others at the conference WICEM II (World Industry Conference on Environmental Management) made a decision about the development of strategies for the protection of the human environment and resources of land, signing a memorandum "Business Charter for Sustainable Development". The charter emphasizes that "environmental protection must be among the highest priorities of every business." That was a new idea of "sustainable development" and sustainable growth, which has ever since been common in international business terminology (Perko, Radenkovic, 2008, p. 38).

Global level provides the economic and political framework and creates the institutional prerequisites for the realization of sustainable development. The implementation in terms of materialization of institutional conditions, ie, practical action, starts at the micro level, ie in organizations, particularly the production. In this context, the role of business is of particular importance (Drljača, 2012, p. 112). For the purposes of micro-level concept, sustainable development can be defined "... as a process in which less and less resources are being spent in order to meet the needs of consumers and in which the environment is less polluted." One of the significant contribution to the concept of sustainable development at the micro level is the implementation of an environmental management system in accordance with the requirements of international standard ISO 14001: 2004 in management system. Organizations that make such a decision, usually reached a decision on the construction of an integrated management system. As part of the engagement in environmental protection company is directed to the following (Drljača, 2012, p. 113):

- Production and product planning;
- Application of new technological procedures in production;
- Investment in environmental protection;
- Forming a special service or the appointment of the person responsible for environmental protection;
- Evaluation of the attitude of the administration towards the environment.

Renko (2010) believes that entrepreneurship is the "process of creating benefits by uniting unique combination of resources in order to exploit opportunities. It includes all activities aimed at investments and mix of inputs expansion into new markets, creating new products, new customers and new technologies, and it is regarding the crucial time, the conditions of
uncertainty, crisis and changes in the environment "(Renko, 2010, according to Bakovic, Ledić-Puric, 2010, 33). Entrepreneurship is considered a pillar of the overall economy of a country, i.e. The economy. In fact, a key element for increasing the competitiveness of companies is through generating growth and creation of new jobs. The importance and complexity of the enterprise is reflected in the numerous factors that affect it, economic, technological up to the sociological and social. Entrepreneurship should be incorporated in the overall economic and social system to ensure its effective functionality and development, as well as assumptions of economic development and social welfare. The permanent challenge of entrepreneurship is to remain competitive, and how to deal with the new technology and the pace of growth in competing countries. However, successful overcoming of this challenge is necessary to create new jobs, greater prosperity, and ultimately for sustainable development (Kutnjak, 2010, p. 81).

Sustainable development for businesses involves the adjustment of business strategies and activities in ways that meet the needs of businesses today, and protection of, human and natural resources that will be needed for future generations. In the language of entrepreneurs sustainable development means life from Earth income rather than its capital. The introduction of business changes is necessary to ensure success in the uncertain future. It is quite clear that human activity is the main reasons of harmful natural disturbances and climate change, such as global warming, the ozone hole, the algae on the seabed and the phenomenon of the mucilage.

Considerate and sustainable growth is the growth that generally determines the growth and changes in the structure of production and consumption are acceptable, if they are not reducing the overall quality and usability of natural resources (Perko, Radenkovic, 2008, p. 33).

Entrepreneurs who care about the implementation of sustainable development are the people who care more about helping others than to making a profit. The main paradigm of socially responsible businesses is a voluntary social engagement. They launch various initiatives for the benefit of society, such as sports, personal development, job creation, voluntary groups, raising funds to help others, helping the socially disadvantaged and various other initiatives and activities. Such social enterprises speak up for solving social and environmental problems, making a profit is not their primary goal, but the satisfaction of social needs (Osmanagic-Bekenik, Labas, 2011, p. 146). Behavior and management organization is largely determined by the conditions and manner of management in the region. In particular, this applies to organizations which are majority-owned by the state. However, the micro level is the optimal framework for the materialization of the principle of sustainable development, process management, communication with the public, developing a new system of values, in which the relationship with the environment has a significant place (Drljača, 2012, p. 13). Entrepreneurs need to be seekers for problems, and to solve them with the holistic approach. Extension of the current situation and its design in the future by itself, is no longer enough, but the company must redirect those predictions that imply real identification of what happened and spotting tomorrow's market needs (Perko, Radenkovic, 2008, p. 31).

3.2 The role of entrepreneurship in the implementation of sustainable development

Drljača highlights how important is the role of entrepreneurship in the implementation of sustainable development. An assessment of attitude of the company to the concept of sustainable development is possible through the answers to the following questions (Drljača, 2012, p. 13):

- What makes the company act in accordance with environmental standards?
- Does the company apply environmental standards when operating?
- Do the economic goals have absolute priority in relation to environmental?
- How to invest in environmental protection and how to monitor the environmental costs?
- How to monitor and analyze the impact of environmental policies on the business?
Companies that do not recognize the importance of environmental protection and productivity of using resources as one of the main routes in building competitive advantages, do not have long-term vision for the survival of the enterprise market (Golja, 2009, p. 9). Every company should be sensitive to the needs of its stakeholders in business activities. According to Matesic, responsibility of a company is closely related with the principles of sustainable development in that it suggests that the company commit to make decisions, not just on the basis of financial / economic factors, but also on the basis of social and environmental consequences of their activities.

1) Responsibilities of the company are:

1. To increase the productivity and production of useful goods and services
2. To ensure a fair distribution of goods
3. Securing employment, new investments and distribution of goods
4. Ensuring innovation and development of new technologies
5. By raising awareness of the gaps in the consumption of resources, accountability has grown into securing useful goods without excessive damage to the environment. ²

Socially responsible entrepreneurship means commitment to the business world to sustainable economic development which will contribute by working with employees, their families, local communities and society as a whole, to improve their quality of life. For more information visit:

http://web.efzg.hr/dok/OIM/momentic/dop%20-%202012/20121206%20-%20Odrzivi%20razvoj%20

2) In order to fulfill its role in achieving sustainable development concept, company would have to be oriented towards the future and do the following (Drljača, 2012, p. 13):

Consider the possibility of sustainable development in all areas;

Restore public confidence;

Develop a detailed environmental program (emphasis on education);

Analyze their own production processes;

Be actively involved in the public environmental protection.

² Ibid
Figure 3 shows the classical model of company facing the society and the environment as subordinate to their economic interests. Development of business principles puts an emphasis on environmental protection together with social needs. These companies believe that the use of the economic aspects is of vital importance for the implementation of sustainable development and the environment (Senge, 2008, according to Osmanagic-Bedenik, Labas, 2011, p. 147).

![Diagram of business priorities](image)

Figure 3. Display of business priorities
(Senge, 2008, according to Osmanagic-Bedenik, Labas, 2011, p. 147).

Holcim\(^3\) study on "the impact of responsible business behavior of customers" researched, among other things, consumer familiarity with the concepts of sustainable development and corporate social responsibility and the importance of perception of relations of the company to the natural environment. The obtained data were surprising, and we can say disturbing, because according to them, only 4% of people had heard of the term "sustainable development", while the term "socially responsible corporate behavior" was better known to consumers and 67% of respondents had heard of it (Perko, Radenkovic, 2008, p. 40). In another study on sustainable development and the obstacles to such operations by Perko and Radenkovic conducted on Croatian managers, who were supposed to express their own degree of agreement with the possibility that their company can continue to grow and still comply with the principles of sustainable development.

\(^3\) Reputable industry Holcim from the Puls agency ordered a study entitled "The impact of responsible business behavior of customers." The survey was conducted by telephone between 27.6 and 30.6. 2007, on a random, nationally representative, two phases-stratified sample of 1,000 Croatian citizens, aged 25-55 years (Perko, Radenkovic, 2008, p. 40).
Figure 4. The attitude of managers to the possibility that the company is growing while respecting the principles of sustainable development (Perko, Radenkovic, 2008, p. 42)

Results are described below the Figure

The obtained data indicated that most Croatian managers agreed with the statement they are already doing business that way (69%), a total of 24% of them agreed that the continuous growth of the company in which they work is possible, although they are still not operating that way, and only two managers are of the opinion that the growth of the company impossible if they have to respect the principles of sustainable development. According to these data, the question is whether sustainable development implies necessarily increase the cost of a company or has a business achievements that can be quantified (Perko, Radenkovic, 2008, p. 42).

The concept of corporate social responsibility was implemented in the 1950s. socially responsible business imply "all activities of a certain company that serve to better the community, and above the interests of company, shareholders and legal requirements" (McWilliams., Siegel, 2001, according to Golja, 2009, p. 4). It is generally accepted that the application of the concept of sustainable development in business practice operates starting from the ecological and socio-cultural dimensions of sustainability, while achieving economic growth because "production can and should grow, but should not endanger human health, plant and animal species, natural flows, etc. . "(Črnjar, 1997, according to Golja, 2009, p. 4).

A joint initiative of the Croatian Chamber of Economy (HGK) and of HR PSOR is the reward index CSR (corporate social responsibility Entrepreneurship), which aims to highlight Croatian companies that understand and to practice socially responsible entrepreneurship ie. the business. While researching these enterprises, orientation of companies on the economic viability is being judged, as well as the integration of corporate social responsibility and sustainable development in the business strategy, responsible policies and practices in the work environment and responsible policies and practices of environmental management. ⁴

The first social sustainability report in Croatia was prepared by Coca-Cola Beverages Croatia ltd, in 2003 and in 2005 they also prepared a report on sustainability as a public document on the environmental, social and economic effects in the previous year. After Coca-Cola, INA, PLIVA Croatia and Podravka presented their first Social Report in 2004. These are all large companies, which are aware of the importance of reporting on CSR in the overall presentation of their business and at the same time control the resources necessary to prepare such elaborate reports (Bagić, Škraba, Narančić, 2006, p. 53).

---

Research of Osmanagić-Bedenik and Labaš from 2010, indicates the state and the level of implementation of corporate social responsibility in Croatia. According to respondents of the study, corporate social responsibility is reflected in the continuous investment in development, motivation, training and employee satisfaction (59%). About 30% of companies surveyed estimated the impact of their business decisions on the environment and society, and fully-fledged program of corporate social responsibility have 21% of companies. It is worrying that 70% of companies do not assess social and environmental consequences of their business decisions (of Osmanagić-Badenik, Labaš, 2012, p. 157).

Inevitable and indisputable fact is that corporate social responsibility, business which is focused on sustainable development, has a positive effect on the efficiency of enterprises, but it is harder to quantify it scientifically. There are studies that have confirmed the impact of social responsibility to the reputation and image of the company, and it is very likely that this is reflected in the financial result and the overall efficiency of enterprises. The company, a key factor in the economy, is social entity which should seek to meet the demands of the environment. But that of course requires a change in management and business policy of the company. This approach is necessary for the development of the concept of social responsibility, which is a moral obligation of the company management with the harmonization of economic growth with the needs of the environment (Vitezić, 2011, p. 427).

4. CONCLUSION
The purpose and goal of sustainable development are environmental concerns, and consequently the concern for humanity as a whole. Sustainable development requires long-term maintenance of a stock of biological resources and productivity. The emphasis is on promoting greener economy and efficient use of resources. We have investigated the sustainable development of the enterprise and we have seen how it is regarded as something that has only now emerged. The evidence for this data arises from the study according to which many respondents did not even hear of the term "sustainable development", and if they are not familiar with the term, then how can we expect from them to meet its norms. But, on the other hand, in the work we have also presented data that some leading companies are slowly beginning to realize the importance of implementation of the concept of sustainable development and management of their company in a socially responsible manner.

The survey was conducted on 900 members of the Croatian Employers' Association (HUP)
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ABSTRACT
The results of data analysis for 25 years from 1991 to 2015 using regression models) showed that the value added of each economic sector in the State of East Indonesia was determined to be individually or by changes in per capita income. Thus according to the title Effect income, population, government spending, exports of goods and services to the primary sector of regional economic in East Nusa Tenggara Indonesia, a study was done to see the impact of per capita income, population, production empire and exports of goods and services to a core sector growth in East Nusa Tenggara Indonesia for development planning in the region? The objective of this study was to review and analyze the growth sectors of economy East Nusa Tenggara Indonesia to national economic growth, and effect of income per capita GDP, the total population of the government spending, exports of goods and services to growth in the primary sector, East Nusa Tenggara Indonesia. Analysis of growth and elasticity the display size of a correlation value added output of economic sectors due to changes in population and per capita income in region. The results of this analysis can be used to develop projections of economic growth rates and changes or shifts in economic structure in East Nusa Tenggara Indonesia. Emphasizes that GDP grew in the 1950s and 1960s Rostow (1960) and Karlan et al, (2013) theory of economic growth can be achieved through capital investment or investment in large quantities in the industrial sector.

Keywords: Growth, Regional Economic, Elasticity, Planning, Economic Base

1. INTRODUCTION
Size growth elasticity analysis is one Form of analysis to show a relationship between gross added value due to changes in the economic sector of the population and income (Gross Domestic Product / GDP) per capita in the region. This analysis can then be used to develop projections of economic growth rates and changes or shift in the economy of a region. Regression analysis was used to determine the effect of per capita income, government spending and exports to value added sector economic. The results of the regression analysis, either individually (t> t table) or together ( F> Table F), per capita income and government spending has a significant impact on gross added value of agriculture and the service sector. Thus, it can be concluded that the export activity is not much to encourage the growth of the primary sector in East Nusa Tenggara Indonesia. This is because there are still many problems, such as overlapping regulations due to high transaction costs, thus reducing the competitiveness of businesses that have been running or even reduce the attractiveness of investments.

2. LITERATURE REVIEW
GDP showed only the economy of a region. It should not be used to assess the level of prosperity of the population in an area. Thus, income per capita, which is the average income divided by the total population of the region East Nusa Tenggara Indonesia is deemed appropriate indicators to assess the level of prosperity the population.
Networking between regions is becoming increasingly important in economic development, as it is able to control complex transactions as well as cooperation among firms in different regions. Different studies show positive effects of networks between regions in the fields of activity, performance, and innovation (Powell, 2002; Chellappa and Neuroscience, 2010). Empirical study on trade facilitation is driven by the importance of economic relations (Krugman, 1981; Ayres, Raseman, Shih, 2013). According to Anderson and Wever (2003) described the lack of economic and trade relations in region, especially low-income countries as a hidden transaction costs, which can be associated with the exchange between nations. Transaction costs that are hidden in low income countries due to corruption, lax enforcement and crime.

Stimson, Stough and Roberts (2006) and the theory of economic integration such as Romer (1986, 1990), Barro (1990), Rebelo (1991), Grossman and Helpman (1991) and Arthur (1994) describe the technical progress as the effect of endogenous instead receiver neoclassical view. Thomas (1975), and Erickson (1994), describes technological changes related to competitiveness of the territory. Norton and Rees (1979); Erickson and Leinbach (1979) and Stango and Zinman (2014) describes the product cycle, which can give a different effect on region through three stages, namely: level of innovation, growth and the level of standardization. Stillwell (1992) described the region as the economy macroeconomic model, \[ Y = C + I + G + (X - M); \] The gross national product is equal to the expenditure for consumption, investment, government and net exports.

3. THE METHODOLOGY AND MODEL
Descriptive research methods used to get the facts about the study. Regional studies East Nusa Tenggara Indonesia's economic growth is measured by the increase in GDP in the first three months of 2014 experienced a contraction of -5.64% compared with the fourth quarter of 2013 (q-on-q) and when compared with the three months the same in 2013 grew by 5.02% (y-on-y). Household consumption expenditure hands on the first three months of 2014 compared with the fourth quarter of 2013 (q-on-q) decreased by -1.92% correct; government consumption expenditure declined by -25.88%; fixed capital formation declined by -17.99%; exports of goods and services declined by -15.13%; and the import of goods and services declined by -26.17%.

The data used in this study includes qualitative data and quantitative data. The qualitative data is obtained in the form of data is not a number, such as data on economic sectors and non-basic, condition and location of communities to climate studies. Meanwhile, quantitative data obtained in the form of numbers, such as GDP data, the result of government spending and other data in connection with the implementation of the study. Both types of data derived from primary data and secondary data. The primary data used to assess the views and information from stakeholders that have to do with policy planning and program implementation border area development program. Sources of primary data obtained through the respondents involved in this study. Primary data are descriptive, in the form of a table, documents and court records.

Meanwhile, secondary data include certain documents relevant to policy planning and implementation of program development program frontier region. Secondary data were used as a source in this study consisted of data resident, estimates and state income, GDP data, the Gross National Product (GNP) data on GDP per capita, GDP data central government spending data the government with its utilization and data exports of goods and services in use. East Nusa Tenggara Indonesia for a series of time is 25 years, then the data collected for period 1991 - 2015.

Model analysis of this study covers macro-economic problems East Nusa Tenggara Indonesia including:
3.1. Model Analysis of Structure and Regional Economic Growth in GDP

Regional economic structure is analyzed based on the contribution of each sector relative to total GDP in East Nusa Tenggara Indonesia. While economic growth in the GDP for 25 years (1991-2015) is calculated based on the equation of an exponential trend. Form the equation is as follows:

\[ Y_t = a e^{b(t-1)} \]  

\[ Y_t = a e^{bx} \]  

(1),

\[ e = 2.71828 \]

\[ t = \text{variable Time} \]

\[ x = \text{Variable Time} \] - in the middle of the period under review

\[ b = \text{rate of change of the variables } Y_t \text{ per year} \]

\[ a \text{ and } b \text{ are the values of the coefficient is sought from time series data with data pairs } (X, Y). \text{ The } a \text{ and } b \text{ are obtained by using the properties of logarithms to help explain the preparation of an exponential trend equation.} \]

To see GDP in the future with an important sector in the GDP estimate for next five or ten years into the future is to use multiple regression analysis with the following equation:

\[ Y_t = a + b_1X_1 + b_2X_2 + b_3X_3 \]  

(2),

\[ Xi = \text{the value of the projected sector } i \text{ in year } t \]

\[ a = \text{constant coefficient in } t \]

\[ b = \text{regression coefficient of variable } X \]

\[ X1 = \text{GNP} \]

\[ X2 = \text{variable dummy } 0 = \text{before the crisis, and } 1 \text{ for a period of economic crisis} \]

\[ X3 = \text{labor} \]

3.2. Regression Analysis Model

This analysis is an analysis of the relationship of gross value added of an economic sector as a result of changes in population and income per capita.

Form equation is:

\[ \ln Xi = \alpha + \beta \ln Y / \text{cap} + \lambda \ln \text{Pop} \]  

(3),

\[ \alpha = \text{constant} \]

\[ \beta = \text{elasticity of growth } i, \text{ means a coefficient expressing the percentage of Gross Value Added } i \]

\[ \lambda = \text{Elasticity magnification sector } i, \text{ means a coefficient expressing the percentage of Gross Value Added East Nusa Tenggara Indonesia sector } i \text{ as a result of population increase by 1%;} \]

\[ Xi = \text{sector } i; \]
\[ Y / \text{cap} = \text{Income per capita;} \]
\[ \text{Pop} = \text{Total population;} \]

From the regression equation sharing displacement shift share and growth can be concluded that: (1). Elasticity growth is the percentage change in GDP per capita leads to a certain sector or a change in the value added per capita GDP increase of 1 percent, which resulted in certain changes in the value added sector of X.; (2). Elasticity enlargement is the percentage change in the number of people who cause change certain sector or 1 percent population increase which resulted in certain changes in the value added sector of X.
Understanding growth and scale: (1). When the elasticity is equal to 1 (one), it is known as unitary elasticity, *i.e.* when the total population or 1 % of per capita income that result in changes in the value added of a particular sector also 1 percent.; (2). When the elasticity is less than 1 (one), it is known as inflexibility (inelasticity), *i.e.* when the change of population or per capita income by 1 per cent change in the value added which resulted in certain sectors also less than 1 %.

1 % change in the value added which resulted in certain sectors more than 1 %.

3.3. Regression Analysis Model sector Base

Regression analysis was used to look at the basic sectors of per capita income, government spending and exports of goods and services on the growth of the primary sector in East Nusa Tenggara Indonesia. The equation for the regression of the primary sector can be summarized as follows:

\[ \ln Y_i = \beta_0 + \beta_1 \ln X_1 + \beta_2 \ln X_2 + \beta_3 \ln X_3 \]

\[ \ln Y_i = \text{Value Added Gross Basis sector } i; \]
\[ X_1 = \text{Income per capita}; \]
\[ X_2 = \text{Government Spending}; \]
\[ X_3 = \text{Exports of Goods and Services}; \]
\[ \beta_0 = \text{Constant (Intercept)}; \]
\[ \beta_1 = \text{elasticity of growth i due to changes in the primary sector budget allocation of 1 %} \]
\[ \beta_2 = \text{Elasticity growth due to changes in primary sector i per capita income growth of 1 %} \]
\[ \beta_3 = \text{Elasticity growth due to changes in the primary sector i Nefai export growth by 1 %} \]

When the elasticity of more than 1 (one), it is known as elasticity (Elasticity), *i.e.* when changes in population or per capita income by 1 %.

3.4. Regional Economic Growth Model

Model Based Export

In this model, the GDP income can be expressed as follows:

\[ Y = C + MI - MO \]

\[ Y = \text{income regions (GDP)}, \]
\[ C = \text{Consumption}, \]
\[ MI = \text{Flow of money coming in because their exports} \]
\[ MO = \text{Flow of money out because of their imports}. \]

For convenience, use is considered linear function, so it can be written as:

\[ C = A + b \ln Y \]

\[ A = \text{minimum usage} \]
\[ b = \text{MPC (Marginal Propensity to Consumer)}. \]

Given the lack of entrepreneurs in developed countries that invest abroad and the results brought to the region, the export is the only source of foreign currency income, which can be formulated as follows:

\[ MI = Eo \]

\[ \text{... (7),} \]
EO is export fluctuations are determined by external factors (exogenous), as the prices in the international market. As most foreign investment is limited, then the only source of money out of imports, which could be formulated as follows:

\[ MO = i Y \] \hspace{1cm} (8),

By combining equations (5) - (8), we get the following equation:

\[ Y = A + bY + EO - iY \]

\[ \text{Or } Y = \left[ \frac{1}{1 - (b - i)} \right] (A + EO) \] \hspace{1cm} (9),

Because the debate is related to growth, then the equation (9) can be formulated in the form of change (Δ) as follows:

\[ \Delta Y = \frac{1}{1 - (b - i)} \Delta EO \]

\[ \text{Or } \Delta Y = k \Delta EO \] \hspace{1cm} (10),

Here \( k = \frac{1}{1 - (b - i)} \) is the multiplier that reflects the multiplier effect of the change in exports to the regional economy.

### 3.5. Economic Base Model

Export base model can also be formulated as Economic Base Model. In this case, the economy of a region (Y) can be divided into two main sectors, namely Sector Basic (B) and Non Basic Sector (S), and can be summarized as:

\[ Y = B + S \] \hspace{1cm} (11),

Activities supporting the sector would largely depend on development of primary sector, which allows it formulated as:

\[ S = ao + a1Y \] \hspace{1cm} (12),

Here, \( ao \) and \( a1 \) are constants. When the equation (12) is inserted into the equation (11), obtained the relationship between the sector and supporting basic sectors as follows:

\[ Y = \frac{ao}{1 - a1} + \frac{B}{1 - a1} \] \hspace{1cm} (13),

\[ \text{and } Y = \frac{ao}{1 - a1} + \frac{B}{1 - a1} \] \hspace{1cm} (14),

Because equation (14) is linear, the coefficient multiplier must be calculated in the form of regional economic growth equation as follows:

\[ \Delta Y = \frac{ao}{1 - a1} \Delta B + \frac{1}{1 - a1} \Delta B \] \hspace{1cm} (15),

Here, \( \Delta Y \) is the increase in GDP and \( \Delta B \) is the increase in the basic sectors. This equation gives the conclusion that the economic growth of a region is determined by the development of sector and the large base of small effect are determined by the coefficient multiplier \( \frac{1}{1 + ao} \). Thus, based on this model, it can be hypothesized that the economic growth of a region is positively associated with increased exports.

### 4. ANALYSIS OF THE PLANNING AND GROWTH ELASTICITY

In economic fields, this concept can be used to understand the impact of such a policy. In addition, it can also be used to analyze the impact of revenue increase of production areas. Analytical tool to assist policy makers in deciding priorities and alternative development plans that provide the greatest benefits for regional development. This analysis can then be used to
develop projections of economic growth and structural change or shift in the economy of a region. Table 4 below shows the results of regression analysis the effect of per capita GDP and population to value added economic sectors in East Nusa Tenggara Indonesia during 1991-2015.

**Table 4: Regression Analysis of the Effect of GDP Per Capita and Population the Economic Value Added Sector East Nusa Tenggara Indonesia in the period 1991-2015**

<table>
<thead>
<tr>
<th>Sector</th>
<th>Regression Analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Table t = 1.72</td>
</tr>
<tr>
<td></td>
<td>Count t</td>
</tr>
<tr>
<td></td>
<td>GDP Per Capita</td>
</tr>
<tr>
<td></td>
<td>Population</td>
</tr>
<tr>
<td></td>
<td>Table F = 3.44</td>
</tr>
<tr>
<td></td>
<td>Count F</td>
</tr>
<tr>
<td></td>
<td>R²</td>
</tr>
<tr>
<td>Agriculture</td>
<td>5.89</td>
</tr>
<tr>
<td>Mining and Quarrying</td>
<td>4.38</td>
</tr>
<tr>
<td>Manufacturing</td>
<td>4.35</td>
</tr>
<tr>
<td>Electricity, Gas and Water Supply</td>
<td>2.97</td>
</tr>
<tr>
<td>Building / Construction</td>
<td>4.57</td>
</tr>
<tr>
<td>Trade, Hotel and Restaurant</td>
<td>5.96</td>
</tr>
<tr>
<td>Transport and Communications</td>
<td>3.84</td>
</tr>
<tr>
<td>Finance, Leasing and Services Company</td>
<td>3.39</td>
</tr>
<tr>
<td>Services</td>
<td>5.05</td>
</tr>
</tbody>
</table>

Based on Table 4 above, analysis found that the value added sector of the economy of East Nusa Tenggara Indonesia is influenced by variables GDP per capita. This situation is reflected in the value of the count variable t GDP per capita greater than the value t table (1.72) for every sector of the economy. The results of data analysis for 25 years from 1991 to 2015 by using economic regression model (Appendix 1) showed that the value added of each economic sector in East Nusa Tenggara Indonesia was determined to be individually or by changes in per capita income. It is stamped on t test results, the table t, a 95 percent and 22 independent degrees smaller than the count value t, the variable income per capita. The variables for the total population only have an effect on value added trade, hotels and restaurants and service sector.

Generally, it was found that variables GDP per capita and the number of individual influence on value-added trade, hotels and restaurants, as well the services sector. T count value for each variable is GDP per capita and population in the two sectors is greater than the value t table. For the trade, hotels and restaurants, the count value t variables GDP per capita is 5.96 and variables total population is 2.90. For services sector, the count value t variables GDP per capita is 5.05 and variables total population is 2.40.

The analysis results of the study showed that variables of population individually have no effect on the value-added agriculture, mining and quarrying, manufacturing, electricity, gas and water supply, construction, transport and communications sector and the financial sector, leasing and service company. T count the variables total population of the seven sectors showed a smaller value than the value t table (1.72).

According to Table 4, variables GDP per capita and population variables jointly affect the value added of all economic sectors. F count value for all sectors of the economy exceeds the schedule
Thus, it can be concluded that the contribution of variables GDP per capita and a variable number of the value added of all economic sectors showed considerable and variable. This is evident based on the value of $R^2 = 0.9613$ agricultural sector, which means that the contribution of variables GDP per capita and a variable number of the value added agricultural sector is 96.13%.

On the other hand, the balance of 3.87% is another variable contribution to value added of the agricultural sector. $R^2 = 0.8849$ for the mining and quarrying sector means that contribution of the variables GDP per capita and a variable number the value added of this sector amounted to 88.49%. Rather, balance of 11.51% is another variable contribution to value added mining and quarrying sector. The high value of $R^2$ for every sector of the economy showed that in variables GDP per capita and a variable number of the population has a very large contribution to value added economic sectors of East Nusa Tenggara Indonesia.

5. REGRESSION ANALYSIS SECTOR PLANNING BASICS

Characteristics of region refer to the problems and potentials of region. Development plans aimed at managing human resources so as to support the economic development of the region East Nusa Tenggara Indonesia, based on regression analysis of the basic sectors like below.

Table 5: Regression Analysis Effect Per Capita GDP, Government Spending and Exports of Goods and Services for Value Added Sector of Region East Nusa Tenggara Indonesia Basic Economic the Period 1999-2015

<table>
<thead>
<tr>
<th>Sector</th>
<th>GDP Per Capita</th>
<th>Count t</th>
<th>Export Goods and Services</th>
<th>Table t $\alpha 0.05 = 1.72$</th>
<th>Table F $\alpha 0.05 = 3.47$</th>
<th>Count F</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agriculture</td>
<td>12.01801</td>
<td>-2.037500</td>
<td>1.239599</td>
<td>116.2941</td>
<td>0.943</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Services</td>
<td>8.80934</td>
<td>-1.169107</td>
<td>1.704240</td>
<td>72.17347</td>
<td>0.911</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

According to Table 5 show that GDP per capita variables have an influence on the value-added agriculture and services sectors. This is evident based on the count value t variables GDP per capita for each sector (2.12 and 8.81) greater than the value t table (1.72). While government expenditure variables individually have no effect on the value-added agriculture and services sector, the value of the count variable t government spending for each sector (-2.04 and -1.17) is smaller than the value t table (1.72). Similarly, the variable expenditure of government, the variable export of goods and services, which has no effect on the value added of the agricultural sector and the services sector, which the count value t variable export of goods and services for each sector (1.24 and 1.70) is smaller than the value t table (1.72). However, the variables affecting the export of goods and services to value added services sector as the count variable t exports of goods and services (1.70) approaches the table t (1.72).

The regression analysis of the principles as set out in Table 4 above shows that all variables GDP per capita, the variable expenditure of government and the variable export of goods and services have a significant impact on the value added agriculture and value added services sector, as shown on the count value F (116.2941 and 72.17347) is greater than the F table (3.47). Please note that the results show the variables GDP per capita government expenditure variables and variables exports of goods and services have contributed substantially to the value added agriculture and services sectors. $R^2 = 0.9432$ means that the variable contribution per capita...
GDP, government spending variables and variable export goods and services to the agricultural sector is 94.32 per cent. While the value of $R^2 = 0.9116$ means that the variable contribution per capita GDP, government spending variables and variable export goods and services to the services sector was 91.16 per cent.

Regression analysis showed that the economy, individual ($t > t_{table}$) or together ($F > F_{table}$), per capita income and government spending has a significant impact on gross added value of agriculture and the service sector. However, individually, variable export items have no effect on gross added value of the agricultural sector and the services sector ($t < t_{table}$). On the other hand, when jointly, variable per capita income and government spending has a significant effect on gross value added of the agricultural sector and the services sector ($F > F_{table}$). The study also found that the contribution of these three variables on the base of the gross value added is $R^2$, the gross value added of agricultural sector which is 96.67 %, and the gross value added of the services sector was 96.96 % (Appendix 1).

Thus, it can be concluded that the export activity is not much to encourage the growth of the primary sector in East Nusa Tenggara Indonesia. This is because there are still many problems, such as overlapping regulations due to high transaction costs, thus reducing the competitiveness of businesses that have been running or even reduce the attractiveness of investments.

5. DISCUSSION

Also found that individual changes in a population of less influence on the gross value added sectors of the economy, on the other hand, effects of changes in population and per capita income is very significant to the gross value added economic sectors East Nusa Tenggara Indonesia. This can be seen by the $F$ value for each sector of the economy is greater than the $F_{table}$.

This is reinforced by the contribution ($R^2$) of income per capita and total population of the gross value added of the economic sector, which is worth 80 %. Based on the analysis concluded elasticity of growth, income per capita or population has the potential to be developed in connection with economic growth of East Nusa Tenggara Indonesia.

Therefore, the results of focus group discussions and in-depth interviews found that the basic management of regional economic development plan created by the discussion of all the samples. In addition, specific policies are also sourced to the government office of the regional development planning. These policies include:

1. The investment policy associated with superior products, incentives, and promotions;
2. Basis of regional development, through the identification of determinants and strategies appropriate support;
3. Trade Policy, which trade between regions and sectors, as well as reduce its resistance;
4. Policy development and physical infrastructure, namely human resources;
5. Basic institutional development, including in government decision making mechanism, the creation of regulation, and social and cultural community.

6. CONCLUSION

One of the indicators of economic development of a region is the GDP. Economic growth in the aggregate may be calculated based on GDP per sector. When a sector has a major contribution and growth is very slow, then it can economic growth in the aggregate. Conversely, when a sector has a relatively large contribution to the economy as a whole, the sector has a high growth rate and thus will be able to benefit economic growth. Regression analysis was used to determine the basic sectors of economy as one the indicators human resources generated
by the region. The successful implementation of economic development plans in region East Nusa Tenggara Indonesia is closely related to the quality of regional development planning. It is implemented based on the identification and characteristics of the area.

It was found also that the economy of East Nusa Tenggara Indonesia theoretically elasticity nature of the changes in per capita income. When there is a change in per capita income by 1%, the change in the gross value added per economic sector is more than 1%. Meanwhile, from the angle of the total population, it was found that the economic sector is elasticity is the agricultural sector, trade, hotels and restaurants, transport and communications, finance, service companies, as well as the services sector.

While four other economic sectors is not elasticity, which means when there is a change of 1 % of the population will lead to changes in gross value added in the four sectors that less than 1 %. These sectors are mining and quarrying, manufacturing industry, the electricity, gas and water supply, and construction sector.

LITERATURE:

**Appendix : 1 Regression Analysis Of Growth And Size Elasticity**

Size growth elasticity analysis is to show a relationship between gross value added due to changes in the economic sector of population and income (GDP) per capita in region. This analysis can then be used to develop projections of economic growth and change or shift in the economic structure of a region. The analysis of data for 25 years (1991 until 2015) using the regression model shows that the value added of each sector the economy in East Nusa Tenggara Indonesia is very much determined or altered individually by changes in income per capita. This is demonstrated by the results of the t test, where the value t table with a 95% confidence level and degrees of freedom 22 is smaller than the value of variable t per capita income. While variable population of only affect the value added trade, hotels and restaurants and the services sector.

<table>
<thead>
<tr>
<th>Sector-Sector</th>
<th>Coefficient</th>
<th>Regression Analysis</th>
<th>F table = 3.44</th>
<th>R²</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Constants</td>
<td>GDP Per Capita</td>
<td>Population GDP Per Capita</td>
<td>Population</td>
</tr>
<tr>
<td>Agriculture</td>
<td>5.848375</td>
<td>0.777859</td>
<td>1.536080</td>
<td>5.89</td>
</tr>
<tr>
<td>Mining and Quarrying</td>
<td>14.20394</td>
<td>1.318433</td>
<td>-0.507349</td>
<td>4.38</td>
</tr>
<tr>
<td>Manufacturing</td>
<td>8.573674</td>
<td>0.859644</td>
<td>0.309209</td>
<td>4.35</td>
</tr>
<tr>
<td>Electricity, Gas and Water Supply</td>
<td>4.014999</td>
<td>0.622962</td>
<td>1.275340</td>
<td>2.97</td>
</tr>
<tr>
<td>Building and Construction</td>
<td>16.44823</td>
<td>1.274414</td>
<td>-0.507220</td>
<td>4.57</td>
</tr>
<tr>
<td>Trade, Hotel and Restaurant</td>
<td>25.75564</td>
<td>0.801353</td>
<td>2.757583</td>
<td>5.96</td>
</tr>
<tr>
<td>Transport and Communications</td>
<td>12.90887</td>
<td>0.650754</td>
<td>2.011752</td>
<td>3.84</td>
</tr>
<tr>
<td>Finance, Leasing and Services Company</td>
<td>18.94901</td>
<td>0.740063</td>
<td>2.273835</td>
<td>3.39</td>
</tr>
<tr>
<td>Services</td>
<td>24.08356</td>
<td>0.798226</td>
<td>2.676961</td>
<td>5.05</td>
</tr>
<tr>
<td>No Years</td>
<td>Gross Value Added</td>
<td>GNP Indonesia At Constant Prices 1997–2013, In The Years 1992–2015 (Billions of Indonesia Rupiah / IDR)</td>
<td>Information</td>
<td></td>
</tr>
<tr>
<td>----------</td>
<td>-------------------</td>
<td>-------------------------------------------------------------------------------------------------</td>
<td>-------------</td>
<td></td>
</tr>
<tr>
<td>Sector 1 : Agriculture</td>
<td>Sector 2 : Mining and Quarrying</td>
<td>Sector 3 : Manufacturing</td>
<td>Sector 4 : Electricity, Gas and Water Supply</td>
<td>Sector 5 : Building and Construction</td>
</tr>
<tr>
<td>1997</td>
<td>3,063.70</td>
<td>12,995.40</td>
<td>7,345.70</td>
<td>1,482.30</td>
</tr>
<tr>
<td>1998</td>
<td>3,143.30</td>
<td>13,478.80</td>
<td>7,335.90</td>
<td>1,492.80</td>
</tr>
<tr>
<td>1999</td>
<td>3,223.70</td>
<td>14,017.10</td>
<td>7,327.30</td>
<td>1,503.30</td>
</tr>
<tr>
<td>2000</td>
<td>3,303.10</td>
<td>14,761.30</td>
<td>7,321.10</td>
<td>1,513.80</td>
</tr>
<tr>
<td>2001</td>
<td>3,382.30</td>
<td>15,306.90</td>
<td>7,279.90</td>
<td>1,524.30</td>
</tr>
<tr>
<td>2002</td>
<td>3,461.40</td>
<td>15,876.40</td>
<td>7,239.70</td>
<td>1,534.80</td>
</tr>
<tr>
<td>2003</td>
<td>3,539.20</td>
<td>16,403.90</td>
<td>7,197.90</td>
<td>1,545.30</td>
</tr>
<tr>
<td>2004</td>
<td>3,615.70</td>
<td>16,900.40</td>
<td>7,158.20</td>
<td>1,555.80</td>
</tr>
<tr>
<td>2005</td>
<td>3,690.60</td>
<td>17,397.00</td>
<td>7,119.50</td>
<td>1,566.30</td>
</tr>
<tr>
<td>2006</td>
<td>3,763.90</td>
<td>17,907.50</td>
<td>7,082.40</td>
<td>1,576.80</td>
</tr>
<tr>
<td>2007</td>
<td>3,835.10</td>
<td>18,404.00</td>
<td>6,962.10</td>
<td>1,587.30</td>
</tr>
<tr>
<td>2008</td>
<td>3,904.70</td>
<td>18,909.50</td>
<td>6,842.80</td>
<td>1,597.80</td>
</tr>
<tr>
<td>2009</td>
<td>3,972.80</td>
<td>19,426.00</td>
<td>6,723.60</td>
<td>1,608.30</td>
</tr>
<tr>
<td>2010</td>
<td>4,039.20</td>
<td>19,956.50</td>
<td>6,605.30</td>
<td>1,618.80</td>
</tr>
<tr>
<td>2011</td>
<td>4,104.00</td>
<td>20,501.00</td>
<td>6,488.90</td>
<td>1,629.30</td>
</tr>
<tr>
<td>2012</td>
<td>4,168.00</td>
<td>21,058.50</td>
<td>6,373.70</td>
<td>1,639.80</td>
</tr>
<tr>
<td>2013</td>
<td>4,231.00</td>
<td>21,623.00</td>
<td>6,259.40</td>
<td>1,650.30</td>
</tr>
<tr>
<td>2014</td>
<td>4,292.00</td>
<td>22,196.50</td>
<td>6,146.00</td>
<td>1,660.80</td>
</tr>
<tr>
<td>2015</td>
<td>4,352.00</td>
<td>22,779.00</td>
<td>6,033.50</td>
<td>1,671.30</td>
</tr>
</tbody>
</table>
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ABSTRACT
One of the main features of the modern world is the „unprecedented transnational mobility“ of people and businesses. Besides its obvious advantages from the point of view of economic growth, clash of cultures, legal and societal, it often leads to conflicts. Generally speaking, there are two different groups of conflicts. First is dominated by state interests and the state itself has an interest in the outcome of such cases. Traditionally, they were within the exclusive domain of courts. However, it is beyond doubt that some of them are arbitral today. The other group is dominated by private interests so, consequently, private parties are allowed to decide who is going to resolve their conflict and how. With regard to „who“, arbitration has undoubtedly become the preferred dispute settlement method. There are some indications that almost 90% of international commercial contracts include an arbitration clause. With regard to „how“, party autonomy represents a cornerstone in cross-border commercial transactions. Thus, parties are also allowed to designate the applicable law in the case of a dispute. Sometimes, the parties will even opt for a tandem (combination of choice of law and choice of (arbitral) forum).

Since the incentive for opting for arbitration may be, and sometimes is, the parties' interest to avoid the application of certain mandatory rules, question is to whom should the arbitrator give priority, to the state and its interests or the parties and their expectations? Is it an arbitrator's duty to apply mandatory rules? What are the consequences of their ignorance? The intention of this paper is to present the complexity of arguments and offer some conclusions.

Keywords: arbitration, party autonomy, mandatory rules, internationally (overriding) mandatory rules

1. INTRODUCTION
One of the main features of the modern world is the „unprecedented transnational mobility“ of people and businesses (Muir Watt, 2003, p. 1). Besides its obvious advantages from the point of view of economic growth, clash of cultures, legal and societal, it often leads to conflicts.

Generally speaking, there are two groups of conflicts. First is dominated by state interests and the state itself has an interest in the outcome of such cases. Traditionally they are within the exclusive domain of the state courts. For a long time state courts were holding the primacy in conflict resolution but slow, rigid and expensive adjudication process seems to be less and less attractive (Triva/Uzelac, 2007, p. XXIII). Still, despite their preferences, parties of this type of disputes cannot deviate from state judiciary. The other group is dominated by private interests so, consequently, private parties are allowed to decide who is going to resolve their conflict and how. With regard to „who“, arbitration has undoubtedly become the preferred alternative dispute settlement method. There are some indications that almost 90% of international commercial contracts include an arbitration clause (Guzman, 2000, p. 1281). There are multiple reasons in favour of arbitration, like discretion, speedy proceedings, arbitrators' expertise, lower costs, final and binding character of the award, facilitated international enforcement, etc. (Giunio, 2006, p. 772).
Its attractiveness in international cases was additionally enhanced by the appearance of universally accepted rules which subsequently formed a common core of contemporary arbitration laws in many countries. First such regime was introduced in 1958, by the New York Convention on the recognition and enforcement of foreign arbitral awards, which harmonised the procedure for recognition and enforcement of foreign arbitral awards. There are also UNCITRAL Arbitration Rules from 1966 (last revised in 2010) and UNCITRAL Model Law on International Commercial Arbitration form 1986 last revised in 2006), which provided the standards for management of arbitration proceedings, which are generally accepted in majority of arbitration laws in the world (Melis, 2010, p. 39). Although very helpful, unfortunately it did not eliminate all the differences in national legal systems. Namely, besides these common rules there are still many country specific features of arbitration proceedings in different countries and even the rules which are substantially identical do not necessarily lead to the same response in different countries (Triva/Uzelac, 2007, p. XXV).

With regard to “how”, party autonomy represents a cornerstone in cross-border commercial transactions. Thus, parties are also allowed to designate the applicable law in the case of dispute. Sometimes, the parties will even opt for a tandem (combination of choice of law and choice of forum (Berends, 2014, p. 77)). Since the incentive for opting for arbitration may be, and sometimes is, the parties’ interest to avoid the application of certain mandatory rules, question is to whom should the arbitrator give priority, to the state and its interests or the parties and their expectations? Is an arbitrator’s duty to apply mandatory rules? If the answer is yes, what are the relevant mandatory rules? What are the consequences of their ignorance?

The answer to these questions depends on several factors. In this article, which is primarily focused on the relationship of arbitration and internationally (overriding) mandatory rules, the Author will briefly present the most important questions like: the underlaying nature of arbitration (Part 2), the nature of the rules itself (internally and/or overriding mandatory rules) (Part 3), whether there is (or should be) a duty of an arbitrator to apply mandatory rules (Part 4) and possible consequences of their ignorance (Part 5). Finally, in Part 6 the Author shall attempt to outline her views.

2. LEGAL NATURE OF ARBITRATION

There are significant theoretical differences in understanding the legal nature of arbitration (Lew/Mistelis/Kröll, 2003, pp. 72, 81). Unfortunately, these differences may influence the arbitrators’ attitude with regard to their rights and responsibilities towards the application of mandatory rules. There are altogether four theories – jurisdictional, contractual, hybrid and autonomous (Samuel, 1989, p. 33; Yu, 2008), but only the first three are considered relevant. Advocates of the older jurisdictional theory take that arbitration has public (judicial) nature and that “every activity occurring within the territory of a state is necessarily subject to its jurisdiction” (Mann, 1967, pp. 157, 162.). Within this theory there are three branches: the judgment theory, the delegation theory and the municipal law theory (Samuel, 1989, pp. 51-60). According to the judgment theory, parties’ arbitration agreement is only a tool to invoke arbitrators’ adjudicative function. In this regard, arbitrators are given a status of quasi-judges and their award is given a status comparable with the state court judgement (Yu/Sauzier, 2000). According to the delegation theory, arbitrators perform their function not under the parties’ agreement but as delegates of the legal systems of different states. Thus, arbitration is dependent on the level of flexibility provided by the relevant local (state) authority and the award may be subject to certain local restrictions (Motulski, 1974, p. 14). According to the municipal law theory, all aspects of arbitration are regulated by the law of the seat of arbitration (“lex facit arbitri”).
This law is a basis for the arbitrators’ authority and also dictates the arbitrator’s competences. In that regard, arbitrator’s duty to respect the parties will does not emerge from the arbitration agreement but from the *lex arbitri*. In any case, due to their special status granted by the state, which resembles to the one of the state judge, an arbitrator is also required to follow the law and observe the mandatory rules and the public policy of the *lex fori* to settle the disputes between the parties (Yu, 2008, pp. 261-262). With regard to possible application of foreign mandatory rules decision should be reached through the conflict of law rules of the *lex fori*. Non compliance with these norms is to be considered as an infringement of that state’s sovereignty (Mann, 1967, pp. 164-166).

On the other hand, advocates of the *contractual theory* refer exclusively to the consensual character of arbitration. They argue that arbitration is based on the agreement of the parties, so the parties have the freedom to decide all the relevant issues with regard to arbitration proceedings and their freedom should not be interfered with the powers of the state (Lew/Mistelis/Kröll, 2003, p. 57; Yu, 2008, p. 265). In this case, the key to determining the validity of the arbitration process lies in parties’ agreement and does not depend on the *lex loci arbitri*. Thus, everything from setting up the tribunal, to the arbitrator’s powers and the binding effect of the award depends on the parties’ agreement (Grigera Naón, 1992, p. 15). Advocates of this theory believe that the arbitration should not be influenced by the power of any states and that “the concept of *pacta sunt servanda* should prevail, binding the parties to perform the arbitration agreement without the pressure of the state” (Yu, 2008, pp. 265-266).

In line with this theory, arbitrators do not perform any public function, but there is no consensus on their role. In that regard, this theory can also be divided into two branches. First is usually referred to as the classical contractual theory (represented by Merlin, Foelix and Lainé) and “underlines the linkages between the arbitration agreement and the contractual character of arbitral awards, as well as the authority of arbitrators” (Warwas, 2017, p. 121). Thus, the power of arbitrators arises exclusively from an arbitration agreement and their subsequent acts are considered as the continuation of such agreement. Arbitrators are agents of the parties and their authority does not require any kind of public support. Acting as agents of the parties they can only decide on the matters authorised by their principals (Yu, 2008, p. 269). Second branch is referred to as modern contractual theory (represented by Bernard and Klein) and entirely rejects the agency theory with respect to arbitrators. It claims that the process of making an arbitral award represents “a network of contractual acts and not an exclusive authority of a single, initial contract that determines the outcome of the arbitration process” (Warwas, 2017, p. 122). In addition to it, arbitrators are appointed to resolve the dispute in an impartial manner which conflicts with the role of an agent and they have the power to perform functions which are not available to the parties (Yu, 2008, p. 270). In any case, this theory is focused primarily on the party autonomy and rather hostile towards the application of mandatory rules (Barraclough/Waincymer, 2005, p. 208). The exception refers only to the mandatory rules of *lex contractus* or mandatory rules that prove the invalidity or illegality of the agreement. The biggest flaw of this theory lies in its lack of adequate response to the situations where the parties have not made an express choice of the applicable substantive and procedural law or where there is a general choice of law clause without any reference on the potentially applicable mandatory rules.

Also, even under the contractual theory, arbitration is not totally exempt from the influence of the state. Namely, if one party reneges on their obligation under the arbitration agreement the state may be called to intervene in order to enforce the parties’ agreement (Lew, 1978, p. 59; Barraclough/Waincymer, 2005, p. 209). Thus, despite its efforts, arbitration can never be “truly independent” of the *lex loci arbitri*. 
Unlike the previous theories, the third one is not exclusive. It is a *hybrid theory* and incorporates different aspects of both jurisdictional and contractual theory, and is nowadays most accepted (Grigera Naón, 1992, p. 17; van Houtte, 1995, p. 384). As represented, *inter alia* by Surville and Sauser-Hall, it emphasises the dual character of international commercial arbitration. While contractual character of arbitration is represented in its origin in a private contract which gives the parties power of choice, its jurisdictional element is represented in its link with the legal regime of *lex fori*, since the number of issue related to arbitral proceedings needs to be subject to the mandatory rules and public policy of *lex fori* or, in case of recognition and enforcement, of the country in which the recognition and enforcement is sought (Yu, 2008, pp. 274-275).

Under this theory, the relationship between the arbitrators and the parties is contractual in nature but the extent of the arbitrator’s power is subject to the scrutiny of the mandatory rules and public policy of *lex fori* or of the country in which the recognition and enforcement is sought. It places the arbitral award on a half way between a judgment and a contract (Surville, 1990, p. 148). With regard to the applicable law, arbitrators are obliged to apply the law expressly chosen by the parties but in cases where there is no express choice of law they must resort to the conflict of law rules of the place of arbitration (Lew, 1978, p. 58).

Despite its obvious advantages in comparison with the other two, there are some flaws in this model also. Namely, there is a long line between these two extremes, and the model itself does not provide an answer to the question whether the primacy should be given to the contractual or to the jurisdictional aspect.

3. THE NATURE OF THE RULES

Besides being approved by national laws, principle of party autonomy is also approved by international arbitral institutions and organizations (Redfern/Hunter, 2004, p. 315). At the same time, the application of party autonomy has its limitations since most states require a respect for, at least, some minimum standards imposed by mandatory rules and public policy (Born, 2001, p. 436; Baniassadi, 1992, p. 63).

When speaking of mandatory rules in an international (commercial) context, it is necessary to distinguish between internally („rules which cannot be derogated from by agreement“) and internationally mandatory rules („overriding mandatory rules“). Internally mandatory rules are those rules that cannot be excluded by the parties’ choice in the domestic context, but are subject to conflict of law rules. They apply *a priori* and restrict the application of a chosen law (Medić, 2015, p. 45). They do not prevail in international matters.

On the contrary, overriding mandatory rules can be applied regardless of a choice of law made by the parties or even the objectively applicable law. Art. 9(1) of the Rome I Regulation provides the elements for clear identification of overriding mandatory rules, reffering to „provisions the respect for which is regarded as a crucial by a country for safeguarding its public interests, such as political, social or economic organisation, to such an extent that they are applicable to any situation falling within their scope, irrespective of the law otherwise applicable to the contract under this Regulation“. Their “purely effects-oriented character” requires protecting them against any contractual construction that could undermine the legislator’s intended result (Kleinheisterkamp, 2009, p. 9).With regard to their application, there are no restrictions in the application of the overriding mandatory rules of the forum (Art. 9(2)) but there are restrictions with regard to application of foreign overriding mandatory rules. They may be applied only if it is „the law of the country were the obligations arising out of contract have to be or have been performed“ (Art. 9(3)).
4. IS THERE A DUTY OF AN ARBITRATOR TO APPLY MANDATORY RULES?

The role of mandatory rules in arbitration is, without a doubt, one of the most controversial topics in international arbitration (Mayer, 1986; Posner, 1999; Guzman, 2000). At the heart of this controversy lies an endless struggle between respecting the parties’ original intentions to arbitrate and their legislator’s intention to protect public interests (Kleinheisterkamp, 2009, p. 1). Before the U.S. Supreme Court Mitsubishi decision (Mitsubishi Motors Corp. v. Soler Chrysler-Plymouth, Inc., 437 U.S. 416 (1985)) and the CJEU Eco Swiss decision (C-126/97 Eco Swiss China Time Ltd v. Beneton International NV [1999] ECR I-2055) arbitral tribunals were not considered as an appropriate forum to give effect to mandatory rules, since many of these rules are part of public law. In the meantime, the concept of arbitrability has expanded and many claims arising under mandatory rules are nowadays arbitrable (Pitta e Cunha, 2016, p. 34). The „public law taboo“ is gradually being defeated (Baumbax, 2007, p. 25; Muir Watt, 2003, p. 2).

Since arbitrators do not have a forum, they are not bound by the conflict of law rules binding judges (Hochstrasser, 1994, p. 58; Kleinheisterkamp, 2009, p. 13). Thus, it is of no surprise that most modern arbitration laws recognise as the arbitrator’s primary duty an obligation “to respect the intention of the parties as regards the determination of the applicable rules of law and that, where the parties have remained silent, they enjoy great freedom in such determination” (Gaillard, 2010, p. 111).

Whether an arbitrator should take into consideration mandatory rules that are relevant but not chosen by the parties? If there is no express exclusion of mandatory laws from the arbitrators’ mandate, they may apply mandatory rules of a law other than that chosen by the parties to govern their agreement (Pitta e Cunha, 2016, p. 31). Moreover, application of certain mandatory rules is generally considered uncontroversial — force majeure, transnational public policy, mandatory rules of the lex contractus and rules of the seat (Barraclough/Waincymer, 2005, p. 217-224). Despite their formal detachment from the state and the fact that the choice of the seat of arbitration is most often inspired only by the idea of neutrality and convenience (Born, 2012, p. 2705), arbitrators should take account of the mandatory rules of that state. Namely, according to Art. 35 of the ICC Rules of Arbitration, tribunal “shall make every effort to make sure that the award is enforceable”. Since the law of the state of the seat of arbitration often exercises a supervisory role over the arbitral proceedings, respecting the mandatory rules of that state prevents the risk of having the award set aside in the “country of origin” and, consequently, refusal of enforcement in a foreign country (based on Art. V(1) of the New York Convention) (Pitta e Cunha, 2016, p. 31). Further to it, the same Convention also provides that a foreign court may refuse to recognise and enforce an award if it would be contrary to its public policy which leads to conclusion that, in order to make sure that the award is enforceable, arbitrator should also take into an account mandatory rules of all countries in which the parties may seek an enforcement (Paulsson, 2013, p. 133; Born, 2012, p. 2705). Application of these, as well as other possible categories of mandatory rules, is more contentious (Barraclough/Waincymer, 2005, pp. 224-227).

Is there a duty of an arbitrator to apply mandatory rules? There is no straightforward answer. Although some suggest that there is a “duty” of an arbitrator to apply overriding mandatory rules (Radicati di Brozolo, 2011, p. 3), others claim that the incentive for an arbitrator to apply mandatory rules may only be based on the interest of the parties (Voser, 1996, p. 347). For arbitrators, all mandatory rules are foreign. Since they are not organs of the state, they are not bound by any rules but those chosen by the parties. Thus, their incentive to apply certain mandatory rules may be the interests of the parties or their willingness to ensure the enforceability.
of the award or, but not likely, “legitimising arbitration as an effective dispute resolution mechanism” (Pitta e Cunha, 2016, p. 31-32). Question is, is there anything else that may justify “the duty” of an arbitrator to apply mandatory rules? Although some court decisions, at least in Europe, show that European courts imply that the arbitrators are under legal obligation to apply mandatory rules (Eco Swiss and C-168/05 Elisa María Mostaza Claro v Centro Móvil Milenium SL [2006] ECR I-7879), such implication may seem exaggerated. Namely, due to Art. 9 of the Rome I Regulation and Art. 25 of the Brussels I bis Regulation, there is a big risk of circumventing mandatory provisions of a certain state in cross-border litigation also. Comparing the status of the two, it seems that the expectations towards the arbitration are sometimes higher than towards the national courts (Wautelet, 2012, p. 217, 228).

5. POSSIBLE CONSEQUENCES OF THEIR IGNORANCE

As has already been mentioned, despite the existence of some widely accepted international instruments, this area of interest is still under the great influence of national states. Thus, the possible consequences of ignorance of mandatory rules may differ from state to state.

Generally speaking, there are two types of situations in which national court has to take into consideration an application of mandatory rules in international commercial arbitration. First includes situations in which the forum state decides on the impact of its mandatory rules on the effectiveness of arbitration agreement, while second includes situations in which the state of enforcement decides on the impact of its mandatory rules on the effectiveness of the award (Kleinheisterkamp, 2009).

With regard to giving an effect to the arbitration agreement national practice may vary significantly, e.g. refusing the effectiveness of arbitration clause due to the fact that “it seemed clear from the negotiations that the foreign party had inserted arbitration clause in order to avoid the application of lex fori” or “because it cannot be reasonably expected that the overriding mandatory rules of the lex fori will be applied” or “where there is a “likely danger” that the foreign tribunal will not apply the mandatory provisions of lex fori” (Kleinheisterkamp, 2009, p. 6-10; Girsberger, 2011, p. 358-360). Also, the courts may also be prone to deprive a tandem of its effectiveness if there is a danger that the foreign tribunal would not apply mandatory rules of the lex fori (Kleinheisterkamp, 2009, p. 10). Such an approach, in a European context, may be in contradiction with the principle of proportionality, especially if the assessment of the protection given by the foreign law is lacking.

Some of these approaches are often seen as too restrictive (Rühl, 2007, p. 902; Quinke, 2007, p. 252). Or, in words of some authors, “parochial or discriminatory national laws cannot be the measure of how the validity of international arbitration agreements is determined.” (Born/Koepp, 2007, p. 73). Question is, whether the different approach – e.g. giving more respect to the parties’ free choice to submit to arbitration and the postponement of judicial control (with regard to overriding mandatory rules) to the stage of recognition and enforcement, as deployed in U.S. Supreme Court Mitsubishi Judgment (Mitsubishi Motors Corp. v. Soler Chrysler-Plymouth, Inc., 437 U.S. 416 (1985)) (so called “second look” doctrine), would be a better solution? Some would answer “no”, since it runs counter the procedural economy and advances “orderlines and predictability”, at the expense of the protection of fundamental interests (Kleinheisterkamp, 2009, p. 14-18). In our view, answer may differ depending on the interpretation of the nature of arbitration or, in a European context, on the test of proportionality (Rühl, 2007, p. 903).

With regard to recognition and enforcement of the award, if he does not apply an overriding mandatory rule an arbitrator risks his award being pronounced void. Namely, the limit to
recognition and enforcement of an award is the same as the one of a foreign judgment, i.e. public policy (Girsberger, 2011, p. 355). As an exception, it should be invoked restrictively (Suarez Anzorena, 2008, p. 615). However, different national practices show that states case law differs on that question and that it is sometimes used to invoke review of the merits of the award (Hanotiau/Caprasse, 2008, p. 815). Hence, the success of contemporary international commercial arbitration directly relates to the state’s willingness to cede control over the substantive outcomes of such disputes in favour of enforcement of arbitral agreement or award (Rogers, 2003, p. 1). An argument in favour of such approach may be found in Arts. V(1)(d) and V(1)(e) of the New York Convention. While former allows setting aside an award for public policy reasons (thus, overriding mandatory rules included (Becker, 1996, p. 705 et seq.) the later allows an enforcement of an award, already set aside in the state in which it was made, in the court of another state provided that it is in line with its public policy.

6. CONCLUSION
As an alternative dispute resolution method, arbitration will always be attractive to the parties. In most cases, not in order to avoid application of certain mandatory rules. It is flexibility, speed, discretion and easy enforcement abroad that is attractive to the parties. Thus, in most cases arbitrators will have enough room for exercising their discretion with regard to mandatory rules. Which is good. Despite different theories on the nature of arbitration, it is doubtless that arbitration cannot exist in vacuum. It is always dependent (in one way or another) on certain legal system(s).

It does not mean a departure from the contractual bases of arbitration. First and foremost arbitrator’s duty is to respect the intention of the parties as regards the determination of the applicable rules of law. If there is no express exclusion of mandatory laws from the arbitrators’ mandate, they may apply mandatory rules of a law other than that chosen by the parties to govern their agreement. Whether they will is up to their discretion. The purely effects-oriented character of overriding mandatory rules would require protecting them against any contractual construction that could undermine the legislator’s intended result” (Kleinheisterkamp, 2009, p. 9). Arbitral refusal to apply mandatory rules is as inadequate as arbitral overreaching, i.e. applying laws not authorised by the parties’ agreement. Both can have an impact on the prospect for enforcement of an award. Although, it will greatly differ from country to country. The degree of hesitation on behalf of a state to recognize and enforce an award is, inter alia, related to its interpretation of relevant articles of respective legal instrument (e.g. New York Convention).

Thus, is there a duty of an arbitrator to apply mandatory rules? We think “no”. But it would be advisable to consider the appropriateness of their application. In words of Pomier, “an award without an enforcement is a mere scrap of paper.” (Pomier, 1992, p. 341).
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ABSTRACT
The massification of education has led to the perception in some disciplines that an undergraduate degree no longer provides sufficient competitive advantage in employment. While undergraduate degrees deliver sufficient professional and expertise substance for entry level positions, ultimately it is the postgraduate qualification which sets students apart and in turn assists with rapid career advancement. In ensuring that graduate students exceed the desired entry level of professional skills, the education institution needs to provide a linking passage between undergraduate and postgraduate studies. This blending passage offers a significant opportunity for students to further develop their overall expertise and skill set. Moreover, this blending passage needs to closely align with the specific professional requirements together with the potential for the graduate to seek possible career progression and advancements. Accordingly, postgraduate studies need to align with these specific professional requirements. The blending passage is an innovative approach which maximizes non-traditional learning and provides incentives to further augment the student’s career. This rapprochement will be aligned with the relevant professional bodies that will also carefully consider the students’ professional competencies. This paper will investigate three prominent Australian universities and their Engineering undergraduates’ belief in the importance of further education and their desire to further develop their specialist expertise through postgraduate study. Minitab will be utilized as a statistical tool to analyze survey data and the findings and their implications for the provision of a blended passage to postgraduate study will be discussed.
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1. INTRODUCTION
In Australia, the higher education participation and enrolment has increased significantly over the past couple of decades and particularly since 1980’s. This ongoing growth of higher education creates plentiful challenges and confrontations. One of these challenges includes the perception in some disciplines that an undergraduate degree no longer provides sufficient competitive advantage in employment (Ribeiro and Lubbers, 2015). It is also correct to consider the Undergraduate programs as more general in nature. Generally, the Undergraduate programs provide general education courses in a wide variety of subjects and content which are not parts of postgraduate education (Bonaccorsi, 2014). Accordingly, there are many differences between undergraduate and postgraduate education including:-
1. Although Undergraduate programs are exceptionally similar for the same field of study (regardless where they are taught), postgraduate courses allow more flexibility based on each institution's own strategic plan.

2. Where Undergraduate is mostly taught at the substance level, postgraduate courses require individuals to conduct detailed research and accordingly use their own initiatives and ingenuity.

3. While Undergraduate programs are generally less individualized, postgraduate courses are substantially Technical, Specific and much more highly developed.

More importantly, while the undergraduate degrees deliver sufficient and necessary professional and expertise substance for the entry level positions; ultimately it is the postgraduate qualification which sets students apart and in turn assists with rapid career advancement (Gharehbaghi, 2015). Furthermore, it is also the postgraduate qualification which conveys more innovative and specialized knowledge and in doing so, position students apart and in turn assists with rapid career advancement. Moreover, in the advanced economies, postgraduate qualification is highly desirable if not compulsory for further career advancement (Welpe et al, 2014).

2. EDUCATIONAL ASPIRATIONS AND CAREER ADVANCEMENT

Educational aspiration is defined as an individual’s educational goals which are shaped by two classes of factors: student-related background and educational institution characteristics (Hanson, Paulsen and Pascarella, 2016). Internal student influences like personal motivation and career ambition interact with external environmental factors like parental education, race, socio-economic status and income, family and peer group attitudes, past school experience, and scholastic achievement (Buchmann and Dalton, 2002) to influence aspirations to attend graduate school. While studies have extensively explored the individual student characteristics which motivate graduate studies (Buchmann and Dalton, 2002; Hanson et al., 2016), less is known about the second class of factors: the impact of institutional characteristics.

Furthermore, students from highly selective, elite universities are more likely to pursue graduate studies than those from less selective and lesser ranked universities (Mattern and Radunzel, 2015). Aspiration for graduate education is also influenced by field of study: disciplines with a pure theoretical focus like the biological, social, and physical sciences have higher graduate enrolment rates than disciplines with a more practical application focus, like engineering (Nevill and Chen, 2007). Careers like engineering are highly paid, and so continuing on to graduate education carries an opportunity cost (Mattern and Radunzel, 2015).

Length of the undergraduate degree also impacts graduate aspirations: those who complete a four-year undergraduate degree in a timely fashion are more likely to pursue Master’s degree studies (Mattern and Radunzel, 2015). Students’ satisfaction with their undergraduate experience is another important factor which fosters a positive perception of graduate school (Vance, 2015).

Positive and engaging relationships with faculty and effective pedagogical practices also increase the likelihood of students pursuing graduate studies (Hanson et al., 2016). Moreover, research shows that institutional prestige impacts the future career opportunities, economic prospects and earning capacity of graduates (Brennan and Naidoo, 2008). On the other hand, Graduate employability and career advancements are some of the most important concerns in Higher education (Hoffman and Välimaa, 2015).
Responding to these concerns requires the optimization of the graduates skill sets. Generally, structural unemployment issues are concerning because the graduates skill sets possessed do not comprehensively match the skills required (Stewart, 2012). The Graduate employability and career advancements association need to encompass fundamental issues including the Graduate’s skills set, and employability as the key focus of the higher education implementation (Hunter, 2012). As Wankel and Blessinger (2013) correctly discussed, “a proven way to advance in Graduate's career is to be continually acquiring new knowledge. Doing so ensures that the Graduates stay on top of trends or developments in their fields”. In addition Turner (2011) pointed out that when graduate seek to advance their career, they should never be afraid to think outside the box and put their professional shrewdness to work. Thus it is clear a prominent way for career advancement is to keep learning.

In addition, as Bonaccorsci (2014) correctly argued "since career advancements are not a simple improvement, employers now want to barter performance for training, learning and further development that keep their employees viable”. As it can be noticed this further validates the importance of learning and training to develop the individuals aptitude and their skills set. This development of the skills set would in-turn further improve the career advancements of the individuals.

Graduate education is increasingly perceived as an aspirational pathway to enhance comparative advantage in employment opportunities and stimulate rapid career advancement in the competitive globalized labor market (Lin, 2011; Mattern and Radunzel, 2015). An undergraduate degree is no longer considered the pinnacle of educational aspiration. Given the increasing importance of developing a highly qualified and knowledgeable workforce to improve business productivity (Kim and Otts, 2010), and the impact of graduate study upon an individual’s employability and career progress (Gerber and Shaefer, 2004), self-esteem and long-term earning capacity (Mattern and Radunzel, 2015), it is important to explore the factors which prompt engineering students to pursue advanced study in graduate engineering programs.

3. RESULTS AND DISCUSSION
This section consists of the data examination and analysis of the conducted survey. This survey (total of 150 Undergraduate student responses) was conducted in early 2012 and was based on "satisfaction of Undergraduate generic skills" synopsis. This survey commenced with age group, study load (full-time/part-time), local or international based students, and the institution (selected from three prominent Australian universities) questions. In addition to these multiple choice queries, there were also twelve short and long answer questions. The general data analysis techniques consisted of Statistical analysis (using Cross Tabulation and Frequency testing development via Minitab), together with the Factor Analysis and measurements.

For the purpose of data analysis, the responses for the twelve questions were entered either as 1 (for yes), or 0 (for no) values. The important questions which required significant measurement (Factor Analysis) were:

- Question 5. Are you satisfied with the Professional and Expertise substance of your degree [General Knowledge Satisfaction].
- Question 6. Are you satisfied with the development of your overall expertise skills [Specialize Skills Satisfaction].
- Question 9. How important do you see Postgraduate studies to further develop your expertise skills [Grad Studies to Further Skills].
- Question 10. How important do you see Postgraduate studies to further augment your career [Grad Studies for career Progress].
These four questions were specifically targeted to provide the correlation between the actual survey and the scope of the research (Inventive Higher Education: A Blending Passage). Table 1 below provides the overall data demographic.

**Table 1: Data demographic**

<table>
<thead>
<tr>
<th>Who wants to do post graduate studies</th>
<th>N (Percentile)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Degrees</td>
<td></td>
</tr>
<tr>
<td>Computer Engineering</td>
<td>35 (23.33)</td>
</tr>
<tr>
<td>Civil Engineering</td>
<td>31 (20.66)</td>
</tr>
<tr>
<td>Mechanical Engineering</td>
<td>29 (19.33)</td>
</tr>
<tr>
<td>Electrical Engineering</td>
<td>22 (14.66)</td>
</tr>
<tr>
<td>Chemical Engineering</td>
<td>19 (12.66)</td>
</tr>
<tr>
<td>Aerospace Engineering</td>
<td>10 (6.66)</td>
</tr>
<tr>
<td>Other</td>
<td>4 (2.66)</td>
</tr>
<tr>
<td>Age group</td>
<td></td>
</tr>
<tr>
<td>&lt;25</td>
<td>75 (60)</td>
</tr>
<tr>
<td>&lt;30</td>
<td>41 (27.33)</td>
</tr>
<tr>
<td>&lt;35</td>
<td>17 (11.33)</td>
</tr>
<tr>
<td>&lt;40</td>
<td>12 (8)</td>
</tr>
<tr>
<td>&gt;40</td>
<td>5 (3.33)</td>
</tr>
<tr>
<td>Local/overseas</td>
<td></td>
</tr>
<tr>
<td>Australian Students</td>
<td>98 (65.33)</td>
</tr>
<tr>
<td>International Students</td>
<td>52 (34.66)</td>
</tr>
<tr>
<td>Study load</td>
<td></td>
</tr>
<tr>
<td>Full-time Student</td>
<td>131 (87.33)</td>
</tr>
<tr>
<td>Part-time Student</td>
<td>19 (12.66)</td>
</tr>
</tbody>
</table>

As it can be noticed, Computer Engineering has the highest response followed by Civil Engineering. In addition, while most respondents were below the age of 25, they were also local students who were majority full-time Undergraduates. Table 2 (below) also provides a basic statistical analysis of the survey.

**Table 2: Statistical Analysis**

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample Standard Deviation (S) - [all questions]</td>
<td>0.7937</td>
</tr>
<tr>
<td>Variance (sample standard) (S²) - [all questions]</td>
<td>0.63</td>
</tr>
<tr>
<td>Standard Deviation (S) - [all questions]</td>
<td>0.648</td>
</tr>
<tr>
<td>Variance (population standard) (σ²) - [all questions]</td>
<td>0.42</td>
</tr>
<tr>
<td>99% Confidence level - [all questions]</td>
<td>8.455</td>
</tr>
</tbody>
</table>

As it can be noticed, the $\sigma$ is at 0.648 while the 99% confidence level was also at 6.455. Although both of these values represent low assertion of the data, further analyses were required to determine any correlations. Further analyses not only examined the association within the data set, but also determined any dynamics found. Accordingly, to further scrutinize specific correlation within the data set, Factor Analysis examination was carried out.

### 3.1 Factor analysis

As already discussed, four questions (Questions 5, 6, 9, and 10) were selected to form the basis for the Factor Analysis examination. In addition, these four questions were then grouped into two relevant categories. While questions 5 ($X^1$) and 6 ($X^2$) were grouped as Undergraduate Degree Satisfaction (*Factor 1*); questions 9 ($X^3$) and 10 ($X^4$) were grouped as Career Advancement (*Factor 2*). The overall results are provided in Table 3 below.
As it can be noticed Table 3 includes the four questions ($X^n$) together with the three (A, B, C) Universities surveyed. While Universities A and B were from Group of Eight (Go8), University C was an Australian Technological academe. Using the Minitab software, the questions were then tested based on Yes and No inputs. Furthermore, for each University, independent Yes and No ($Y^n$) value were observed. To further investigate these results, comparison of X-axis ($X^n$) and Y-axis ($Y^n$) were carried out (Figure 1).

As it can be noticed, in general the Yes values are much higher than No responses, with $Y^1$ (University A - yes) and $Y^5$ (University C - Yes) have the most positive values (indicating factors). Generally stating, while University C is producing an even flatter association, while University A has the highest General Knowledge Satisfaction. On the other hand, University C has the lowest but linear correlation between all factors. To further examine the correlations between the two factors, specific analysis of all the three Universities is carried out and produced below.

**Table 3: Comparison of the three universities**

<table>
<thead>
<tr>
<th>Questions</th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes $Y^1$</td>
<td>44 (88%)</td>
<td>31 (62%)</td>
<td>31 (62%)</td>
</tr>
<tr>
<td>No $Y^1$</td>
<td>6 (12%)</td>
<td>19 (36%)</td>
<td>32 (64%)</td>
</tr>
<tr>
<td>Yes $Y^2$</td>
<td>39 (76%)</td>
<td>33 (66%)</td>
<td>17 (34%)</td>
</tr>
<tr>
<td>No $Y^2$</td>
<td>11 (22%)</td>
<td>16 (32%)</td>
<td>18 (36%)</td>
</tr>
<tr>
<td>Y1 (Fac1)</td>
<td>29 (56%)</td>
<td>19 (38%)</td>
<td>33 (66%)</td>
</tr>
<tr>
<td>Y2 (Fac2)</td>
<td>37 (74%)</td>
<td>19 (38%)</td>
<td>28 (56%)</td>
</tr>
<tr>
<td>X1</td>
<td>31 (62%)</td>
<td>19 (38%)</td>
<td>22 (44%)</td>
</tr>
<tr>
<td>X2</td>
<td>39 (76%)</td>
<td>17 (34%)</td>
<td>9 (18%)</td>
</tr>
<tr>
<td>X3</td>
<td>29 (56%)</td>
<td>25 (50%)</td>
<td>25 (50%)</td>
</tr>
<tr>
<td>X4</td>
<td>37 (74%)</td>
<td>25 (50%)</td>
<td>22 (44%)</td>
</tr>
</tbody>
</table>

**Figure 1: Response comparison.**

Figure 1, represents Yes and No responses of the Questions 5 ($X^1$), 6 ($X^2$), 9 ($X^3$) and 10 ($X^4$). As it can be noticed, in general the Yes values are much higher than No responses, with $Y^1$ (University A - yes) and $Y^5$ (University C - Yes) have the most positive values (indicating factors). Generally stating, while University C is producing an even flatter association, while University A has the highest General Knowledge Satisfaction. On the other hand, University C has the lowest but linear correlation between all factors. To further examine the correlations between the two factors, specific analysis of all the three Universities is carried out and produced below.

**Table 4: Factor Analysis and Testing.**
Noting that all the three Universities have excellent Engineering schools, their overall comparison produces interesting findings. As it can be noticed, across all three Universities (overall) Factor 1 (Undergraduate Degree Satisfaction) is much more influenced value than Factor 2 (Career Advancement). This could possibly indicate that all Universities (in-particular A and C) overall were fulfilled with their course substance including specialized content. Although University B possesses lower correlation across the board, it is more static.

In addition the positive values $Y^1$, $Y^3$ and $Y^5$ are the strongest sub-factor indicators. These sub-factor indicators are key pointers in determining the overall need to pursue postgraduate studies. Once again, although across all three Universities Factor 2 (Career Advancement), seem to be within expected range; University B, has higher rate. Comparing Factors 1 and 2, it can be determined that University B not only has smallest Undergraduate Degree Satisfaction rate but also lowest need for the Career Advancement. Therefore, the final summary from this factor analysis denotes that the students which were surveyed from University B, overall were more positive in considering postgraduate studies as a way to advance their careers. This could also be linked back to their lower Factor 1 Results. This produces an interesting summary that the lower rate of Undergraduate Degree Satisfaction (Factor 1), the higher need to undertake postgraduate studies for career advancement (Factor 2).

4. CONCLUSION
The blending passage is an innovative approach which maximizes non-traditional learning and provides incentives to further augment the student’s career. This rapprochement will be aligned with the relevant professional bodies that will also carefully consider the students’ professional competencies. This paper has investigated three prominent Australian universities and their Engineering undergraduates’ belief in the importance of further education and their desire to further develop their specialist expertise through postgraduate study. Minitab was utilized as a statistical tool to analyze survey data and the findings and their implications for the provision of a blended passage to postgraduate study will be discussed.

The result indicated that there was a strong correlation between how surveyed students perceived their postgraduate studies as a way to advance their careers. This produced an interesting summary that the lower rate of Undergraduate Degree Satisfaction, the higher need to undertake postgraduate studies for career advancement. Finally, as this paper demonstrated institutional prestige influences the future career advancements, prospects and capacity of graduates.
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ABSTRACT

Australia is a country comprising the mainland of the Australian continent and the island of Tasmania. The country also includes numerous smaller islands in the Pacific and Indian Ocean. Australia is the sixth-largest country in the world by total area. It also has the world’s 12th-largest economy and fifth-highest per capita income. On 1 January 1901, a federation of six separate British self-governing states was formed after a decade of planning, consultation and voting. This established the Commonwealth of Australia as a dominion of the British Empire. In 1931 the status of the dominions was made equal to that of Great Britain, which is considered the symbolic date of Australia gaining full independence. Before World War II and in the course of it, the Commonwealth of Australia was closely tied to the government in London. However, the fall of the British Empire in the Asia Pacific made Australian authorities rethink their existence in the new reality. In the late 80s, Australia’s formal ties with London were further loosened, as planned. Since that time the role and significance of the continent has been growing. A vibrant economy and favourable location drive the country’s growing importance, which the government in Canberra strongly focuses on. Economic success and effective policies have made Australia become one of the crucial elements of sustainable balance in the South Pacific region. However, the country’s political and economic influence goes far beyond its borders. Australia’s importance to and influence on neighbouring countries is clearly visible across East and Southeast Asia, the Indian Ocean basin, and the Antarctic. Therefore it is worth to take a closer look at the drivers of the huge success of this unique country and its inhabitants.
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1. INTRODUCTION

Looking at a world map from a certain perspective, we immediately notice Asia, i.e. the largest continent in terms of total area. The continent covers 44,580,000 km², which accounts for 29.8% of all land on Earth. By comparison, Europe, with its 10,180,000 km² accounting for merely 7.1% of all land on Earth, resembles a large peninsula on the western borders of Asia. Australia, on the other hand, covers only 7,741,220 km² (not including Oceania). This accounts for nearly 5.2% of all land on Earth. The smallest continent looks like a huge island, closing the southern gateway to New Zealand and the Antarctic for the entire East and Southeast Asia. However, Australia is, to some extent, linked with the latter region through thousands of smaller and bigger islands and islets, serving as a “bridge”. They stretch on the seas which, in geographical terms, belong to the western part of the Pacific Ocean basin. A peripheral country for many centuries, since relatively recently Australia has clearly had more luck. Thanks to fast growing countries such as Japan, South Korea (Wehrfritz, 2002), Taiwan and Singapore, but, most of all, due to the recently robust economic growth of the People’s Republic of China, there has been a shift in political and economic powerhouse in favour of East Asia (Cukiernik, 2015). For Australia, a country located “at the end of the world”, this has created an excellent opportunity to take part in the new world order, which has been more favourable to Australia’s interests than the previous one.
Now the smallest of all continents has become a bridge between Asia and the Americas, including on its way New Zealand and other smaller islands of Oceania. With that new perspective, we can see that Australia has started to play a new and significant role in the entire South Pacific region.

2. EARLY SETTLEMENT

Before Europeans came to Australia, it had already been inhabited by the Aborigines. Even today the origins of Australia’s oldest inhabitants have not been fully explained. The official version says that the people came from Southeast Asia. The settlement process was supposedly enabled by a land connection, which had existed for some time between Asia and Australia. The Aboriginal people came to the continent in three independent waves around 40-60 thousand years ago. This resulted in quite a diverse population in anthropological terms. Before white settlers arrived, the indigenous people had inhabited various parts of the continent. They pursued a nomadic way of life, on a very low civilization level, by hunting and gathering, and on the coast also by fishing. The first Europeans who arrived in Australia were likely Portuguese in the 16th century. During that time they were setting up their trading posts in India, China and Southeast Asia. Since they perceived Australia as uninhabited and with unfavourable natural and weather conditions, they decided not to settle it. After the Portuguese, Asia Pacific started to be explored by the Dutch. The first Dutchman to reach the coast of Australia in 1606 was Willem Janszoon (1579-1630) on the Duyfken ship. This is where the continent’s first name, i.e. New Holland, came from. The very same year Australia was also discovered by a Spanish sailor Luis Vaez de Torres (1560 - 1613). A bit later, in the years 1642-1644, a Dutchman Abel Tasman (1603 – 1659) sailed along the coast of Australia and discovered an island subsequently named after him. He was the first European who reached Tasmania and New Zealand during a trip organised by the Dutch East India Company in the years 1642 - 1643. In 1770 the south coast of Australia was reached by James Cook, the famous British explorer. He made detailed maps and described the flora of the region. As an explorer, he gave the area the name New South Wales while proclaiming it a dominion of the British Empire. The Brits began colonising the continent from the south coast (New South Wales) only after losing some of their dominions in North America. In 1788 a fleet with the first group of British convicts arrived in the area of today’s Sydney. For nearly 80 years thereafter prisoners and criminals would be sent there. The last transport of them came by sea in 1868 to Western Australia. Gradually, though, also voluntary settlers began to flow into the area, driven by the possibility to obtain arable land. Also, more and more people came to breed sheep and cattle, which was seen as a way to get rich fast. Taking up new land for pastures in the interior accelerated the settling of the continent and an influx of colonists also from other European countries. Increased food production allowed for becoming independent from food supplies from the metropolis. The newcomers took over the Aborigines’ land and exterminated them ruthlessly. As the settlement advanced, new colonies emerged: Western Australia in 1829, South Australia in 1834 and, isolated from New South Wales: Tasmania in 1825, Victoria in 1851, and Queensland in 1859. Their autonomy was also gradually extended. The wave of immigrants increased dramatically as a result of “gold rush”, when in 1851 gold deposits were discovered first in Victoria and New South Wales and then in Queensland and Western Australia. All sorts of explorers and wranglers came in masses, and the settlements they established gradually turned into cities which continue to exist today. Fast growth of agricultural production allowed for becoming independent from food supplies the metropolis. However, the development of agriculture and demand for new land gradually eliminated the Aborigines and pushed them into areas least fit for living. The discovery of iron ore and non-ferrous metals in the late 20th century triggered the dynamic growth of the industry, mainly mining and processing. This resulted in the emergence of rail transport, public roads, and
telegraphy. The development of industrial infrastructure generated the demand for workforce. This caused the influx of immigrants from Great Britain, other European countries, the USA, and Asia. Each of the existing colonies functioned as a separate entity with different laws and regulations. Such situation made everyday life and cooperation very hard. For example, in every colony the railway tracks had different spacing. In many cases, also different legal regulations existed. This really hampered the country’s economic growth. In the 90s of the 19th century, the strive for establishing a federation of colonies increased. In large part, this was due to the emergence of the feeling of national identity among the continent’s inhabitants. On 1 January 1901, after Great Britain had adopted the Australian Commonwealth Act, a dominion of the Commonwealth of Australia was established, with its own constitution, government, and parliament. The former colonies have gained the status of states. Also, a decision was taken to establish the capital of the Federation. With joint efforts, Canberra was built.

3. AUSTRALIA IN THE 20TH CENTURY

In the very beginning of the 20th century, Australia constituted a single, unified country, forming part of the British Empire. For the whole time until the outbreak of World War I, it maintained close ties with the metropolis. By taking advantage of the legal regulations in place, which favoured British products in foreign trade, Australia profited from existing privileges. This ensured continuous demand for products of sheep and cattle breeding and for the sale of excess agricultural produce at preferential rates. This policy contributed to the country’s further dynamic growth, visibly improving the standards of living for the white population. Under the legal system taken over from the British, progressive political and social ideas were quickly adopted. Very soon women were granted voting rights. Nationwide it took place in 1902, but in South Australia eight years earlier. A modern tax system was introduced, along with pensions, social insurance, and other social benefits. Australia became a poster child of a welfare state, a situation which to a large extent has continued until today. During the Second Boer War (1899-1902), Australia took the British side. During the conflict, it sent its troops to support London’s intervention in South Africa. During World War I, Australian soldiers fought on many fronts hand in hand with other nations of the Empire. A great deal of Australians lost their lives during the Turkish campaign on Gallipoli Peninsula, heavily defended by the Ottoman army. In total, more than 28,000 Australian soldiers died or were injured during the campaign (Chwalba A., 2014). Anzac Day, 25 April, is today one of Australia’s most important national remembrance days. It marks the anniversary of the first major military action fought by Australian and New Zealand forces during the First World War on Gallipoli Peninsula. ANZAC stands for Australian and New Zealand Army Corps. The soldiers in those forces became known as Anzacs, and the pride they took in that name endures to this day.

As a political consequence of World War I, the autonomy of British dominions was extended. Australia attended the Paris Peace Conference in 1919, which ended the global armed conflict, as independent subject of international law. This was enabled by Australia’s joining, as one of the founding states, the League of Nations in 1920. At the Imperial Conference in 1926, transforming the British Empire into a Commonwealth of Nations was proclaimed. This was confirmed by the British parliament in 1931 in the so called Statute of Westminster. Under the document, the dominions were made equal in their status with Great Britain. The international community acknowledged the independence of the individual states belonging to the Commonwealth. What still binds them together is the recognition of the British monarch as the head of state. Today Australia continues to be bound in a personal union with Great Britain, which means that every new king or queen on the British throne is simultaneously the head of Australia. The monarch is the formal head of state and commander-in-chief, and also heads the executive branch (Bozyk S., 2001). Since most of the time the British monarch resides outside
Australia, all the tasks at the federal level are performed by the governor general. The period of
economic growth which began after World War I triggered the dynamic development of the
country and made its white citizens increasingly wealthy. However, repercussions of the Great
Depression of the 30s did not spare the continent. Price drops on international markets and a
lack of demand for meat, wool, crops and industrial products badly hit Australia’s economy.
There was a collapse, mainly in exports. High unemployment followed and poverty emerged.
In many areas the effects of the Great Depression were visible even towards the end of the
decade. The then existing conditions in the world did not help in fighting them either. The
growing military threat from the Empire of Japan and the diminishing influence of London in
the region only made the situation worse. After the outbreak of World War II, Australians
traditionally sided with Great Britain to fight common enemies. They defended the ideals of the
Commonwealth of Nations and showed their bravery at the front as well as attachment to the
king. However, in the conflict, Canberra’s land forces did not play such a significant role as in
World War I. It was mainly the Royal Australian Navy (RAN) and Royal Australian Air Force
(RAAF) which marked their participation in the conflict. As early as in 1940 the joint staff of
Japan’s Army and Navy reached a consensus on the direction of the expansion. This was to
include Southeast Asia, with countries such as French Indochina, the Philippines, Dutch East
Indies, as well as Thailand and Myanmar, situated in the same area. Seizing these areas would
enable the Empire of Japan to gain access to very abundant natural resources needed to run the
war. In this context, Australia became the strategic goal of the conquest. For the allies, the
country was a key place in the South Pacific region. If it had been captured, Japan’s domination
over the entire area would have lasted much longer than two years. The conflict would have
claimed a lot more lives, introduced fundamental changes in the theatre of war, and surely
prolonged the war for a few years. The fall of the Malays and Singapore in 1942 made
Australians realise the scale of danger from Tokyo (Jackson R., 2008). The British, Australian,
Indian and Malayan troops failed to withstand the attack of the Imperial Japanese Army. No
help from London was also noticeable. This made John Curtin (1885-1945), the Prime Minister
leading two consecutive cabinets, revise his policy and enter into close cooperation with the
USA (Crowley F. K., 1973). As a result, Australia became one of the most important permanent
American bases in southwest part of the Pacific Ocean and America’s close ally in the region.
The war directly affected Australia’s territory. In the years 1942-1943 Japan’s air forces
launched more than 100 airstrikes in the north of the country. The two largest ones, i.e. on
Darwin, the capital of Northern Territory, were conducted on 19 February 1942. The port and
the city were more heavily bombed than the O’ahu island in the Hawaii on 7 December 1941.
For this reason, in historiography, the Darwin attack started to be referred to as the “Australian
Pearl Harbor”, despite a lot fewer losses suffered by Americans (Kaczmarek R. M., 2004).
During World War II, the Japanese correctly assessed Australia’s location and resources, which
were key for their strategy and success of the entire Asian campaign. Therefore, almost until
the end of military actions in the region, the Japanese undertook efforts to prepare conditions
for their invasion. This can be found in accounts of contacts between Imperial Army’s scouts
and the Aborigines in the northern part of the continent and the existence of secret Japanese
bush airfields in Australia during WW2. However, these accounts have never been confirmed.
Also, the issue of special Occupation Money, i.e. a version of currency to be used in Australia,
was being prepared. After the war, Australia enjoyed an economic boom. This resulted from
the huge global demand for food, wool, and industrial goods, brought about in part by further
strengthening of political, economic and military cooperation between Australia and United
States. In 1951, the ANZUS security treaty was signed. The Australia, New Zealand, United
States Security Treaty (ANZUS or ANZUS Treaty) is the 1951 collective security agreement
which binds Australia and New Zealand and, separately, Australia and the United States, to
co-operate on military matters in the Pacific Ocean region, although today the treaty is taken to
relate to conflicts worldwide. It provides that an armed attack on any of the three parties would be dangerous to the others, and that each should act to meet the common threat (ANZUS, 2016). As part of the United Nations deployment, Australia had earlier fought alongside the United States in the Korean War (1951-1953). A decade later, based on the ANZUS treaty, Australian troops took part in the Vietnam War in the years 1964-1973. In 1987 the United States announced that the treaty ceased to apply in relations with Wellington. The reason was that the government of New Zealand declared that its country had become a nuclear-weapons-free-zone. However, Australia, which has strong historical, cultural and emotional ties with New Zealand, continues to regard the country as a full-fledged member of the treaty. Despite considerable pressure from the US, the Australian government relentlessly continues its own policy in this respect.

As far as the economy is concerned, in 1989, at Australia’s initiative, it was decided to establish APEC (Asia-Pacific Economic Co-operation). Initially, its members included: Australia, Brunei, Canada, Indonesia, Japan, South Korea, Malaysia, New Zealand the Philippines, Singapore, Thailand, and the United States. In later years they were joined by China, Hong Kong, Taiwan, Mexico, Papua New Guinea, Chile, Peru, Russia, and Vietnam, followed by India, Bangladesh, Guam, Fiji, Pakistan, Sri Lanka, Macau, Mongolia, Laos, Cambodia, Costa Rica, Colombia, Panama, and Ecuador, which were among a dozen other economies that have applied for membership in this organisation. The Asia-Pacific Economic Cooperation is a regional economic forum established to leverage the growing interdependence of the Asia-Pacific and Australasia. APEC’s 21 members aim to create greater prosperity for the people of the region. Their intention is to achieve spectacular results by promoting balanced, inclusive, sustainable, innovative and secure growth and by accelerating regional economic integration. APEC ensures that goods, services, investment and people move easily across borders. Members facilitate this trade through faster customs procedures at borders, more favourable business climates and aligning regulations and standards across the region (APEC, 2016). Today APEC forms the world’s most robust and fastest growing economic area.

4. MODERN AUSTRALIA

In the second decade of the 21st century Australia is a modern and developed country, whose economic potential by nominal GDP makes it the 12th largest economy in the world. Australia has the fifth-highest per capita income in the world. The Australian economy is dominated by its service sector, comprising 68% of GDP. The mining sector represents 7% (Value, 2012) of GDP; including services to mining, the total value of the mining industry in 2009-10 was 8.4% of GDP (Mining Industry, 2012). Economic growth is largely dependent on the mining sector and agricultural sector (12% of GDP) with the products to be exported mainly to the East Asian market (Farm Facts, 2012). Table 1 features Australia’s economic situation in the years 2011-2015.

Table following on the next page
Table 1: Australia Economy Data (2011 - 2015)
(http://www.focus-economics.com/countries/australia)

<table>
<thead>
<tr>
<th>No.</th>
<th>Subject</th>
<th>2011</th>
<th>2012</th>
<th>2013</th>
<th>2014</th>
<th>2015</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Population (million)</td>
<td>22.5</td>
<td>22.9</td>
<td>23.3</td>
<td>23.6</td>
<td>23.9</td>
</tr>
<tr>
<td>2.</td>
<td>GDP per capita (USD)</td>
<td>66,807</td>
<td>68,020</td>
<td>64,615</td>
<td>61,203</td>
<td>51,320</td>
</tr>
<tr>
<td>3.</td>
<td>GDP (USD bn)</td>
<td>1,504</td>
<td>1,559</td>
<td>1,506</td>
<td>1,444</td>
<td>1,225</td>
</tr>
<tr>
<td>4.</td>
<td>Economic Growth (GDP, annual variation in %)</td>
<td>2.7</td>
<td>3.6</td>
<td>2.0</td>
<td>2.7</td>
<td>2.4</td>
</tr>
<tr>
<td>5.</td>
<td>Consumption (annual variation in %)</td>
<td>3.2</td>
<td>2.3</td>
<td>1.7</td>
<td>2.8</td>
<td>2.8</td>
</tr>
<tr>
<td>6.</td>
<td>Investment (annual variation in %)</td>
<td>7.0</td>
<td>9.2</td>
<td>-1.8</td>
<td>-1.9</td>
<td>-3.9</td>
</tr>
<tr>
<td>7.</td>
<td>Exports (Goods and Services, annual variation in %)</td>
<td>0.1</td>
<td>5.8</td>
<td>5.9</td>
<td>6.7</td>
<td>6.0</td>
</tr>
<tr>
<td>8.</td>
<td>Imports (G&amp;S, annual variation in %)</td>
<td>11.1</td>
<td>6.1</td>
<td>-1.8</td>
<td>-1.7</td>
<td>1.7</td>
</tr>
<tr>
<td>9.</td>
<td>Industrial Production (annual variation in %)</td>
<td>1.2</td>
<td>3.3</td>
<td>2.1</td>
<td>4.5</td>
<td>1.6</td>
</tr>
<tr>
<td>10.</td>
<td>Unemployment Rate</td>
<td>5.1</td>
<td>5.2</td>
<td>5.7</td>
<td>6.1</td>
<td>6.1</td>
</tr>
<tr>
<td>11.</td>
<td>Public Debt (% of GDP)</td>
<td>24.2</td>
<td>27.8</td>
<td>30.8</td>
<td>34.1</td>
<td>36.8</td>
</tr>
<tr>
<td>12.</td>
<td>Exchange Rate (vs. USD)</td>
<td>1.02</td>
<td>1.04</td>
<td>0.89</td>
<td>0.82</td>
<td>0.73</td>
</tr>
<tr>
<td>13.</td>
<td>Inflation Rate (CPI-consumer price index, annual variation in %)</td>
<td>3.3</td>
<td>1.8</td>
<td>2.5</td>
<td>2.5</td>
<td>1.5</td>
</tr>
<tr>
<td>14.</td>
<td>Stock Market (annual variation in %)</td>
<td>-15.2</td>
<td>13.5</td>
<td>14.8</td>
<td>0.7</td>
<td>-0.8</td>
</tr>
<tr>
<td>15.</td>
<td>Trade Balance (USD billion)</td>
<td>35.9</td>
<td>6.2</td>
<td>20.5</td>
<td>12.2</td>
<td>-11.9</td>
</tr>
</tbody>
</table>

The Australian economy has been plunging since 2013 and did not overcome the downward trend in 2014 or 2015. Conservative forecasts suggest poor economic figures for 2016, too. The international situation, in particular the slowdown in the People’s Republic of China, i.e. Australia’s largest trade partner, is mostly to blame for the biggest recession in 50 years (Australian economy, 2015). Expanding credit and dependence on China make Australia vulnerable to global shocks. Poor economic performance of Canberra’s other important partners, namely the USA, Japan, and the European Union, have also had a negative impact on the results. The drop in prices of products traditionally exported by Australia, such as coal, iron ore, aluminium, bauxites, meat, wool, wheat and barley, has further worsened the already bad situation. It seems that the country in the Antipodes is experiencing the biggest economic downturn in its contemporary history. A few years ago nothing indicated this, as luckily none of the three waves of the global financial crisis of 2008 reached Australia. One can only hope that the current government, led by Malcolm Turnbull, an experienced politician aware of the country’s difficult situation, will be able to address these problems.

5. AUSTRALIA’S POLITICAL AND ECONOMIC IMPORTANCE IN THE REGION

Australia is a developed country. The country’s economy is characterised by technologically advanced, highly-concentrated production and centralisation of capital. The world’s smallest continent has enormous natural resources. Australia is a leader in mining bauxites, iron ore, lead, and gold. It also has silver, uranium, zinc, copper, and nickel. Mining and processing of oil and natural gas are conducted on a large industrial scale. There are also abundant deposits of precious stones, including sapphire and opals. After discovering abundant diamond deposits...
in 1979, Australia caught up with South Africa in their production. There is a diversified industrial sector, in which 25% of the working population works. The sector accounts for around 27% of gross domestic product. Mostly food and tobacco products are produced, but the machine and high-tech industries are also highly developed. Recently Australia’s showcases in this respect include computers, chemicals, and car manufacturing. There are even local car manufacturers, for example Holden (part of General Motors) or Ford Australia. However, in this field it is not easy to match strong foreign competition. Japanese carmakers, such as Mitsubishi, Nissan and Toyota, also have their factories on the continent. Production of huge trucks, which form the so called “road trains” passing through the Australian interior, has been dominated by America’s Mack Trucks, Inc. from North Carolina (Mack Trucks, 2016).

Agriculture is one of the main sectors of Australia’s economy. Farming land covers in total ca. 385 mln ha (3,850,000 km). This accounts for nearly half of the country’s total area. Agricultural production is concentrated primarily in the eastern part of the country, mostly in Queensland, New South Wales, and Victoria. Arable land accounts for only around 5% of the total area, whereas meadows and pastures constitute ca. 57% of the country’s farming land (Moldawa T., 1992). The country is the world’s top producer and exporter of wool. It also exports meat, primarily lamb and beef, dairy products, and crops. Even sugarcane, bananas and pineapples are grown in the subequatorial and tropical climate. In the subtropical climate, wheat (53% of all crops), barley, oat, cotton, citrus, and grapes of which excellent Australian wines are made, are grown. However, Australia’s economy in large part depends on the world’s economic situation and prices on the global market. Around 70% of its export accounts for natural resources and agricultural produce.

The Australian dollar is the currency of the Commonwealth of Australia and its territories, including Christmas Island, Cocos (Keeling) Islands, and Norfolk Island. It is also the official currency of the independent Pacific Island nations of Kiribati, Nauru and Tuvalu. Australia is a member of the APEC, G20, OECD, Pacific Islands Forum and WTO. The country has also entered into free trade agreements with ASEAN, Canada, Chile, China, Korea, Malaysia, New Zealand, Japan, Singapore, Thailand and the United States (Free Trade, 2016). The ANZCERTA agreement with New Zealand has greatly increased integration with the economy of New Zealand and in 2011 there was a plan to form an Australasian Single Economic Market (ANZCERTA, 2016).

Also very important is the Australia – United States Free Trade Agreement (AUSFTA). It is a preferential trade agreement between Australia and the United States modelled on the North American Free Trade Agreement (NAFTA). The AUSFTA was signed on 18 May 2004 and came into effect on 1 January 2005. Special tariff rate quotas are part of the agriculture section of the agreement. These quotas allow Australian producers to export increasing amounts of these products free of duty to the United States during the tariff elimination period. The following agricultural products are designated: beef, dairy, tobacco, cotton, peanuts, avocados (Armstrong S., 2015). Nonetheless, the regional economic cooperation with Beijing is most important for Australia’s economy. The relations between Australia and China are characterised by strong trade bonds. China is Australia’s largest trading partner, while Australia is a leading source of resources for China. More recent trends show that Australian exports are now expanding well beyond the resource sector. In recent years, new life has been breathed into negotiations for a free trade agreement between the two countries. During the then Prime Minister Tony Abbott’s April 2014 visit to Beijing, there were encouraging signs that an agreement could be reached before the end of 2014, and in the wake of the Brisbane G20 Summit in November 2014 the deal’s draft details were released.
The deal (known as ChAFTA) was formally signed in June 2015, and in October 2015 Opposition Leader Bill Shorten announced that Labour would back the deal after reaching a compromise with the Government on elements of the agreement, giving the deal bipartisan support (Relations, 2016). The two-way trade between Australia and the world is presented in Table 2.

Table 2: Australia’s top two-way trading partners in 2014 (goods & services trade in $ billion)

<table>
<thead>
<tr>
<th>Rank</th>
<th>Country</th>
<th>Exports</th>
<th>Imports</th>
<th>Total trade</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>China</td>
<td>98.210</td>
<td>54.258</td>
<td>152.468</td>
</tr>
<tr>
<td>2.</td>
<td>Japan</td>
<td>50.247</td>
<td>19.971</td>
<td>70.218</td>
</tr>
<tr>
<td>3.</td>
<td>United States</td>
<td>18.510</td>
<td>41.932</td>
<td>60.442</td>
</tr>
<tr>
<td>4.</td>
<td>Republic of Korea</td>
<td>22.017</td>
<td>12.609</td>
<td>34.626</td>
</tr>
<tr>
<td>5.</td>
<td>Singapore</td>
<td>12.085</td>
<td>18.102</td>
<td>30.187</td>
</tr>
<tr>
<td>6.</td>
<td>New Zealand</td>
<td>12.125</td>
<td>11.343</td>
<td>23.468</td>
</tr>
<tr>
<td>7.</td>
<td>Malaysia</td>
<td>7.923</td>
<td>12.873</td>
<td>20.796</td>
</tr>
<tr>
<td>8.</td>
<td>United Kingdom</td>
<td>8.319</td>
<td>12.469</td>
<td>20.788</td>
</tr>
<tr>
<td>10.</td>
<td>Germany</td>
<td>2.867</td>
<td>13.859</td>
<td>16.725</td>
</tr>
</tbody>
</table>

When analysing Table 2, one can notice that Australia has a trade surplus with China, Japan, Republic of Korea, and New Zealand, whereas it imported more goods and services from other countries from the top ten list, namely the United States, Singapore, Malaysia, United Kingdom, Thailand, and Germany. Also, it can be clearly seen that the majority of Australia’s trade is with East and Southeast Asia. One exception here is the United States. For United Kingdom and New Zealand, the relatively high level of two-way trade is due to historical conditions. In 2015 there was a fundamental change in the second and third place among the top two-way trading partners. China was still Australia’s largest individual two-way goods and services trading partner, accounting for 23.2% (USD 155.5 billion) of total trade. But the United States was the second largest trading partner accounting for 10.5% (USD 70.2 billion) followed by Japan, accounting for 9.7% (USD 65.1 billion). China was Australia’s largest export market, accounting for 28.8% (USD 91.3 billion) of total exports in 2015, a drop of 7.0%. Japan was Australia’s second largest export market (USD 42.4 billion), a drop of 15.7%. The United States of America was Australia’s third largest export market (USD 22.1 billion), up by 19.3%. China was Australia’s largest import source, accounting for 18.2% (USD 64.2 billion) of total imports in 2015, up by 18.3%. The United States was Australia’s second largest import source (USD 48.1 billion), up by 14.3%, and Japan was Australia’s third largest import source (USD 22.7 billion), up by 14.4% (Composition of trade, 2016). The considerable economic slowdown in China, Japan and the United States badly hit Australia’s trade figures in 2015. According to initial estimates, 2016 did not bring any significant improvement either. Nonetheless, Australia is one of the most important trade player in East Asia and, in a broader sense, in the entire Pacific Ocean basin. The country’s political activity and membership in many international organisations of local and global importance improve stability of the whole region.

6. CONCLUSION
Australia’s economy relies heavily on exports. Considering Australia’s small internal market, the potential limitation of the ability to sell goods and services to foreign countries would threaten the country’s economic existence. Among the top trading partners there are basically only three that matter, i.e. China, the United States, and Japan. The other ones would not be
able to absorb the continent’s exports. However, all the three economic powers, i.e. China, the USA, and Japan, are not dependent on trade with Australia and do not have to rely on resources from that country. China is strengthening its resources cooperation with Russia. Recently Tokyo has been taking steps to break the deadlock in contacts with Moscow (Putin in Japan, 2016). The United States have their own resources and, as part of NAFTA, also access to the resources of its northern neighbour Canada. Therefore, the direction of Canberra’s foreign trade policy seems adequate in today’s situation. Seeking a fine balance with the three main partners while diversifying trade contacts with smaller market players to the largest extent possible is a reasonable and currently probably the only solution. However, a question should be asked: Could Australia become an economic power and single-handedly drive the economic situation in the region?

Unfortunately, the answer to this question is no. Currently Australia does not have the right amount of human capital to achieve such position. The continent’s population was and continues to be a few times too small to handle the challenge of dominating the South Pacific and East Asia. It is obvious that in today’s world it is mainly the countries with a population of more than 100 million that matter. Table 3 shows a few examples confirming the trend.

### Table 3: List of countries by population

(https://en.wikipedia.org/wiki/List_of_countries_and_dependencies_by_population)

<table>
<thead>
<tr>
<th>Rank</th>
<th>Country</th>
<th>Population</th>
<th>Date</th>
<th>% of world population</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>China</td>
<td>1,380,530,000</td>
<td>21 December 2016</td>
<td>18.5%</td>
</tr>
<tr>
<td>2.</td>
<td>India</td>
<td>1,309,510,000</td>
<td>21 December 2016</td>
<td>17.5%</td>
</tr>
<tr>
<td>3.</td>
<td>United States</td>
<td>325,192,000</td>
<td>21 December 2016</td>
<td>4.35%</td>
</tr>
<tr>
<td>4.</td>
<td>Indonesia</td>
<td>260,581,000</td>
<td>1 July 2016</td>
<td>3.49%</td>
</tr>
<tr>
<td>5.</td>
<td>Brazil</td>
<td>206,856,000</td>
<td>21 December 2016</td>
<td>2.77%</td>
</tr>
<tr>
<td>9.</td>
<td>Russia</td>
<td>146,727,405</td>
<td>1 September 2016</td>
<td>1.96%</td>
</tr>
<tr>
<td>10.</td>
<td>Japan</td>
<td>126,920,000</td>
<td>21 December 2016</td>
<td>1.7%</td>
</tr>
<tr>
<td>11.</td>
<td>Mexico</td>
<td>122,273,000</td>
<td>1 July 2016</td>
<td>1.69%</td>
</tr>
<tr>
<td>12.</td>
<td>Philippines</td>
<td>101,953,000</td>
<td>21 December 2016</td>
<td>1.39%</td>
</tr>
<tr>
<td>53.</td>
<td>Australia</td>
<td>24,468,057</td>
<td>23 December 2016</td>
<td>0.33%</td>
</tr>
</tbody>
</table>

With its population of slightly more than 24 million, Australia is far down the list, in the 53rd place. Although Australia’s population is continuously growing, in recent years this has been due to hundreds of thousands of immigrants rather than the birth rate of its own citizens. Today’s immigrants are essentially people coming from all over the world. This complicates and diversifies ethnic relations in the continent. However, already in the 60s of the last century, the government in Canberra abandoned the idea of a “white Australia”. Today, in addition to immigrants from English-speaking countries, such as Great Britain, New Zealand, the United States, South Africa, Ireland, and Canada, more and more people come from East Asia and Central Asia, from countries such as China, India, the Philippines, Vietnam, Malaysia, Sri Lanka, South Korea, Hong Kong, Indonesia, Iraq, Thailand, Nepal, Bangladesh, Afghanistan, Uzbekistan, Taiwan, or Pakistan. In 2014-15, net overseas migration reflected an annual gain of 168,200 persons, down by 9.8% from 2013-14. An estimated 339,000 people moved interstate in 2014-15, down by 2.9% from the previous year. As at 30 June 2015, 28.2% of Australia’s estimated resident population (6.7 million people) was born overseas (Migration, 2016). The current population of Australia is 24,468,057 as of Wednesday, 21 December 2016, based on the latest United Nations’ estimates. Australia’s population accounts for 0.33% of the total world population. Australia ranks number 53 in the list of countries (and dependencies) by population. The population density in Australia is 3 per km² (8 people per
89.3% of the population is urban (21,692,663 people in 2016). The median age in Australia is 37.6 years (Population of Australia, 2016).

To sum up, it should be said that in addition to positive factors, such as a shift of the world’s political and economic powerhouse to East Asia and inclusion of Australia, or successful trade cooperation between Canberra and Beijing, there are conditions which are not conducive to the dynamic growth of the world’s smallest continent. These conditions include the uncertainty around the future policy of the United States under the new president Donald Trump and the People’s Republic of China’s dangerous territorial expansion southwards. Therefore, possible scenarios include the further strengthening of political, economic and military cooperation with New Zealand, i.e. Australia’s traditional ally in the region.

The post-Brexit Great Britain also gives some hope of developing cooperation and renewing old ties. However, it seems that the most important factor will be the return of strong economic growth in the Asia Pacific. It should be assumed that with joint efforts, the growth will return within the next few years, a situation which is desired and anticipated by all countries of East Asia and the South Pacific basin.
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ABSTRACT
The principle of Rule of law is considered to be one of the fundamentals of a modern legal state, taking into account this importance of the adoption and practical implementation of vital human needs by the relevant normative-legal system of the state, which, in turn, is due to the level of the constitutionality. The rule of law is one of the most important factors necessary for sustained economic development, the protection of human rights, implementation of legitimacy and democracy, etc. Due to the acquisition of this importance of the rule of law, various national and international organizations, individual researchers and research centers are trying to analyze the rule of law and its basis. These approaches aim to reveal factors positively influencing on the rule of law, or to identify all the factors, which can undermine its basis. The final goal of our research is to define basic elements of maintaining the level of constitutionality and the rule of law, that can be applied in the social and economic policy of the state. The main objective of this research is to develop new methodology that will include as many areas and indicators of the rule of law in a particular country as possible. For this purpose, we have used the method of Factor analysis. The basis of this new methodology is the development of the new integral index, which will represent the levels of the rule of law in observed countries, as well as its change over time. As a result, the integral index of the Rule of law was calculated for 141 countries for 2011-2015. Then we have extended the scope of our research by comparing index’s results for Armenia, Azerbaijan and Georgia, that helps to conclude in which directions these countries have policies, that are more effective compared to others and in which directions they have failed. Our research results can be applied in the process of policymaking. One of the most distinguishing features of our new methodology is that it allows us to add more indicators to existing ones and make our research broader - depending on the purposes and given circumstances.

Keywords: Rule of law, method, pillar, rank, comparative, index, weighted average, policy

1. INTRODUCTION
Laws are made for the welfare of the people to maintain equity in society, which, in turn, is applicable due to maintaining law and order in a society and developing a peaceful environment for the people. In this regard, the concept of the Rule of Law plays an important role in this process. The rule of law is a widely used principle that plays an important role in maintaining law and order in society and developing a peaceful environment for the progress of a state and people. This is an overarching principle which ensures that that the people should be ruled by the law and obey it and that the law should be such that the citizens of a country will be able/willing to be guided by it. It requires that the laws are administered and followed justly and
fairly. In many cases, the term rule of law is used to describe an ideal situation, that all democratic nations strive to achieve, but "...sometimes fail to live up to"\(^1\). The question of observing and maintaining the rule of law in a country is a worthy ideal and must be preserved. Yet, there is not a single definition of the term “the rule of law”. The principle of the rule of law is controversial: it is not concerned with whether a law is good or bad, but only with whether the law is applied equally to all. The rule of law requires that both the rule of law and human rights standards should be respected, observed and protected.

Given this importance of the principle of the rule of law various International, non-government organizations (i.e. Freedom House, World Justice Project, World bank, Bertelsmann foundation, etc.) have created many methodological and research tools, that assess the level of the rule of law in different areas and scopes. Our new methodology and integral index aims to assess the rule of law in all possible areas that could be observed and contains many of the above-mentioned indexes, thus is considered more useful.

2. LITERATURE REVIEW
The term “Rule of Law” in its modern sense\(^2\), was introduced in 1885 by Albert Venn Dicey\(^3\). The term is derived from the French phrase ‘La Principe de Legality’ (the principle of legality) which refers to a government based on principles of law. Rule of Law reflects the idea, that law is supreme and is above every individual. No one whether if he/she is rich, poor etc., is above law and he/she should obey it. The principle of the Rule of Law is intended to be a safeguard against arbitrary actions of the government authorities and discrimination against certain groups for self-interested authorities. Rule of Law is a dynamic concept. Many scientists, politicians, jurists, economists and other theorists have created various concepts of the meaning, scope and evaluation of the Rule of law. Greater impacts on the development of this term have had A.V. Dicey (who has introduced formal definition of this term), Joseph Raz (inspired by Friedrich Hayek, who has defined key components of the rule of law), Trever Allan (tried to evaluate the scope), Devis, Ivor Jennings, etc. The Rule of Law has become a "universal principle of mankind". It refers to the recognition of the inherent rights and protection of liberties among the people. Given this importance of the principle of the Rule of law, Constitutions have adopted this principle. Thus, the meaning of the term has transformed and now refers to the constitutional government instead of democratic government. For these reasons, the rule of law is a principle, which has a special interest for governments, constitutional courts, politicians, international organizations, etc. Many analyses were conducted by United Nations\(^4\) (the scope includes police, judiciary and prisons), the World Bank, the Venice Commission\(^5\) (the Rule of Law checklist), Vera Institute of Justice\(^6\) (Rule of Law Indicator Instruments), the World Justice Project NGO (the rule of law index). The principle is observed by many other organizations, institutions and individual theorists as the rule by a democratic law; a law which is passed in a democratically elected parliament after adequate debate and discussion, as an existence of law and order, elimination of discretion, fixed rules, fairness, etc. The president of the Constitutional Court of Armenia, one of the members of the Venice commission G.G. Harutyunyan is one of

---

\(^1\) American Bar Association’s World, Division for Public Education, https://www.americanbar.org/content/dam/aba/migrated/publiced/features/PartIDialogueROL.authcheckdam.pdf

\(^2\) Here we mention “modern sense” of the Rule of Law, because an English barrister, judge and, politician Edward Coke is said to be the originator of concept of Rule of Law when he said that the king must be under God and law and thus vindicated the supremacy of law over the pretensions of the executives.

\(^3\) Albert Venn Dicey describes the rule of law as acting in three ways: the predominance of regular law as opposed to the influence of arbitrary power; equality before the law; and, that constitutional laws are not the source but the consequence of the rights of individuals


the outstanding specialists in research of the level of the rule of law\(^7\). Meanwhile, there are still problems concerning not only quantitative, but also qualitative and comparative analysis of the level of the Rule of Law in a given country. For the purpose of solving these problems, we have created a new index, which makes comprehensive analyses possible.

### 3. STATISTICAL REVIEW

According to our methodology, the level of the Rule of Law was calculated through the integral index, which contains statistical data from above mentioned data-sources, which, according to the Venice commission\(^8\), are represented as core principles of the rule of law and constitutionality. As the main source of our database, we have observed indicators included in the World Bank’s “Worldwide Governance indicators”\(^9\) and assessed as the measures of “The Rule of Law”. Thus, the integral index includes 8 components (pillars), which are described in the Table 1.

<table>
<thead>
<tr>
<th>#</th>
<th>Data Sources (Pillars)</th>
<th>Indicators</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Economist Intelligence Unit (EIU)</td>
<td>Violent crime</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Organized crime</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fairness of judicial process</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Enforceability of contracts</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Speediness of judicial process</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Confiscation/expropriation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Intellectual property rights protection</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Private property protection</td>
</tr>
<tr>
<td>2</td>
<td>Global Competitiveness Report (GCS)</td>
<td>Business Cost of Crime and Violence</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Cost of Organized Crime</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Reliability of Police Services</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Judicial Independence</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Efficiency of Legal Framework for Challenging Regulations</td>
</tr>
<tr>
<td></td>
<td></td>
<td>IPR protection</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Property Rights</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Informal Sector</td>
</tr>
<tr>
<td>3</td>
<td>Gallup World Poll (GWP)</td>
<td>Confidence in the police force</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Confidence in judicial system</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Have you had money property stolen from you or another household member?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Have you been assaulted or mugged?</td>
</tr>
</tbody>
</table>
| 4 | Heritage Foundation Index of Economic Freedom (HER) | Property Rights |}

Table 1. - The 8 pillars included in the Rule of Law index

(Continues on the next two [2] pages)

\(^7\) Components Of Constitutionalism: Rule Of Law, Sustainable Development, G. Harutyunyan (in Armenian, in Russian, Summary in English), http://www.concourt.am/armenian/structure/president/articles/vestnik52.pdf

\(^8\) Rule of Law Indicators, World Bank’s World Governance Indicators
http://www.venice.coe.int/webforms/documents/?pdf=CDL-AD(2016)007-e , p. 35

\(^9\) World Bank, “Worldwide governance indicators”
<table>
<thead>
<tr>
<th>#</th>
<th>Data Sources (Pillars)</th>
<th>Indicators</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Degree of enforcement of court orders</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Timeliness of judicial decisions</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Equal treatment of foreigners before the law (compared to nationals)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Practical ability of the administration to limit tax evasion</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Efficiency of the legal means to protect property rights in the event of conflict between private stakeholders?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Generally speaking, does the State exercise arbitrary pressure on private property (e.g. red tape...)?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Does the State pay compensation equal to the loss in cases of expropriation (by law or fact) when the expropriation concerns land ownership?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Does the State pay compensation equal to the loss in cases of expropriation (by law or fact) when the expropriation concerns production means?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Degree of observance of contractual terms between national private stakeholders</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Degree of observance of contractual terms between national and foreign private stakeholders</td>
</tr>
<tr>
<td></td>
<td></td>
<td>In the past 3 years, has the State withdrawn from contracts without paying the corresponding compensation... vis-à-vis national stakeholders?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>In the past 3 years, has the State withdrawn from contracts without paying the corresponding compensation... vis-à-vis foreign stakeholders?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Respect for intellectual property rights relating to... trade secrets and industrial patents</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Respect for intellectual property rights relating to... industrial counterfeiting</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Does the State recognize formally the diversity of land tenure system?</td>
</tr>
<tr>
<td>6</td>
<td>Political Risk Services International Country Risk Guide (PRS)</td>
<td>Law and order</td>
</tr>
<tr>
<td>7</td>
<td>US State Department Trafficking in People report (TPR)</td>
<td>Trafficking in People</td>
</tr>
<tr>
<td>8</td>
<td>Global Insight Business Condition and Risk Indicators (WMO)</td>
<td>Judicial Independence An assessment of how far the state and other outside actors can influence and distort the legal system. This will determine the level of legal impartiality investors can expect.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Crime How much of a threat businesses face from crime such as kidnapping, extortion, street violence, burglary and so on. These problems can cause major inconvenience for foreign investors and require them to take expensive security precautions.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Expropriation. The risk that the state or other sovereign political authority will deprive, expropriate, nationalise, or confiscate the assets of private businesses, whether domestic or foreign.</td>
</tr>
</tbody>
</table>
Data Sources (Pillars) | Indicators
---|---
State contract alteration. The risk that a government or state body alters the terms of, cancels outright, or frustrates (usually through delay) contracts it has with private parties without due process.

Contract enforcement. The risk that the judicial system will not enforce contractual agreements between private-sector entities, whether domestic or foreign, due to inefficiency, corruption, bias, or an inability to enforce rulings promptly and firmly.

4. METHODOLOGICAL APPROACH

The Integral index of the Rule of Law has been calculated by the following steps.

A. Creating a database for all 141 countries 2011-2015, including the scores of 8 pillars.

We have normalized the score of each index to bring them to the same (0,1) interval and make them more comparable.

B. Calculating the scores of individual pillars as the simple average of its component indicators (table 1).

C. Calculating weighting coefficients for 8 pillars (Coefficients are presented in the Table 2): Coefficients have been calculated with the help of SPSS program, using tools and results of factor analyses. These weighting coefficients represent the comparative importance of a given pillar in formatting the overall index (in maintaining the rule of law).

<table>
<thead>
<tr>
<th>Pillar</th>
<th>2011</th>
<th>2012</th>
<th>2013</th>
<th>2014</th>
<th>2015</th>
</tr>
</thead>
<tbody>
<tr>
<td>EIU</td>
<td>0.82</td>
<td>0.828</td>
<td>0.816</td>
<td>0.826</td>
<td>0.842</td>
</tr>
<tr>
<td>GCR</td>
<td>0.756</td>
<td>0.733</td>
<td>0.748</td>
<td>0.73</td>
<td>0.733</td>
</tr>
<tr>
<td>GWP</td>
<td>0.982</td>
<td>0.93</td>
<td>0.979</td>
<td>0.988</td>
<td>0.919</td>
</tr>
<tr>
<td>HER</td>
<td>0.424</td>
<td>0.42</td>
<td>0.401</td>
<td>0.398</td>
<td>0.432</td>
</tr>
<tr>
<td>IPD</td>
<td>0.339</td>
<td>0.417</td>
<td>0.65</td>
<td>0.749</td>
<td>0.779</td>
</tr>
<tr>
<td>PRS</td>
<td>0.725</td>
<td>0.725</td>
<td>0.729</td>
<td>0.708</td>
<td>0.7</td>
</tr>
<tr>
<td>TPR</td>
<td>0.464</td>
<td>0.437</td>
<td>0.496</td>
<td>0.458</td>
<td>0.643</td>
</tr>
<tr>
<td>WMO</td>
<td>0.808</td>
<td>0.832</td>
<td>0.835</td>
<td>0.834</td>
<td>0.769</td>
</tr>
</tbody>
</table>

D. Combining the scores of the 8 pillars in a single-integral index by using the following formula.

\[
H_{int\,index}^j = \sum_{i=1}^{8} \alpha_i^j N_i^j
\]

\[H_{int\,index}\] - the Integral Index of the Rule of Law,

i = 1,2,...,8 – 8 pillars.

j = 1, 2,...,141 - observed countries

\(\alpha_i^j\) - the weighting coefficient of each pillar,

\(N_i^j\) - the score of the j country by i pillar.

According to this methodology, we measure the integral index of the Rule of Law for 141 countries considering the change of rank and score, adjusted with weighting coefficients for 2011-2015. The results witness, that the levels of the Rule of Law for 2011-2015 were higher in the following countries.
Table 3: The top 10 countries according to the Rule of Law index for 2011-2015.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Denmark</td>
<td>7</td>
<td>0.87</td>
<td>3</td>
<td>0.8</td>
<td>7</td>
<td>0.85</td>
<td>4</td>
<td>0.87</td>
<td>1</td>
<td>0.94</td>
</tr>
<tr>
<td>Finland</td>
<td>6</td>
<td>0.88</td>
<td>4</td>
<td>0.87</td>
<td>3</td>
<td>0.86</td>
<td>3</td>
<td>0.89</td>
<td>2</td>
<td>0.93</td>
</tr>
<tr>
<td>Sweden</td>
<td>1</td>
<td>0.93</td>
<td>1</td>
<td>0.92</td>
<td>1</td>
<td>0.92</td>
<td>1</td>
<td>0.91</td>
<td>3</td>
<td>0.90</td>
</tr>
<tr>
<td>Austria</td>
<td>2</td>
<td>0.91</td>
<td>2</td>
<td>0.90</td>
<td>2</td>
<td>0.89</td>
<td>2</td>
<td>0.89</td>
<td>4</td>
<td>0.90</td>
</tr>
<tr>
<td>United</td>
<td>3</td>
<td>0.9</td>
<td>9</td>
<td>0.86</td>
<td>4</td>
<td>0.86</td>
<td>5</td>
<td>0.87</td>
<td>5</td>
<td>0.88</td>
</tr>
<tr>
<td>Kingdom</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Canada</td>
<td>5</td>
<td>0.88</td>
<td>6</td>
<td>0.87</td>
<td>9</td>
<td>0.85</td>
<td>10</td>
<td>0.85</td>
<td>6</td>
<td>0.88</td>
</tr>
<tr>
<td>Iceland</td>
<td>10</td>
<td>0.86</td>
<td>8</td>
<td>0.86</td>
<td>8</td>
<td>0.85</td>
<td>8</td>
<td>0.85</td>
<td>7</td>
<td>0.88</td>
</tr>
<tr>
<td>Germany</td>
<td>11</td>
<td>0.86</td>
<td>12</td>
<td>0.84</td>
<td>10</td>
<td>0.85</td>
<td>11</td>
<td>0.84</td>
<td>8</td>
<td>0.87</td>
</tr>
<tr>
<td>Norway</td>
<td>18</td>
<td>0.81</td>
<td>17</td>
<td>0.82</td>
<td>17</td>
<td>0.81</td>
<td>18</td>
<td>0.81</td>
<td>9</td>
<td>0.87</td>
</tr>
<tr>
<td>Ireland</td>
<td>4</td>
<td>0.8</td>
<td>7</td>
<td>0.87</td>
<td>5</td>
<td>0.86</td>
<td>6</td>
<td>0.85</td>
<td>10</td>
<td>0.86</td>
</tr>
</tbody>
</table>

* The Top 10 was chosen by observing the results of 2015.

5. COUNTRIES' COMPARISONS

The Results of the Integral index of The Rule of Law can be applied in any country and show all advantages and disadvantages of policies in those countries, which will help their governments make effective decisions and apply them in practice, thus increasing the level of the rule of law, improving the welfare of citizens.

As an example, we have conducted comparative analysis for Armenia, Azerbaijan and Georgia.

The results for these countries are presented below, in the Figure 1.

![Fig. 1: Comparative results for Armenia, Azerbaijan and Georgia in 2011-2015.](image-url)

The results of the Rule of Law index witness, that Georgia is the leader among the three countries, Armenia is the second and can be described as a country with a middle level of the Rule of Law. The comparative results of Armenia, Georgia and Azerbaijan can be reflected by examining these countries’ results due to the individual pillars, as shown in the Figure 2;
According to the results of the Rule of Law index (Figure 2), the relative advantages of Armenia are Efficiency of legal framework, Personal safety and security, Law and order, private property protection, Equal treatment before the law. These indicators have had a positive influence on the level of the Rule of Law in Armenia during 2011-2015. Indicators, that had negative impact on the level of the Rule of Law in Armenia were Fairness and speediness of judicial process, Judical independence, informal sector, intellectual property rights protection.

Georgia's advantages are Judicial system independence, its fairness and speediness, Reliability of Police services, etc., which are to be maintained in the future in order to keep this country's leading position. Georgia's policy lacks in the fight with trafficking, costs of crime and violence, personal safety.

As the research shows, the indicators which had positively impacted on the level of the Rule of Law in Azerbaijan are the fight with trafficking, efficiency of legal framework for challenging regulations, costs of crime and violence, fairness of judicial decisions. On the other hand, the indicators of Law and order, Personal safety and security, private property protection, organized crime, Equal treatment before the law have caused a decline in the level of the Rule of law in this country.

As a consequence, it can be inferred from the research, that Armenia needs serious reforms in the judicial system, Georgia needs improvements in ensuring its citizens' personal safety and security and implementing property protection reforms is an imperative for Azerbaijan. These are final and the most important results of our research and the new methodology, thus it can become a very useful tool for policymakers.

6. CONCLUSION

As can be seen, the idea of creating an integral index of the Rule of Law reflects that the soundness of legislature the protection and implementation of laws are of a vital importance in ensuring high living standards and legal guarantees for a country's citizens.

---

Fig. 2: Comparative results for Armenia, Azerbaijan and Georgia according to the 8 pillars\(^{10}\).

---

\(^{10}\) Pillars’ scores are normalized in (0,1) interval.
In this regard, the relevance of the Rule of Law is demonstrated by application of the following principles in practice.

- The law is applied equally and fairly and no one is above the law.
- The law is made in an open and transparent way.
- The law and its administration is subject to open and free criticism by the people.
- The separation of powers between the legislature, the executive and the judiciary.
- People can assemble without fear.
- The judicial system is impartial, independent, transparent, it provides a fair and prompt trial.
- No one can be prosecuted.
- No one can be seen as a subject to any torture.
- People are presumed to be innocent until proven otherwise and are entitled to remain silent, they are not required to incriminate themselves (presumption of innocence), etc.

To sum up, based on the scientific and empiric results of our research, we can make the following conclusions:

- The Integral Index of the Rule of Law will be the guidance for many authorities to reveal which directions of reforms were implemented more effectively and also the areas of reforms with less efficiency for 2011-2015, to strengthen all advantages and eliminate disadvantages.
- The results of our research on the Integral Index of the level of the Rule of Law and the assessment of comparative analysis give an opportunity to conclude that this index can be very useful in analysis in different fields, and we have more important theoretical, methodological and empirical issue to include more indexes and indicators that partially reveal quantitative assessment of the rule of law in some areas. Thus the synergy effect of those indicators will help to reveal constitutionality and the rule of law with more integrity.
- Furthermore, this methodology can be applied in both economics and other social sciences (sociology, statistics, etc.).
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ABSTRACT

One of the biggest challenges that companies are exposed to are managing its costs. The main aim of this thesis is to briefly explain the term of company, how it functions and which its main goals are. One of the main concerns that will be dealt with in this thesis is profit. The question is whether profit is the main aim of most enterprises or are there also other aims which are also important as profit. Further on we will show the importance of human resources as individuals who are in charge of success with its knowledge and additional efforts that they bring into company. In the first part of the thesis we will be dealing with operational analysis of company costs and its methods. Operational analysis is focused on present and current work, production and business process. These processes are regulated on the operational decision-making level, so it is evident that this analysis is ment to operational decision making. As we know, Croatia is still in a period of crisis, so we are going to show its effects on the company costs. Furthermore, we are going to deal with fixed, variable and opportunity costs and costs of employees - how their costs can effect business results of companies. Also, this is why we are going to describe how we can measure results and contribution of individuals and how their work is supposed to be rewarded and to establish such a compensation system that will make them stay in their organization and encourage them to try even more.
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1. OPERATIONAL ANALYSIS OF COSTS

1.1. Introduction to operational analysis of costs

Operational analysis is a part of business analysis designed as a support function of the operational management of any company. Operational analysis of the costs deals with analysis of operational costs under the period of one year and it is oriented on operational usage of the potential effect. The subject of operational analysis is a deviation from optimum combination of costs. Most importantly the aims of the operational analysis are:

1.) To discover the signals of the latent crisis and the risk of crisis in the future

2.) To create conditions for the best, rational management and usage of available potential.¹

An important characteristic of the operational analysis is that it is implemented as well as the ongoing processes in the company and that is the reason it is also called current analysis. Some of the characteristics of the operational analysis are:

¹ Tintor, J. Operativna analiza troškova, page 1.
The subject of the analysis are specific parts of the organization or of the process,

The time aggregates and the subject of the analysis are not only the data on a daily basis, but also the data by shifts,

It is oriented on the data from primary data and the observation of ongoing processes,

Apart from the numerical data, it also uses the naturally expressed data.\(^2\)

The basis of the operational analysis is the planned costs which are used for comparison with real costs. So, the main aim of this analysis is to locate the deviation from the planned aims and results by the place of costs and by the cause, it quantifies them, and searches for solutions such as measures which are necessary to take in order to eliminate differences in future business and to prevent the deviation in future. So this is the basis for the quality operational decision making and operational management in the company. Every deviation from the planned costs is used as a process of learning for the company as an organization and the whole process gets better. To conclude, the final aim of every company is to prevent the deviation from the planned results. Of course, some of the reasons of the deviations cannot be planned and it is impossible to remedy the difficulties without negative consequences for the company. That is the reason to prevent the negative consequences on time with the so called early signals. In order to reaches it aims, the operational analysis uses the methods of comparison, analysis and extraction/elimination. The most important types of operational analysis are the operational analysis of profit and costs. Without them operational decision making and management of the company is impossible.\(^3\) Total costs, as well as total profit of the company, are shown in the profit and loss statement which is used as a basis for this analysis.\(^4\)

1. 2. The basis and instruments of the operational analysis

   1. 2. 1. The basis of the operational analysis of costs

To be able to understand any company and the phenomena in its business it is important to know every department of the company and its processes. So we can devide the structure of the company into:

1.) Basic economic system or transformation system,
2.) Management system and
3.) Information system.

When we analyse the costs and when operational analysis of the costs is being made, the most important part of the company is information system. It serves to ensure all important information in order to provide the most relevant information. In order to do the analysis of company costs, first we need to create a budget of the costs. There are two ways of planning the budget and controlling the costs:

1.) Nonelastic budget and
2.) Elastic budget of planned costs.

---


\(^3\) Batarelo, A. Ž. (2002). Operativna analiza troškova poduzeća. Poslovna analiza i upravljanje. 7 (1), page 30.

\(^4\) Batarelo, A. Ž.: op. cit., page 31.
The nonelastic budget of costs assumes a permanent level of the capacity that can be used in production. So, all the production that is planned, all the planned materials and the plan for sale is permanent, without any change. The same goes for the costs. In a nonelastic budget they are fixed and it is impossible to separate them on fixed and variable costs. It is only possible to calculate planned costs by planned amount of production. Of course, this restricts and disables explanation whether it comes to any change in capacity. To conclude, the nonelastic planning of costs is applicable only when the amount of production is fixed, without any changes. For a nonelastic budget it is required to take an assumed result and adequate total costs by type and planned amount of an impact, and to assign it to the cost center. By multiplying the unit cost with the achieved performance we get the planned cost for the cost center. From the above mentioned characteristic of a nonelastic budget - the assumption of a fixed amount of capacity for the production, and the inability to separate the fixed and variable costs, results in the main disadvantage of a nonelastic budget - the planned costs cannot be used as comparative cost, as the basis for determining the deviation of real and planned costs. As the operational analysis does not make sense without finding the cause of deviation and analysing the deviation of planned and real costs, this method of budget planning is being abandoned and the method of elastic planning of costs is being used instead. The elastic budget of costs, unlike the nonelastic, can appear in two forms - based on total cost and based on marginal cost. In both forms it is possible to change the level of capacity that is used in production. The only difference that occurs is when the importance of fixed and variable cost is defined. Elastic planning of cost based on total cost considers the fixed and variable component of costs that is required for production of a specific product. If it comes to any change of levels in the production, it consequently reflects on the level of cost. It is important to note that the amount of costs changes disproportionately according to the coefficient of reagibility. It is measured by a variator, like the rate of variable and total cost for specific amount of production. The main advantage of elastic planning is the fact that it is possible to explain the deviation in cost. If it comes to deviation in elastic planning, the reason can be found in imprecise calculation of the fixed costs on the cost drivers. So, it is also possible that wrong decisions can be made because of the reason mentioned. In that case a different process of planning, calculating and controlling of the costs is required. Elastic planning based on marginal cost, unlike the elastic planning based on total cost assumes the separation of fixed and variable component of cost on suitable cost center and cost drivers and its analysis. Variable costs are taken as proportional, with the coefficient of reagibility 1, meaning that the variable costs by unit are equal to the marginal cost. Variable costs are calculated only on the cost drivers and fixed costs are all covered from the profit of the company. Because the variable costs are treated as a combination of different factors, it is possible to separate their impact and separate their deviation by types and explain their cause. Here it is only required to separate the variable cost, as the fixed costs are equal to the marginal cost. The mentioned advantages and disadvantages of all the methods that are used to analyse the deviation are shown in the following table.

Table following on the next page

---

6 Batarelo, A. Ž.: op. cit., page 32-33.
7 Batarelo, A. Ž.: op. cit., page 32-34.
Table 1. Characteristics of methods for planning the budget

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Nonelastic cost planning</th>
<th>Elastic planning of total cost</th>
<th>Elastic planning of marginal cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Budget accuracy of the planned value for the planned amount</td>
<td>yes</td>
<td>Yes</td>
<td>yes</td>
</tr>
<tr>
<td>Annual adjustment of changed size</td>
<td>yes</td>
<td>Yes</td>
<td>yes</td>
</tr>
<tr>
<td>Adjustment to the planned amount if it comes to change in factor cost</td>
<td>no</td>
<td>Yes</td>
<td>yes</td>
</tr>
<tr>
<td>Separation of FC and VC on the level of cost centre</td>
<td>no</td>
<td>Yes</td>
<td>yes</td>
</tr>
<tr>
<td>Budgeting the deviation in consumption of cost factor</td>
<td>no</td>
<td>Yes</td>
<td>yes</td>
</tr>
<tr>
<td>Budgeting the deviation in employment</td>
<td>no</td>
<td>Yes</td>
<td>no</td>
</tr>
<tr>
<td>Possibility to control the costs</td>
<td>no</td>
<td>Yes</td>
<td>very good</td>
</tr>
<tr>
<td>Separation of FC and VC on cost drivers</td>
<td>no</td>
<td>No</td>
<td>yes</td>
</tr>
<tr>
<td>Transfer of FC on cost drivers</td>
<td>yes</td>
<td>Yes</td>
<td>no</td>
</tr>
<tr>
<td>Suitability for short term and long term decision making</td>
<td>no</td>
<td>No</td>
<td>yes</td>
</tr>
</tbody>
</table>


This table shows an overview of different types of budgeting the costs and different possibilities of controlling and analysing the real from the planned amount. Unlike the elastic budgeting, with nonelastic budgeting it is possible to see the limited possibility of explaining the reasons of deviation in the costs. Elastic budgeting based on total costs provides only partly the explanation for the deviation and elastic budgeting based on marginal cost respects the deviation in fixed and variable costs and assumes its total separation. To conclude, when it comes to costs, the best option for decision making is the elastic budgeting based on marginal cost.
1.2.2. The methods of operational analysing the costs

To demonstrate the operational analysis of costs is used the Coenenberg’s classification of deviation in total costs (dUT) on:

- Deviation of direct costs (dVTd)
- Deviation in price of an input (dc)
  - Deviation of consumption (efficiency) (dq)
  - Deviation of the mix of inputs (daq)
  - Other deviation (diq)
- Deviation in common cost (dOT)
- Deviation of general variable costs (dVOT)
  - Deviation of general variable costs of production (dOVTi)
  - Deviation of common variable costs (dOVTz)
- Deviation of fixed costs (dFT)
  - Fixed costs of standing (FTj)
  - Utilized fixed costs (FTi)

Additionally, it is also possible to use the method of budgeting based on marginal costs where total costs are analyzed by the scope of effects on:

- Direct variable costs which are directly assigned to cost drivers or the effect and the coefficient of reagibility is Kr 1 and on:
  - Indirect costs those are divided into fixed and variable.

As it was mentioned before, budgeting based on marginal costs is the best method for explaining the deviation of real costs from planned costs. For deviation of costs it is also important to perceive the structure of observed costs. If the costs are perceived as the combination of costs, the possibility of deviation by influence of any part of combination is assumed.

If we write the costs of combination as:

1. Planned: \( T_p = (c_{pk}, q_{pk}, i_{qpk}, a_{aqpk}) \) and

2. Real: \( T_s = (c_{sk}, q_{sk}, i_{qsk}, a_{aqsk}) \)

Where it is:

- c- price of each element, input
- q- quality of input per unit
- iq- usage of the unit of consumption
- aq- combination of input
- p- planned size designation
- s- real size designation
If we put the real and the planned costs into the above formulas, we can get the „comparative costs“ $T_u$. Total deviation of real costs from planned costs can be separated by the influence of different elements of costs and consequently focus the analysis on a more profound search of the causes of the deviation.\(^8\) If we look at table 2 and the planned quality, we can see that the real amounts are bigger, so it comes to an increase of quality of realized production. Furthermore, the realized total costs and the direct variable costs are exceeded, in total and per unit. The total costs are lower than the planned. Variable costs are lower and the fixed are permanent, in accordance to the planned. To conclude, in this example it has come to a decline of cost-effectiveness and efficiency. It is required to make further analysis to check and to take required measures.

<table>
<thead>
<tr>
<th>Description</th>
<th>Plan (p)</th>
<th>Real (s)</th>
<th>Deviation (d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Quality of production Q</td>
<td>110,000</td>
<td>120,000</td>
<td>+10,000</td>
</tr>
<tr>
<td>2. Total costs (UT)</td>
<td>400,000</td>
<td>500,000</td>
<td>+100,000</td>
</tr>
<tr>
<td>3. Dir. var. costs (VTd)</td>
<td>330,000</td>
<td>431,200</td>
<td>+101,200</td>
</tr>
<tr>
<td>4. Common costs (OT)</td>
<td>70,000</td>
<td>68,800</td>
<td>-1,200</td>
</tr>
<tr>
<td>5. Variable part (OVT)</td>
<td>25,000</td>
<td>23,800</td>
<td>-1,200</td>
</tr>
<tr>
<td>Fixed part (FT)</td>
<td>45,000</td>
<td>45,000</td>
<td>0</td>
</tr>
<tr>
<td>6. Total cost per unit. (ut)</td>
<td>3.636</td>
<td>4.167</td>
<td>+0.531</td>
</tr>
<tr>
<td>7. Dir. var. Cost per unit (vt)</td>
<td>3.000</td>
<td>3.593</td>
<td>+0.593</td>
</tr>
</tbody>
</table>

Source: Batarelo, A. Ž. (2002). Operational analysis of the company costs. Business analysis and management. 7 (1), page. 35.

As the deviation of real and the direct planned variable costs is 101,200, this is the subject of further analysis. We are starting from the comparative costs of increase quality in production of 10,000 (120,000 - 110,000).

$T_u = (T_p * Q_s) / Q_p =$

$= (330,000 * 120,000) / 110,000 = 360,000$

Comparative costs are 30,000 (360,000 – 330,000) bigger than planned, which means that if we follow the planned terms these costs will increase for the mentioned amount. So, we are left with the deviation of 71,200 (431,200-330,000-30,000) for further analysis. The mentioned deviation is the effect of the change in price per input (dc) and the change in its processing, (dq). If we assume that for the planned quality of 110,000 of units of product is required, the mix of products that have unite price:

- F- 5
- G- 3
- H- 2

In table 3. we can see which are the planned and which are the real quality of inputs. Also, if we look at the prices, we can see the deviation in planned and real unit prices.

Table 3. Planned and real quality and prices

<table>
<thead>
<tr>
<th>Input</th>
<th>Quality</th>
<th>Unit prices</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Planned</td>
<td>Reached</td>
</tr>
<tr>
<td>F</td>
<td>550,000</td>
<td>542,800</td>
</tr>
<tr>
<td>G</td>
<td>330,000</td>
<td>377,600</td>
</tr>
<tr>
<td>H</td>
<td>220,000</td>
<td>259,600</td>
</tr>
</tbody>
</table>


To determine the deviation in prices we use the following procedure:

\[
qs \times cs - qp \times cp = (4)
\]

\[
qs \times cs - qs \times cp + qs \times cp - qp \times cp = (4a)
\]

\[
(cs - cp) \times qs + (qs - qp) \times cp = (4b)
\]

Deviations of prices (dc) + deviations in processing of inputs (dq)

If we put the numbers from table 3. into this formula, we get the following:
- **Real costs (q_{sk} \times c_{sk})**

  F: 542,800 \times 0.40 = 217,120

  G: 377,600 \times 0.35 = 132,160

  H: 259,600 \times 0.20 = 51,920

  Total = 401,200

- **Comparative costs (q_{sk} \times c_{pk})**

  F: 542,800 \times 0.30 = 162,840

  G: 377,600 \times 0.40 = 151,040

  H: 259,600 \times 0.15 = 38,940

  Total = 352,820

- **Planned costs (q_{pk} \times c_{pk})**

  F: 550,000 \times 0.30 = 165,000

  G: 330,000 \times 0.40 = 132,000

  H: 220,000 \times 0.15 = 33,000

  Total = 330,000

The difference from real 401,200 and comparative costs 352,820 is 48,380 and it shows the deviation by the influence of prices. The difference of comparative 352,820 and planned costs of 330,000 is 22,820 and it shows the deviation by the influence of processing the quality, in total (48,380 + 22,820) 71,200.
Each such deviation is required for further analysis.

1.) Analysing the deviation in price (dc)

Analysis of deviation in prices is measured by comparative costs in multiplying the planned process and real costs in the following way:

\[ dc = q_s \times (c_s - q_s - c_p) = \] (5)

\[ = (c_s - c_p) \times q_s \] (5a)

\[ = \Delta c \times (q_p + \Delta q) \] (5b)

\[ = \Delta c \times q_p + \Delta c \times D_q \] (5c)

Expression (5a) can additionally be transformed into:

\[ dc = \sum_{k=1}^{n} (c_{sk} - c_{pk}) \times Q_{sk} \] (5d)

and it is the base for the table 4.

Table 4. The influence of deviation in unit price

<table>
<thead>
<tr>
<th></th>
<th>Price</th>
<th>Real quality q</th>
<th>Influence of deviation in price</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Real price</td>
<td>Planned price</td>
<td>Difference</td>
</tr>
<tr>
<td>F</td>
<td>0.40</td>
<td>0.30</td>
<td>+0.10</td>
</tr>
<tr>
<td>G</td>
<td>0.35</td>
<td>0.40</td>
<td>-0.05</td>
</tr>
<tr>
<td>H</td>
<td>0.20</td>
<td>0.15</td>
<td>+0.05</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>


It is evident from table 4 that the input F shows the influence on increase of profit, whereas the other input shows the increase of costs and decrease of profit.
2.) Analysing the deviation in costs of processing input (dq)

To analyse the deviation in costs of processing input it is required to define the cost centre, cost drivers and the cause of deviation.

\[ dq = q_s * c_p - q_p * c_p = \] (6)

\[ (q_s - q_p) * c_p = \] (6a)

whereas for multiple and for different inputs we use the following:

\[ dq = \sum_{k=1}^m (q_{sk} - q_{pk}) * c_{pk} = \] (6b)

Inserting the numbers in the formulas above it is possible to locate the cost for specific input and to get the deviation. The mentioned is shown in a table 5.

Table 5. Locating the deviation in cost of inputs

<table>
<thead>
<tr>
<th></th>
<th>(Real quality. –Planned quality) * Planned price</th>
<th>= Total deviation of costs (dq)</th>
</tr>
</thead>
<tbody>
<tr>
<td>F</td>
<td>(542,800 – 550,000) * 0.30</td>
<td>= -2,160</td>
</tr>
<tr>
<td>G</td>
<td>(377,600 – 330,000) * 0.40</td>
<td>= +19,040</td>
</tr>
<tr>
<td>H</td>
<td>(259,600 – 222,000) * 0.15</td>
<td>= + 5,940</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>= +22,820</td>
</tr>
</tbody>
</table>


Total deviation of costs is interpreted as nonefficient combining of inputs i.e. it leads to the question of efficiency in operational management. The rest of the deviation is required to be looked upon in production and the technical part and in its efficiency. For the deviation under the influence in the mix of input (daq), i.e. deviation of product assortment in contrary to planned quality, we use a formula for weighted average planned price (c) of all the inputs:

\[ daq = [(aq_{sk}-aq_{pk}) * qs] * (c_{pk} – Q_{cp}) \] (7)

So the weighted average planned price (c) is calculated as:

\[ \bar{c}_p = I (5 * 0.3) + (3 * 0.4) + (2 * 0.15) I / 10 = 0.3 \]
The planned mix of consumption (aq) is calculated as:

\[ m \]

**F:** \[ aq_p = \frac{q_{pF}}{\sum q_{pk}} = \frac{550,000}{1,100,000} = 0.50 \]

\[ m \]

**G:** \[ aq_p = \frac{q_{pG}}{\sum q_{pk}} = \frac{330,000}{1,100,000} = 0.30 \]

\[ m \]

**H:** \[ aq_p = \frac{q_{pH}}{\sum q_{pk}} = \frac{220,000}{1,100,000} = 0.20 \]

Realized mix of consumption:

**F:** \[ aq_s = \frac{q_{sF}}{\sum q_{sk}} = \frac{542,800}{1,180,000} = 0.46 \]

**G:** \[ aq_s = \frac{q_{sG}}{\sum q_{sk}} = \frac{377,600}{1,180,000} = 0.32 \]

**H:** \[ aq_s = \frac{q_{sH}}{\sum q_{sk}} = \frac{259,600}{1,180,000} = 0.22 \]

Using the term (7) the influence of mix in deviation of the real form planned costs is calculated:

**F:** \[ (0.46 - 0.50) * 1,180,000] * (0.30 - 0.30) = 0 \]

**G:** \[ (0.32 - 0.20) * 1,180,000] * (0.40 - 0.30) = + 2,360 \]

**H:** \[ (0.22 - 0.20) * 1,180,000] * (0.15 - 0.30) = - 3,540 \]

Total \[ - 1,180 \]

To conclude, thanks to the input H it comes to the change in mix of the inputs which is totally negative and it results with the increase of profit. The mix of inputs is changed because of the
price of the input H which is lower than the average planned price, consequently it has come to 
an increase of share in total consumption for the unit of consumption. After we separate the 
influence of the mix, we are left with only the rest of the deviation which is considered as the 
consequence of nonefficiency in the functioning of the machinery.

Total deviation per input can be calculated as following:

\[
diq = \sum_{k=1}^{m} (q_{sk} - q_{pk}) \cdot O_{cp}
\]  

(8)

If we put the afore-mentioned quality and prices into this formula, we get table 6.

Table 6. Locating the total deviation per input

<table>
<thead>
<tr>
<th></th>
<th>(q - q)</th>
<th>* c</th>
<th>= dq</th>
</tr>
</thead>
<tbody>
<tr>
<td>F</td>
<td>542,800 - 550,000</td>
<td>* 0.30</td>
<td>= -2,160</td>
</tr>
<tr>
<td>G</td>
<td>377,600 - 330,000</td>
<td>* 0.30</td>
<td>= +14,280</td>
</tr>
<tr>
<td>H</td>
<td>259,600 - 200,000</td>
<td>* 0.30</td>
<td>= +11,880</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
<td>= +24,000</td>
</tr>
</tbody>
</table>


In this table we can see the increase of costs in all the inputs and the decrease of efficiency in 
all the inputs, except in input F. Following analysis is required to discover the increase of the 
costs in other inputs. Since we are dealing here with the analysis that it is used for operational 
decision making that are connected with the managing of the company, in this case a direct 
control of deviation and analysis of direct insight into operations would be more suitable or the 
control of daily orders. It would be more suitable because it provides taking corrective measures 
automatically in the exact place where the processing take place of one inputs, whereas the 
whole analysis is more used in cases when it is impossible to eliminate the differences without 
recombination. If we look at table 2 again we can see that it has left us only with the deviation 
from common planned costs. An important characteristic of these costs is that they react 
differently on the amount of capacity that we use in production, so called the level of 
employment. They consist of a variable and a fixed part. The variable part of the cost refers to 
the costs of product that change more slowly than the amount of utilized capacity. They are 
classified by type and controlled by planned budget and features. They are managed by cost 
drivers of cost centre that they belong to. The fixed part of costs does not react to the amount 
of utilized capacity. Common costs are the lowest by maximum level of usage of its fixed part. 
However, until it does not reach the maximum of usage, unused fixed costs appear. The main 
aim of analysing the deviation of real from common planned costs is to find the measures which
can help increase the amount of utilized capacity or to find the way to restructure the production of the products with a higher contribution rate of covering the costs. To calculate the rate of unused (FTj) and used (Fti) fixed costs we use the following formulas:

\[
FTj = FT \times [1 - \left(\frac{q_s}{q_m}\right)]
\]

\[
Fti = FT \times \left(\frac{q_s}{q_m}\right)
\]

Where are:

- **FTj** – unused part of FC
- **Fti** – used part of FC
- **FT** – total fixed costs
- **q** – effect, actual or planned
- **q_m** – possible effect by total use of capacity

If we assume that the possible effect is 140,000 units, the budget of planned fixed costs would be:

\[
FTj = 45,000 \times [1 - \left(\frac{110,000}{40,000}\right)]
\]

\[
= 45,000 \times [1 - 0.7857]
\]

\[
= 9,644
\]

\[
Fti = 45,000 \times \left(\frac{110}{140,000}\right)
\]

\[
= 45,000 \times 0.7857
\]

\[
= 35,356
\]

Unlike the planned, the budget of real fixed costs is:

\[
FTj = 45,000 \times [1 - \left(\frac{120,000}{140,000}\right)]
\]

\[
= 45,000 \times [1 - 0.857]
\]

\[
= 6,435
\]

\[
Fti = 45,000 \times \left(\frac{120,000}{140,000}\right)
\]

\[
= 45,000 \times 0.857
\]

\[
= 38,565
\]
To conclude, by this method the difference of planned and real fixed costs of 3,209 is calculated.\(^9\)

### 1.3. The effect of crisis on the costs of company

Crisis for some company means the condition that leads to danger of achieving its goals, profit and it brings into question the survival of the company.\(^{10}\) So it is required to turn the crisis into a chance for improvement and finding new strategies.\(^{11}\) Business crisis is reflected on the profit of the company and on the losses which leads to insolvency and to crisis of liquidity. If company operates with losses, it leads to a crisis of success. In the financial aspect, the characteristics of a crisis are:

1. Loss of market share
2. Reducing profitability
3. Reducing cost-effectiveness (losses, insufficiently utilization of capacity...)
4. Insolvency and
5. Illiquidity\(^{12}\)

---

\(^9\) Batarelo, A. Ž.: op. cit., page 30-38.
\(^{12}\) Osmanagić-Bedenik, N.: op. cit., page 154.
In the following graph are shown crisis symptoms.

Graph 6. Procedure and symptoms of a crisis


Crisis of success is also known as operational crisis. Relations between costs and profit can be displayed also in a graph.
The graph shows how the decrease in sales and in profit reflects the profit in some company. If the sales in some company depend only on one product that it sells, the curve of income is a straight line that it is calculated multiplying the quality of product and its price. For its production different products are required like machines that are bought, regardless of the quantities sold, and they present the fixed cost of the company. Other inputs are bought only if the product can be sold and those are the variable costs that depend on the quality of produced products. The break-even point indicates the quality where the company achieves zero profit. A company that produces really close to the break-even point will come much sooner to the area of loss than a company that produces away from the break-even point, in the zone of profit. It is crucial that the management of the company sees the decline in sales and they react on time by lowering the amount of production in order to reduce the cost of accumulating the stock.\(^\text{13}\) Today companies operate in an extremely turbulent and unpredictable environment. In order to maintain its market position and to be able to prosper and achieve their goals, it is crucial to make analysis of managing the risks that are potential for an industry in which the company is in order to make it as easier to defend it against potential crisis.\(^\text{14}\) Preventive crisis management (anticipatory crisis management) is the best way to manage crisis and to solve problems of matching the company and the environment. Instruments for anticipative management of crisis

\(^{13}\) Ibid., page 158.159.
are risk management, credit worthiness of the company, policy of flexibility and an early warning system.\textsuperscript{15} Effective system of risk management is one of the most important instruments of protecting the company from its competition and it enables the company to identify opportunities and in the meantime to react to changes.\textsuperscript{16} There are different classifications of risks, so there are general risks that are related to the company as a whole and specific risks that refer to one specific part of business (e.g. purchasing, sales, research and development...) Also the risks can be devided according to the level of importance for the company:

1.) Small risks where it comes to change of resources of a company.
2.) Medium risks where it comes to change of goals and expectations,
3.) Big risks to catastrophic risks that can get the company into the question of its existence.

Companies that have developed a risk management system are trying to analyse potential risks to define security measures and a system of control over risks. A system of control can be established by building a specific system which is adjusted to risks in order to avoid a situation in which their survival would be in danger.\textsuperscript{17} Many see crisis as a new start of doing business. If a company prepares, they can get out of crisis profitably, of course, if they use correct strategy. In contrast, passive or restrictive measures such as firing the labor force and reducing the production capacity can be only successful in a short term.\textsuperscript{18}

1.4. The impact of staff costs connected to business result of the company
In order to achieve its main goal - revenue as big as possible, it is required, apart from optimal cost control, to invest a considerable effort in the development of human resources. To achieve this goal, it is necessary to establish an optimal system of compensation management which invests into human resources by raising their motivation, skills, abilities and in that way they are achieving acceptable business results within the company.\textsuperscript{19} Unlike such companies, those that have not have developed a strategy for motivation reward, reside in a bad business environment, responsibility and trust is missing, employees feel bad and it comes to stagnation and decline.\textsuperscript{20} It is known that not all employees contribute the same proportion of success of business results. That is why the question is how to measure the results and contribute to the people and to reward their work and establish such a compensation system which will keep them in the organization and encourage greater contributions. In addition to the material, in a developed economic system intangible compensation are becoming more important. There are two basic types of financial compensation:

1.) Direct financial gains, money as award for outstanding achievements and
2.) Indirect material gains that are not related to money or getting a cash bonus. (e.g. training, insurance, social benefits)

Talking about motivation and commitment of employees the problem of how to ensure maximum commitment of workers arises. This problem is most frequently explained and linked to the example of conflicts in interests between workers, managers and employees in accordance with their abilities. Conflicts of interest between owners and employees, primarily

\textsuperscript{15} Osmanagić-Bedenik, N.: op. cit., page 59.
\textsuperscript{16} Udovičić, A., Kadlec, Ž.: op. cit., page 50.
\textsuperscript{17} Osmanagić-Bedenik, N.: op. cit., page 68-69.
\textsuperscript{19} Požega, Ž.; Crnković, B. (2010) Analiza utjecaja troškova zaposlenika na poslovne rezultate poduzeća, Ekonomski vjesnik, 23 (1), page 128.
managers are called the principal-agent problem. This problem exists whenever the principal (owner) cannot completely control the work of an agent (employees, managers). Precisely because of this problem of conflict of interest, it is necessary to establish such a system of compensation or payment that will not only reduce, but completely eliminate the possibility of conflicts of interest. Conflicts of interest between a principal and an agent can be analyzed according to whether they appear in private or public companies. In large, private companies managers are the ones that regulate the operation of enterprises, because the shares of shareholders are generally very small and that consequently reduces the ability to get the information about the success of the work of managers. Because of this, managers in private companies can realize some of their personal goals as long as the owners are satisfied with the results of operations in the company. In addition to the above scenario, another option is possible where shareholders with the help of the supervisory board can depose of the existing management. In public companies managers can also try to achieve their personal goals. However, unlike private companies, in public companies it is possible to control the management labour over the law and authorized government agency. Also, managers in public companies are aware of the risk if procedures that are not in accordance with the law are found out about. In order to reduce fraud of managers, the supervisory board is the one that supervises rewards or punishes achievements of managers depending on their achievements. So, managers can in different ways increase the cost of companies above those that are set as minimum for a given amount of production (e.g, hiring more labor, spending more money on travel, entertainment, etc.). All this increases the utility for managers, but at the same time it reduces the profit of enterprises. The amount of the costs that are set above the minimum is called the tendency of cost or cost preferences of a manager. The choice between compensation and cost preferences can be presented on a graph.

Graph 8. The choice between compensation and cost preferences

Let’s assume that the supervisory board determines the level of wages or compensation of managers at the W* with the expectation of maximizing profits. If managers do not maximize profits, the supervisory board will reduce his compensation. Line aa indicates managerial budget restriction between compensation (W) and cost preferences (EP). The curves I₀, I₁ and I₂ indicate the indifference curves of managers that are noting their different levels of utility. A manager maximizes the utility in the point A where the indifference curve I₁ touches the budget line aa. We can conclude that in this case the manager prefers a combination of EP ‘and W’ of the W* which maximizes profit and reaches a higher level of utility (I₁ > I₀). A manager pays less compensation with a higher level of utility (W < W*).

2. CONCLUSION

Fast and constant changes in today's world often reflect on the functioning of a company. The company has to constantly keep the pace with changes in lifestyle and development of technology as the smallest form of staying behind in the process of progress can be disastrous for the company itself. Changes in the activities of a company are crucial and are a conditio sine qua non for the existence of a company. So, in order to be able to speak of success and progress, it is necessary to invest in the main engine of progress in the company - human resources. Human knowledge is extremely important for the success of a company. The success of a company is based on the individuals and their knowledge that leads to success of the company. It is very important that companies recognize these individuals upon who the success of the company is based and to know who these individuals which are pushing the organization forward are. Related to this, it is an increasingly common practice to reward workers wether in the form of financial or non-financial gains. These are only efforts that companies want to emphasize in its competitive environment. Development of a good organizational structure where employees are satisfied and motivated is a tendency of every good manager. As the environment of companies becomes more and more dynamic, it is necesary to establish a good system of controlling cost that will track their movements on a daily basis. Even one small change compared to the planned production of costs can act as a signal of inefficiency and thus be faster and more effective in preventing negative consequences that could arise from this situation. Although at first, the crisis does not have such dramatic proportions; its negative impact on the image of the organization can be very big and can threaten the long-term survival of the company. Most businesses, as a response to the economic crisis, use restrictive measures such as firing employees and reducing salaries. We can conclude that these companies are not going out of a crisis stronger and more competitive, but just the opposite. They will need much more time to recover. The thing that has been proved to be successful in the situations of crisis is exactly the opposite – increasing of investments in new products create a positive spirit not only for employees, but also for other participants in the market, and most importantly, the production of the company achieves new additional revenues. But to increase the level of investments in new products, it is required that the companies know very well their structure of costs and their functioning. The importance of functioning of fixed and variable costs in relation to the amount of capacity that is used, is important not only to conduct in the long-term, but also for the current trade policy. To lead a successful long-term policy, it is important to know the required investment plan and the possibility of product placement in the form of additional resources for the company.
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ABSTRACT
Smart cities are debated intensively and even ranked according to different indicators. There is no consensual definition of the notion yet, but surely the concept consists of smart communities and networks as related to human and social capital, innovative solutions in combining traditional transport/energy/social infrastructure with modern ICT communication tools, and social network and open data approaches supporting participatory governance. The interaction of three factors is believed to boost economic growth and to provide a high quality of life. New ideas require innovative technological solutions, but this is not possible without enablers and facilitators in the city society - social innovators. In the paper, the networks of social innovators are analyzed in the cities of Slovakia and particularly one the important smart communities within the cities – start-up ecosystems and their relationship to local universities. The main research question is which city factors are significant in process of creation, evolution and operation of start-up ecosystem and what attributes are specific for start-up ecosystems in post-communist countries. The ecosystems are identified as firm-, institution- or personalities/networks-centric.
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ABSTRACT
This paper draws upon theories of leadership and ethics to add to the understanding of ethical and cultural factors that impact on expatriates’ experiences. The paper discusses issues for expatriates, particularly relevant for those who are appointed as leaders of corporations in other countries. The paper addresses a wide range of cultural issues and how expatriates might manage the conflicts and risks emerging from different cultural values, attitudes and practices. Examples of the difficulties faced are given, as are consequences. The article concludes with some general observations, particularly relevant to those people employed as corporate expatriate managers.
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1. INTRODUCTION
As trade barriers fall, enterprises and their leaders are moving across boundaries to take advantage of the opportunities offered by global trade. At the same time, in response to the continuous disclosure of poor and unethical decision making and behaviour, society is demanding that our leaders respond by recognising the human rights of communities, employees and other stakeholders, are socially responsible and protect the environment.

In this context, the attributes, competencies and ethics of expatriates has become an important issue. While there are many papers about leadership, there are few which examine how culture and ethics influence leadership. The paper examines who are expatriates, the difficulties for individual, families, the cultural differences encountered, ethical issues and how the way they are addressed is influenced by individual personality, ethical stance and perceptions of the expectations of their followers. Examples of the difficulties faced are given, as are consequences. The article begins by defining who expatriates are.

2. WHO ARE EXPATRIATES?
An expatriate is a person temporarily or permanently residing, as an immigrant, in a country other than that of their citizenship. The word comes from the Latin terms ex (out) and patria (native land). In common usage, the term is often used in the context of professionals or skilled workers sent abroad by their companies. Unlike migrants, the intention of expatriates is to return to their home country at some stage. A distinction can be made between corporate expatriates sent overseas by their companies, and self-initiated expatriates who, rather than being sent overseas, are recruited by local companies.
Being a self-initiated expatriate (SIE) in general refers to expatriates who are hired individually on a contractual basis and are thus not transferred overseas by a parent organization (Andresen, Bergdolt & Margenfeld 2012). Selmer and Lauring (2010) define SIEs with regard to three specific characteristics, namely that they had acquired their current job independently (self-initiated), that their current job was a steady position (regular job) and that their nationality was different from that of their host country (expatriate). Among these are the employees who live in one country, but commute to another for work. Typically a worker will spend a week or two at the work location and return home at weekends. This is common for domestic employees in Asia, and in the mining companies of far Western Australia the miners will commute from Perth or another major city, i.e. fly in and fly out (FIFO) according to their work schedule. Many not-for-profit organisations, such as Red Cross and Médecins Sans Frontières, operate in this way, flying their staff expatriates into and out of disaster and war zones to provide assistance.

To these could be added a growing number of people who follow the sun, often backpackers, or retirees owning homes in both their birthplace and overseas. In some cities, the expatriate population outnumbers the locals. In Dubai, for example, expatriates from India, Pakistan, Bangladesh, Philippines and Western countries represent 80 per cent of the residents.

There are further distinctions between those who travel with no intention of remaining; those sent by their company to provide expertise or learn; those who choose to live elsewhere with the clear intention of returning home at some stage; and those who have a working holiday in order to further their experience.

Another category of people are students and academics, who go abroad temporarily for education purposes. Recently the OECD (2016) reported that six per cent of all tertiary students in the OECD (approximately 4.5 million students) were studying in a country other than that of their citizenship.

It would be a significant omission not to mention those who choose to retire abroad. The commonly given motivations of older expatriates are a lower cost of living, a less stressful lifestyle, and better weather (Eisenberg 2015). They certainly got the first and third, but doubtfully the second – lower stress. Among the several attractions are cheaper living, a warmer climate, the affordability of health care, and the attraction of fellow citizens abroad. Against that one must put the challenges from absence from family and friends, an alien language, and coping with a foreign culture.

That study, an American one of 389 expatriates living in South America, may or may not be generalisable. What was also found is that expatriate retirees did contemplate returning home. Eisenberg’s (2015) study reported 85 per cent who were satisfied, but that necessarily excluded those who had returned home, and thus the dissatisfaction level may be much higher. According to the HSBC Bank (2017) survey of expatriates, Canada has the most retirees living abroad (31% compared to the global average of 11%).

Of the available definitions the one that seems to be most apt defines an expatriate as: ‘a person temporarily or permanently residing, as an immigrant, in a country other than that of their citizenship’. This is distinct from that of migrants who intend to settle elsewhere and become permanent residents. The foreign-born are therefore a large class of people living beyond their place of birth, and expatriates are a part of that cohort. Here, the focus is upon expatriates rather than upon migrants and, in particular on those appointed to leadership positions in their temporary home.
The advantage to multi-national companies of appointing expatriates to lead their global subsidiaries is that they can transfer their knowledge and skills, expand into new markets and maintain on-the-ground control of operations. This is of particular importance to maintaining the reputation and brand of the parent company. Local companies who employ expatriates can access the skills and experiences of their multi-national competitors and also fill gaps in a local employment market.

3. DIFFICULTIES ENCOUNTERED BY EXPATRIATES
Among the difficulties that expatriates may encounter are lack of support, leaving families behind, unwillingness of family and spouse to move, spouse employment, education options for children, lack of cross-cultural training, or rejection by the host community. Most of all is the appropriateness of responses to a different culture.

The problems arising from cultural insensitivity include such issues as attitude to time and punctuality, the importance of personal relationships, loyalty, gifting, and social responsibility. The ways in which these are addressed can be a function of a person’s personality.

**Personality**
During the process of selecting and training appropriate expatriates, numerous individual factors related to adjustment have been studied. Personality, personal skills, previous international experience, and family situation are among the most important factors influencing the expatriates' adjustment.

The personalities of people, including intelligence, a sense of adventurousness, a willingness to favour those less fortunate, and a readiness to deal with uncertainty and even endure sub-optimal conditions may be essential attributes for successfully coping with a new and especially a challenging environment.

While intelligence has a long and distinguished research history there recently was a development by Goleman (1996). His analysis involved what came to be called ‘emotional intelligence’, and involves being sensitive to emotions (Conte 2005). Misunderstandings can easily occur. For example, should an expatriate be stopped by police, their emotional responses in an unfamiliar manner may be misinterpreted as arrogant or insolent. Those from some cultures find the over-exercise of power by petty functionaries difficult to understand, and never to be admired. By way of contrast, there are cultures in which the firm exercise of bureaucratic function is seen as both normative and right (Francis 2014). Cultural intelligence is defined as the specific ability to adapt attitudes and behaviour to new cultures, see McNulty and Inkson (2013).

To these definitions of intelligence, can be added the concept of ethical intelligence. While emotional intelligence is related to understanding emotion: ethical intelligence, on the other hand, involves being concerned rather than just understanding. This becomes a major issue for people working in non-profit organisations who may find themselves negotiating with local power factions for resources or even gaining permission or protection to operate as has happened in times of environmental disasters or other crises such as the war in Syria. A balance here, in some contexts, is between becoming involved in local disputes and achieving humanitarian aims.
Personality represents an individual level of cultural analysis while more group and social perspectives have been applied to analysis of national and business cultures.

**Culture**

Culture is shared values, beliefs, customs, attitudes, ideas and ideals: it is the common frame of reference that allows people to cope with their daily lives. As such, culture is a metonym for a significant part of our identity.

Although values such as courtesy and honesty can be included among universal values, there are vast differences in how these are practiced. There is also a vast difference between cultures on beliefs and attitudes. Attitudes about women are an example. The range is from the requirement of total subjugation to the clear emancipation (and perhaps even elements of strident feminism). In Saudi Arabia, for example, there are strict rules that govern what women may or may not do. Women do not have the same rights as men in the matter of divorce, nor may they marry outside Islam. If a Saudi woman wants to go to hospital, she needs permission from a male relative, women must attend separate schools, and they are not allowed to drive.

Cultural values may collide on several issues. Among such are the notion of collective responsibility, attitudes to women, and judgments about body shape, animal rights, bribery, secret commissions, and loyalty-to-family versus loyalty-to-principle. Important themes in international dealings are those of the need to resolve issues of values in relation to different cultures, and to try to find principles that transcend culture. At a personal level one might make the same observation: people do not necessarily come in fixed packages, and not all people from one culture hold the same degree of value attachment to different objects, issues, and principles.

**4. RESEARCH INTO BUSINESS CULTURES**

Research into culture in organisation is extensive. Hofstede (2005), Trompenaars and Hampden-Turner (2002) and House et al (2004) have all defined various dimensions that describe international and business cultures. Hofstede (2005) categorised cultures along dimensions of power distance, uncertainty avoidance, individualism/collectivism, masculinity/feminism, long-term/short term outlook, and indulgence/restraint. Trompenaars’ and Hampden-Turner’s (2002) cultural dimensions were universalism/particularism, individualism/collectivism, specific/diffuse roles, achievement/ascriptor of social values, a past/future time perspective and relationship (control) with the environment. Nine cultural dimensions emerged from House et al’s (2004) study of Global Leadership and Organisational Behaviour Effectiveness (the GLOBE study) adding two further dimensions (gender egalitarianism and performance orientation) to the above.

Steers, Sánchez-Runde and Nardon (2010) concluded that all these models have contributed to our understanding of global management and the world of business but that many of the dimensions overlapped. Their response was to draw the constructs together in a composite model of five core cultural dimensions that was applicable to a contemporary environment. These were: power distribution: hierarchical versus egalitarian; social relationships: individual versus collective; environmental relationships: mastery versus harmony; time and work patterns: monochromic versus polychromic (managing one thing at a time or everything at once); and uncertainty and social control: rules versus relationships based.
While the above studies were important in understanding culture, the relationships between culture and leadership have also been explored in studies with a focus on leadership models (Grow & Armstrong 2017; Muenjohn & Armstrong 2007).

5. LEADERSHIP AND CULTURE
Hofstede’s cultural dimensions provided the framework for Muenjohn’s and Armstrong’s (2007) study of the differences in values between Western (Australian) and Asian (Thai) leaders. Individualism-collectivism described the Western tradition of self-reliance and entrepreneurial behaviour contrasted with the commitment to the good of the group seen in Asian cultures. Those who valued individualism were expected to be more self-oriented and interested in promoting their own interests. In contrast those who were collectivists put a higher value on the values of their social group, family and their corporation. Power distance described the relationships between people in a business hierarchy. Leaders in a high ‘power distance’ were respected because of their position and assumed much authority. In more egalitarian countries, leaders are often the ‘one among equals’ who must earn both personal authority and position power. Australian culture registers as comparatively ‘low’ on power distance, ‘medium’ on uncertainty avoidance, ‘high’ in individualism and comparatively ‘high’ in masculinity (Hofstede 2005).

The masculinity-femininity dimension suggests that strongly aggressive and competitive values dominate masculine type societies in contrast to the less competitive and more collaborative feminine style of leader. Uncertainty avoidance describes the need for structure, stability and certainty. Members of a community high in uncertainty avoidance are likely to be insecure, less tolerant of deviance and more aggressive in the workplace.

Two further scales Hofstede related to culture were Short-terminism and Indulgent self-restraint. Long-term vs short term was one of the two further scales. Hofstede found that leaders with a short-term orientation were more likely to look for quick results. In an indulgent community people feel less restrained by peer group and cultural values and expectations.

The conclusions from Muenjohn’s and Armstrong’s (2007) study confirmed the collectiveness nature of the Thai society and the dislike of uncertainty in the workplace. Thai subordinates exhibited a high sense of group identity and respect for authority. They also expected a high degree of paternalism from their leaders. Leaders were expected to take an interest in their families, respond to personal problems and be active participants in social activities.

In their study of different national leadership styles Grow and Armstrong (2017) aimed to determine the preferred leadership style of Australian and Chinese leaders from the hospitality industry and the impact of cultural and socio-economic variables on their leadership styles.

The methodology was a survey of 500 hospitality industry employees from each country which collected data on demographics and leadership styles using the Multifactor Leadership Questionnaire and a structured questionnaire (Grow & Armstrong 2017). Research into the components of the Full Range Leadership Model has been extensive (see Muenjohn, Armstrong and Francis (2010) for a review). The validity of the model has been confirmed in numerous investigations of components of the model (Bass & Riggio 2006; Muenjohn & Armstrong 2008), cross-cultural research (Muenjohn & Armstrong 2007) applications in industry (Grow & Armstrong 2013, 2015) relationships with organisation performance (Krüger, Rowold, Borgmann, Staufenbiel & Heinitz 2011; Lam & O’Higgins 2012) and increased creativity in followers (Eisenbeiß & Boerner 2013).
The findings of Grow’s and Armstrong’s (2017) study confirmed that Australian and Chinese managers use both transformational and transactional leadership styles, but Australians prefer transformational leadership more so than their Chinese counterparts. Age, education, sex and ethnicity were all correlated with leadership style. Persons who were older and with higher levels of education were more likely to use transformational leadership and those who were younger (20-30) preferred transactional leadership styles. The less educated were more likely to use Laissez-Faire leadership. There was more similarities than differences between participants due to sex.

6. LEADERSHIP AND ETHICS

In their review, Muenjohn et al. (2010) described research into the model’s three major factors, Laissez-Faire, Transactional and Transformational leadership. Laissez-Faire leadership represents a lack of leadership, in which case no transaction occurs between leaders and followers. Research into Laissez-Faire leadership found that followers would turn to other sources for guidance or attempt to usurp the role of the legitimate appointed leader (Avolio & Bass 1994). Transactional leaders are seen to be concerned with day-to-day management of a particular work group or department. Behaviour displayed by transactional leaders is strongly aligned with generic conceptions of ‘management’ rather than ‘leadership’. Transactional leaders reward their followers for completion of tasks and punish them for non-compliance or poor performance (Grow 2014). While transactional leaders focus on day-to-day management, transformational leaders engage in a more strategic style of ‘leadership’ which communicates the organisation’s long-term vision (Bass & Riggio 2006) while encouraging followers to increase their skillset and personal capacity to perform. While the Full Range Leadership model appears to present a binary view of leadership, and is often misinterpreted as ‘transactional = bad and transformational = good’, this is not the case.

An emerging body of leadership is gaining attention in academic circles is that of the ‘corporate psycopath’ (Grow & Armstrong 2015). Such leaders are thought to exhibit outwardly and publicly the characteristics of transactional leadership. Within the organisation, that is inwardly and privately, the same leaders pay scant regard to ethics, and display a toxic style of leadership wherein they bully their followers and encourage disruptive and counterproductive work practices while hindering organisational productivity to promote their own self interest (Boddy 2013). In the context of leadership style, Bass and Riggio (2006) described this as the concept of “Pseudo Leadership” which occurred when transformational leaders “use their abilities to inspire and lead followers to destructive, selfish and even evil ends” (p. 5). Several researchers following this notion have investigated the ‘dark side of transformational leadership’ – see Armstrong and Francis (2017) for a review.

In contrast, when a leader subjects their vision and its implementation to scrutiny to determine if it has a higher purpose, they are exhibiting ethical leadership. The terms ethics and morals are sometimes used interchangeably, although one can make distinctions (the word ethics is from Greek, whereas the word morals is from Latin). Ethics determine what is good or right for individuals and society, what goals people and society ought to pursue, and what actions they ought to perform. More commonly, the word morals refers to the standards held by the community, often in a form not explicitly articulated. Morality is therefore influenced by social norms and beliefs. As discussed above, leaders values and followers expectations are influenced by cultural norms. So what is seen as moral in one society may not be seen so in another. Similarly, acting according to one’s conscience is not always acceptable action in another culture. Good corporate governance practices such as standards for whistleblowing
promote ethical behaviour (Francis & Armstrong 2011). In studies of whistleblowing (Armstrong & Francis 2009, 2016; Dussuyer, Smith & Armstrong 2016; Francis & Armstrong 2010) cultural norms and context play a major role in motivating employees to ‘blow the whistle’. The expatriate who was appointed to be CEO of a leading Japanese technology company, blew the whistle on the fraud he uncovered only to find himself fleeing for his life. Whistleblowing studies also reveal the conflict between doing the right thing by disclosing corruption but being punished with ‘exile’ by their company culture.

According to Bass (1985) transformational leadership was a process in which leadership behaviour sought to increase awareness in followers of what was right and important for the organisation. This process was associated with motivating followers to perform beyond expectation their self-interest for the good of the group or organisation. Leaders influenced followers by their vision and putting followers and organisation needs ahead of their own, expressing high expectations and confidence in followers, seeking their participation in decisions, and treating and recognising followers as individuals rather than being one of a group. In turn, followers identified with the vision or aspirations of the leader, developed their skills and felt valued and important (Muenjohn et al. 2010).

Transformational leadership has been most successful in giving significant insight into how leaders can influence their followers. Leaders can advance strategies that influence followers in various ways. They are therefore well placed to take advantage of their followers’ loyalty, to enhance the performance of followers and their organisations. Alternatively, because of their knowledge, they may also, perhaps, manipulate them in ways that are to the leaders’ advantage, and not always to the advantage of their followers or their organisations.

Transactional leaders responded to followers’ needs and desires as long as followers ‘did the job’ and achieved desired outcomes of transactional leaders. The most important factor here was a consistent strategy using contingent reinforcement (recognition, bonuses, or promotion). Transactional leadership, while it appears to lack the higher order values or aspirations of transformational leadership is very effective in some contexts such as sales and the hospitality industry (Grow & Armstrong 2013). The weakness in using this leadership style was the difficulty faced by leaders in identifying the needs of their followers, the appropriate rewards, and the difficulty for a leader who did not have the power or resources to give the awards. The latter is likely to occur in start-up ventures or in mature companies should they be impacted by rapid growth or market changes that reduce cash-flow.

7. CONCLUSION
Although the focus of the two studies described above differs. There are practical implications drawn from these two studies for expatriate leaders. The type of leaderships that will ensure success depends on:

- Knowing the industry context. Working in a competitive multinational financial firm in Dubai will require a different approach to that used in a non-profit charity such as Red Cross. This means that leaders must understand the context in which they work.
- Understanding cultural norms and expectations. Cultural dimensions external to the group reflect national values that affect both subordinates’ and leader’s values and behaviours. Active social participation requires an understanding of social mores and norms. Leaders and followers are influenced by national cultural values. Sensitivity to dress appropriately is a very basic requirement but not respecting local norm and traditions can be a disaster. Subordinates expecting transactional leadership, firm direction and clarity of financial arrangements with individuals will be equally as confused as those from a collectivist
transformational culture expecting team work and group participation. It is vital for leaders to be aware of these differences if leaders are to know what is expected of them and to also identify opportunities to lead and shape the expectations of followers.

- Acting in ways that engender trust and confidence. This requires a sound knowledge of the leader’s own attitudes, biases and competencies. Acting consistently in ways that reduce uncertainty and build certainty, not slavishly following local practices but balancing expectations of leadership, with achieving the right outputs. What is ‘right’ is not always obvious and most ethical decisions require balancing the protection of individual rights and needs against and alongside of the rights and needs of others.
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ABSTRACT
The growth of competitiveness of regions depends on their capacity to innovate. With increasing degree of understanding of clusters, clusters are becoming an important component of national and regional economic program. Peripheral regions are disadvantaged and because of their localization they have only few links with international networks in science, technology and innovation. Innovations are increasingly based upon a “Triple Helix” of university-industry-government interactions. The Triple helix approach depends on the building of partnerships between various regional, local governments, universities, private sector and NGOs and is a key issue at both national and regional level, although it is not easy to manage the process. There are the difficulties during the triple helix approach implementation in the former post-communist countries, including Slovakia and Ukraine. The paper is focused on two cross border peripheral regions (Košice Region in Slovakia and Zakarpatska region of Ukraine). These regions need to seek opportunities for economic development which are not based only on the foreign capital attraction. The innovative potential of two converging and cross-border regions is examined and possibilities of cross-border clusters and cluster initiatives creation discussed. The paper presents key factors for cross border cluster s and cluster initiatives enhancement and is based on the primary research undertaken for ICT and Food Industry sector in both targeted regions. The role of social capital for cluster initiatives support is discussed as well.
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ABSTRACT
This paper examines the effect of emigration on wages of stayers (non-emigrants) in Nepal. For the last two decades, mass emigration from Nepal to other countries has only been growing. Despite the fact that a number of researches have been dedicated on the effects of immigration on native wages, a very few researches have attempted to investigate the impact emigration on the wage of source countries. Using migration network as an instrument, this research finds an overall positive effect of emigration on the wages of remaining workers at least in the short run. Sector wise, wages in non-agricultural saw a significant rise while the wages agriculture sector remains unaffected suggesting that the emigration rate for more skilled labors, generally employed in non-agriculture sector are emigrating from the country.

Keywords: Emigration, Migration Network, Wages

1. INTRODUCTION AND LITERATURE REVIEW

Despite the fact that a number of researches have been dedicated on the effects of immigration on native countries, a very few researches have been done on the effects emigration on the labor markets of sending countries. One of the possible reason for the handful of research on this field could be the scarcity of data on emigrants and their characteristics. Nevertheless, it is getting quite good attention from the researchers in recent years.

Hanson (2005) examines regions of high external and internal migration in Mexico and finds that earnings for males increased in high migration regions. Earnings increased by 6-9% in high-migration regions as compared with low migration region. Mishra (2007) ingeniously matches Mexican immigrants in both US and Mexican censuses and applies education-skill group approach proposed by Borjas (2003) to estimate the effect of emigration on the wage of stayers. She finds that 10% increase in emigration for an education-skill group increases wages by an average of 3.2 percent for similar groups in Mexico. Benjamin (2013) reinforces the findings for positive wage impact of emigration by analyzing data on the stayers in Lithuania. Chiquiar (2005) shows that Mexican states with larger trade and migration links benefit from increased faster wage growths and labor returns. Dutsmann (2015) investigate the impact of emigration on Polish wages for 10 years (1998-2007) and conclude that emigration increased wages of high and medium-skill but they suspect negative effects for those at the lower skill group.

There are two dominant theoretical foundations for labor migration; macro and micro models. The macro model migration of theories explain that the labor migration is a part of economic development. Due to differences in geography that results differences in supply and demand of labor migration occurs. This difference is mostly observed between rural the agricultural sector and the urban non-agricultural sector. One of the basic models (Lewis, 1954) assumes that a perfect labor market with a surplus labor in the traditional agricultural sector. The urban sector absorbs the surplus labor from the rural sector. The rural sector workers are attracted by the urban sector because of a positive wage differential.
Another strong macro model for the labor migration is dual market theory (Priore, 1979). The dual market theory explains that labor migration occurs from structural demand from developed countries, as the wage rates in the labor market in developed countries are high. The primary sectors provide jobs that are well paid. The secondary sector also attracts unskilled workers with higher wages than the labor markets in the countries of origin. Thus, emigration of labor to the developed countries takes place until the wage rates become the same in the two countries.

The micro models of migration emphasize the human capital approach where an individual is assumed to act independently in making decisions whether to migrate or to stay. The motivation for the decision comes from maximizing the personal utility. The traditional approach to micro models regard migration as an investment in human capital, an idea developed by Sjaastad (1962). According to this approach, migration decision is made not only because the income differences but also due to differences in returns to skills. The model predicts the migration patterns of less educated people from those regions with high income-inequality to the regions with low-income inequality. On the other hand, as migration improves their relative returns, educated people from low income-inequality regions migrate to high-income inequality regions.

1.1 Labor Emigration from Nepal

The present wave of migration began The Labor Act of 1985 that paved the way for the recent migration trend of Nepali workers to foreign countries. The government of Nepal has recognized overseas employment opportunities as a means to reduce poverty and unemployment in the country. Promotion of foreign employment has been emphasized in the Ninth five-year-plan (1997-2002) and Tenth Five-year plan (2002-2007). These plans sought not only to reduce unemployment but also to reduce income, gender and ethnic disparities through foreign employment (Gurung, 2004).

Due to high demand for labor, the rapidly growing Gulf countries and Malaysia are the main destination for Nepalese migrant workers. Out of 384,665 people that left Nepal for employment in 22 different countries in 2012, Qatar and Malaysia attracted 105,681 and 98,367 respectively. An estimated 11.8 percentage of the populations live in foreign countries and 32.1% of the households have at least one member who migrated to foreign countries (CBS, 2012).

Poverty and unemployment can be attributed as the chief reasons for the migration of Nepalese workforce to foreign countries. Nepal is one of the poorest countries with $619.5 nominal GDP per capita (World Bank, 2012) as of 2012. A quarter of the population is bound to live below the poverty line with the unemployment rate at 46% in 2012 (CIA World Factbook, 2012). An estimated 11.8 percentage of the populations live in foreign countries and 32.1% of the households have at least one member who migrated to foreign countries (CBS, 2012).

Labor migration has clearly brought benefits to the Nepalese society. The poverty level has declined to 31% in 2004 from 42% in 1996 of which more than half of the decline has been linked to contribution of remittances by migrants (Adhikari, 2011). A further declined from 34% to 21% between 2004 and 2010 would have been impossible without remittance. It would have just declined to 27% in absence of remittance (Adhikari, 2011). However, the impact of emigration on the wage earnings of stayers remains unaccounted. Prior literature on this topic are mostly focused on wage effects on the source countries such as Mexico and some other EU
nations but almost no research exists for countries outside North America and Europe. A simple labour demand/labour supply theory predicts wage growth when emigration occurs via decrease in labour supply. The paper is based on this simple hypothesis. The rest of the paper proceeds as follows. Section 2 describes empirical strategy; section 3 describes data and descriptive statistics. Results of analysis and conclusion are presented in sections 4 and 5.

2. EMPIRICAL STRATEGY

A simple labor demand-supply model in a competitive market can easily explain the effect of emigration on wages of a source country. Increased emigration results in reduction on labor supply thereby increasing the wages of the non-migrants. As shown in Figure 1, equilibrium wage, \( W_0 \) increases to \( W_1 \) when labor supply shifts from \( S_0 \) to \( S_1 \) due to emigration.

![Figure 1: Effect of Emigration on the wages of a source country](image)
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Figure 2: Effect of Emigration on the wages of a source country when labor demand is increasing
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Similar effect could be predicted when the labor demand in a source country is increasing.

Figure 3. Effect of Emigration on the wages of a source country when the labor demand is falling

Labor demand in a source country could fall owing to various structural changes. Figure 3, shows one example on how emigration affects wages when labor demand falls in a source country. The equilibrium wage is determined depending upon the demand magnitudes of the emigration and reduction on demand. To capture the effect of emigration on wage of stayers, a simple starting point could be the estimation of the following model.

\[
lwage_{ij} = \beta_0 + \beta_1 \text{Emi}_{2011} + \beta_2 X_{ij} + \mu_{ij} \tag{1}
\]

Where, \(lwage_{ij}\) is the log of real wage for an individual \(i\) (stayer) in a place \(j\); \(\text{Emi}_{2011}\) is the ratio of emigrants (15-65 years of age) to the labour force (15-56 years of age) in the region \(j\) in the year 2011; \(X_{ij}\) is the vector of individual characteristics; education, experience, gender, etc. for a stayer \(i\) in region \(j\), and \(\mu_{ij}\) is an error term.

\(\beta_1\), the coefficient of primary interest, cannot have causal interpretation as emigration (\(\text{Emi}_{2011}\)) is potentially confounded with unobserved factors that indirectly affect wage via emigration. Numerous literatures (Zimmermann, 1997) (Rapoport, 2010) (Genicot, 210) (Espinosa, 1997) argue that migration network (a form of social capital) is an important driving force for migration. Migrants provide useful information, financial assistance, sense of security, etc. to other potential migrants in the country of their origin. Based on the idea that emigration triggers further emigration (migration network), this paper uses past emigration rate (Emigration rate in 2001) as an Instrumental Variable (IV) to estimate the effect on the present emigration rate (Emigration rate in 2011) so as to overcome the issue of endogeneity. The first and second stages of the two-stage least squares (2SLS) can therefore, be specified by equations (2) and (3) respectively as below:

\[
\hat{\text{Emi}}_{2011} = \delta_0 + \delta_1 \text{Emi}_{2001} + \delta_2 X_{ij} + \varepsilon_{ij} \tag{2}
\]

\[
lwage_{ij} = \alpha_0 + \alpha_1 \hat{\text{Emi}}_{2011} + \alpha_2 X_{ij} + \eta_{ij} \tag{3}
\]
Where $Emi_{2001}$ is the emigration rate in 2001, $X_{ij}$ is same as defined before and $\varepsilon_{ij}$ and $\eta_{ij}$ are the error terms. Equation (2) is estimated using an ordinary least squares (OLS) technique to generate the predicted value $Emi_{2011}$. Finally, equation (3) involves estimating wage as a function of predicted level of emigrants, i.e. $Emi_{2011}$ and other individual-level characteristics.

### 2.1 Data and Descriptive Statistics

The National Living Standard Survey (NLSS) is a nationally represented household level survey conducted by the Central Bureau of Statistics, Government of Nepal. NLSS is one of the most comprehensive surveys that includes data from representative households all over the country. The survey based on 7,020 households across the country covers more than 16,000 individuals. Detailed questions about family living conditions, education, income, etc., were asked. This paper uses a cross-section data from NLSS III conducted in 2010/2011. The survey covers all 75 districts in Nepal.

Further, I use Nepal Census 2011 data to compile number of emigrants and workforce for district level and calculate the ratio of emigrants to the total working population for the year 2011. Similarly, ratio of emigant to work force for 2001 is calculated from Nepal Census 2001 data for each district level. The ratio of emigrant to work force for 2001 is used as an instrumental variable. The variable ‘experience’ is defined as age in 2011- No. of years of Schooling -6. Individuals working in their own enterprises are excluded from the sample. Wages are converted into hourly wage. Figure 4 shows the trend of emigration in the year 2001 and 2011 corresponding to each district. Broadly, it can be said that the pattern of emigration is similar for both the years albeit with different magnitudes reinforcing the theory of Migration Network. Mean and standard deviation of the variables used are presented in Table1.

![Figure 4: Labor Emigration rates (ratio of emigrants to remaining workforce) in the year 2001 and 2011](image)
Table 1: Descriptive Statistics of the variables used in the Regression

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>Std. Dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>lwage</td>
<td>3.576501</td>
<td>.6856176</td>
</tr>
<tr>
<td>Emi2011</td>
<td>7.332251</td>
<td>3.698489</td>
</tr>
<tr>
<td>Female</td>
<td>.5878678</td>
<td>.4922435</td>
</tr>
<tr>
<td>Educyears</td>
<td>6.898756</td>
<td>4.20427</td>
</tr>
<tr>
<td>Experience</td>
<td>20.25398</td>
<td>14.15469</td>
</tr>
<tr>
<td>Experiencesq</td>
<td>610.5472</td>
<td>658.3703</td>
</tr>
<tr>
<td>Mountain(base ural_terai)</td>
<td>.06842</td>
<td>.252478</td>
</tr>
<tr>
<td>Urban_hill</td>
<td>.1945788</td>
<td>.3958961</td>
</tr>
<tr>
<td>Rural_hill</td>
<td>.2916163</td>
<td>.4545295</td>
</tr>
<tr>
<td>Urban_terai</td>
<td>.1241435</td>
<td>.3297618</td>
</tr>
</tbody>
</table>

N=2,715

3. RESULTS

The results of regression on for the full sample is presented in the Table 2. The results of OLS first stage and second-stage of 2SLS are significant at 1% level. The OLS estimate shows that 1 percentage point increase in emigrant increases the wage by 1.6 percentage. While the IV estimate predicts 2.3 percentage points rise in real wage for every percentage point increase in emigration.

Compared to OLS estimates, the IV estimates show a slightly larger effect on wages. It can be seen from columns (1) and (3) in Table 2 that the difference in OLS and IV estimates is 0.7 percentage points. The reason for the difference could be that OLS estimation could be downward-biased towards zero if unobservable factors reduce the probability of emigration. Suppose that if the economic growth or FDI inflow is high, the negative correlation between better employment opportunities at home country and emigration will bias the OLS results downward. As expected number of years of education, affects wage positively. As for the regions, wages in the urban hills saw the largest increment.

Table following on the next page
### Table 2: Results of Regression for the full sample

<table>
<thead>
<tr>
<th>Variables</th>
<th>OLS Estimate</th>
<th>First Stage</th>
<th>IV Estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Emi2011</td>
<td>0.0162***</td>
<td></td>
<td>0.0231***</td>
</tr>
<tr>
<td></td>
<td>(0.0060)</td>
<td>(0.00680)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>-0.0609</td>
<td>0.112***</td>
<td>-0.0646</td>
</tr>
<tr>
<td></td>
<td>(0.0421)</td>
<td>(0.0422)</td>
<td></td>
</tr>
<tr>
<td>Educyears</td>
<td>0.0532***</td>
<td>0.0144***</td>
<td>0.0532***</td>
</tr>
<tr>
<td></td>
<td>(0.00538)</td>
<td>(0.00538)</td>
<td></td>
</tr>
<tr>
<td>Experience</td>
<td>0.00746</td>
<td>0.00209</td>
<td>0.00789*</td>
</tr>
<tr>
<td></td>
<td>(0.00477)</td>
<td>(0.00477)</td>
<td></td>
</tr>
<tr>
<td>Experiencesq</td>
<td>-4.30e-05</td>
<td>-3.19e-05</td>
<td>-5.06e-05</td>
</tr>
<tr>
<td></td>
<td>(0.000101)</td>
<td>(9.77e-05)</td>
<td>(0.000101)</td>
</tr>
<tr>
<td>Mountain</td>
<td>0.0459</td>
<td>-1.193***</td>
<td>0.0582</td>
</tr>
<tr>
<td></td>
<td>(0.0841)</td>
<td>(0.0842)</td>
<td></td>
</tr>
<tr>
<td>Urban_hill</td>
<td>0.202***</td>
<td>0.0236</td>
<td>0.203***</td>
</tr>
<tr>
<td></td>
<td>(0.0600)</td>
<td>(0.0600)</td>
<td></td>
</tr>
<tr>
<td>Rural_hill</td>
<td>0.164***</td>
<td>0.425***</td>
<td>0.147***</td>
</tr>
<tr>
<td></td>
<td>(0.0563)</td>
<td>(0.0568)</td>
<td></td>
</tr>
<tr>
<td>Urban_terai</td>
<td>0.195***</td>
<td>0.313***</td>
<td>0.195***</td>
</tr>
<tr>
<td></td>
<td>(0.0752)</td>
<td>(0.0751)</td>
<td></td>
</tr>
<tr>
<td>Wage_agri</td>
<td>-0.526***</td>
<td>-0.0120</td>
<td>-0.524***</td>
</tr>
<tr>
<td>(= 1 if agriculture)</td>
<td>(0.0714)</td>
<td>(0.0713)</td>
<td></td>
</tr>
<tr>
<td>Emi2001</td>
<td>1.091***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.00743)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>3.151***</td>
<td>3.476***</td>
<td>3.100***</td>
</tr>
<tr>
<td></td>
<td>(0.0899)</td>
<td>(0.0804)</td>
<td>(0.0931)</td>
</tr>
<tr>
<td>Observations</td>
<td>2.715</td>
<td>6.351</td>
<td>2.715</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.085</td>
<td>0.806</td>
<td>0.086</td>
</tr>
</tbody>
</table>

Robust Standard errors in parentheses

*** p<0.01, ** p<0.05, * p<0.1

Tables (3) and (4) display the results of wage regressions for individuals working in agricultural and non-agricultural sectors. In agricultural sector, the coefficients of emigration are small and negative but non-significant in both OLS and IV estimates Table 3 columns (1) and (3). However, in non-agricultural sector (Table 4) the both the estimates (column 1 & 3) are positively significant at 1% level. The IV slightly larger effect (1.2 percentage points)

*Table following on the next page*
# Table 3: Results of Regression for agricultural wage

<table>
<thead>
<tr>
<th>Variables</th>
<th>(1) OLS Estimate</th>
<th>(2) First Stage</th>
<th>(3) IV Estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Emi2011</td>
<td>-0.00171</td>
<td>-0.00616</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.00683)</td>
<td>(0.00797)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>-0.0765</td>
<td>0.112***</td>
<td>-0.0769</td>
</tr>
<tr>
<td></td>
<td>(0.0498)</td>
<td>(0.0418)</td>
<td>(0.0497)</td>
</tr>
<tr>
<td>Educyears</td>
<td>0.0205***</td>
<td>0.0144***</td>
<td>0.0211***</td>
</tr>
<tr>
<td></td>
<td>(0.00787)</td>
<td>(0.00541)</td>
<td>(0.00789)</td>
</tr>
<tr>
<td>Experience</td>
<td>0.00576</td>
<td>0.00209</td>
<td>0.00545</td>
</tr>
<tr>
<td></td>
<td>(0.00593)</td>
<td>(0.00462)</td>
<td>(0.00594)</td>
</tr>
<tr>
<td>Experiencesq</td>
<td>-7.64e-05</td>
<td>-3.19e-05</td>
<td>-6.82e-05</td>
</tr>
<tr>
<td></td>
<td>(0.000120)</td>
<td>(9.77e-05)</td>
<td>(0.000121)</td>
</tr>
<tr>
<td>Mountain</td>
<td>0.219**</td>
<td>-1.193***</td>
<td>0.215**</td>
</tr>
<tr>
<td></td>
<td>(0.0923)</td>
<td>(0.0905)</td>
<td>(0.0925)</td>
</tr>
<tr>
<td>Urban_hill</td>
<td>0.395***</td>
<td>0.0236</td>
<td>0.400***</td>
</tr>
<tr>
<td></td>
<td>(0.0881)</td>
<td>(0.0580)</td>
<td>(0.0881)</td>
</tr>
<tr>
<td>Rural_hill</td>
<td>0.190***</td>
<td>0.425***</td>
<td>0.202***</td>
</tr>
<tr>
<td></td>
<td>(0.0611)</td>
<td>(0.0577)</td>
<td>(0.0618)</td>
</tr>
<tr>
<td>Urban_terai</td>
<td>0.109</td>
<td>0.313***</td>
<td>0.113</td>
</tr>
<tr>
<td></td>
<td>(0.113)</td>
<td>(0.0682)</td>
<td>(0.113)</td>
</tr>
<tr>
<td>Emi2001</td>
<td>1.091***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.00743)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>3.384***</td>
<td>3.476***</td>
<td>3.412***</td>
</tr>
<tr>
<td></td>
<td>(0.107)</td>
<td>(0.0804)</td>
<td>(0.111)</td>
</tr>
<tr>
<td>Observations</td>
<td>751</td>
<td>6,351</td>
<td>751</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.085</td>
<td>0.806</td>
<td>0.085</td>
</tr>
</tbody>
</table>

Robust Standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
Table 4: Results of Regression for non-agricultural wage

<table>
<thead>
<tr>
<th>VARIABLES</th>
<th>(1) OLS Estimate</th>
<th>(2) First Stage Non-Agri Wage</th>
<th>(3) IV Estimate Non-Agri Wage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Emi2011</td>
<td>0.0251***</td>
<td>0.0373***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.00806)</td>
<td>(0.00903)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>-0.0677</td>
<td>0.113***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0554)</td>
<td>(0.0418)</td>
<td></td>
</tr>
<tr>
<td>Educyears</td>
<td>0.0638***</td>
<td>0.0145***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.00674)</td>
<td>(0.00539)</td>
<td></td>
</tr>
<tr>
<td>Experience</td>
<td>0.00915</td>
<td>0.00201</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.00616)</td>
<td>(0.00462)</td>
<td></td>
</tr>
<tr>
<td>Experiencesq</td>
<td>-3.88e-05</td>
<td>-3.06e-05</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.000132)</td>
<td>(9.77e-05)</td>
<td></td>
</tr>
<tr>
<td>Mountain</td>
<td>0.00358</td>
<td>-1.191***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.114)</td>
<td>(0.0905)</td>
<td></td>
</tr>
<tr>
<td>Urban_hill</td>
<td>0.216***</td>
<td>0.0255</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0745)</td>
<td>(0.0578)</td>
<td></td>
</tr>
<tr>
<td>Rural_hill</td>
<td>0.227***</td>
<td>0.426***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0780)</td>
<td>(0.0577)</td>
<td></td>
</tr>
<tr>
<td>Urban_terai</td>
<td>0.245***</td>
<td>0.316***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0928)</td>
<td>(0.0681)</td>
<td></td>
</tr>
<tr>
<td>Emi2011</td>
<td>1.091***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.00743)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>2.942***</td>
<td>3.472***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.116)</td>
<td>(0.0797)</td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>1.964</td>
<td>6.344</td>
<td></td>
</tr>
<tr>
<td>R-squared</td>
<td>0.069</td>
<td>0.806</td>
<td></td>
</tr>
</tbody>
</table>

Robust Standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1

4. CONCLUSION

The research investigated the causal effects of emigration on wage on the stayers in Nepal using an instrumental variable approach. The paper finds evidence that emigration helped increase the wage of non-emigrants in Nepal. Overall, both OLS and IV estimates yielded significant positive results. Sector wise, wages in agriculture related jobs were not affected but non-agriculture sector saw significant wage increase. This could be because emigration rate is higher for skilled workers as non-agricultural sector generally employs more skilled workers than agricultural-sector or it could be due to a larger unemployment rate among non-skilled workers who are likely to work in agriculture sector. To investigate which effect is greater and whether these effects are sustained in a long run or not remains open for future research.
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ABSTRACT
This study examines cultural and structural barriers to disclosure in alleged bribery cases in the Indonesian Directorate General of Taxation (DGT) from an employees’ perspective. Using primary data extracted from survey, open-ended questionnaires and online interviews, factors that discouraged DGT employees to disclose alleged bribery in their workplace are explored. This study focuses on the respondents who identified as not intending to report. It appears that this group, which comprises around 20% of the responses (total 131), reveals the influence of structural and cultural barriers to any intention to disclose alleged bribery in their workplace. Planned Behaviour Theory, especially subjective norms and Hofstede’s cultural dimensions were used to analyse the findings. As a common understanding, an organization includes structure and culture. However, many Indonesian public institutions’ strategies and policies improvement are focused at the organizational structure, without considering the culture embedded in the organization. This study identifies elements of the Indonesian national culture - “ewuh-pakewuh”, “asal bapak senang”, “jalan tengah” and “gotong royong”. The effect of these cultural norms on individuals’ intention to disclose alleged bribery is investigated. Findings also indicate that fear of retaliation and disbelief in the existing system are important structural barriers to individuals’ intention to report alleged bribery, especially if the reporting channel does not assure anonymity. Overall, respondents value maintaining harmony and relationship over the task. Deeper explanations on the influence of subjective norms rooted in Indonesian culture are also elaborated.

Keywords: Bribery, Barriers to Reporting, Cultural Dimensions, Planned Behaviour Theory, Schein’s Six Mechanisms

1. INTRODUCTION
Although studies in whistleblowing continues to increase, there is still an absence of a general theory of whistleblowing (Miceli & Near 1988; Park & Blenkinsopp 2009). This study uses Planned Behaviour Theory (PBT) (Ajzen 1991) as the main theoretical framework to examine an individual’s intention to disclose misconduct. This paper reports a particular aspect of a data collected in a wider study on whistleblowing – those who did not intend to report. It appears that this group, which comprises around 20% of the responses (total 131), reveals the influence of structural and cultural barriers to any intention to disclose alleged bribery in their workplace. It is interesting because their responses point to subjective norms and perceived organization negative image that seems to reflect a gap between policy focused on structure and ignoring prevailing national culture.
The paper first reviews the Theory of Planned Behaviour, Schein’s six organisational culture and leadership dimensions, Hofstede’s cultural-dimensions and “ewuh-pakewuh” (a dominant Javanese cultural norm) as theoretical frameworks for predicting whistleblowing intentions not to report bribery. The paper then identifies the research method and hypotheses that placed an emphasis on barriers to whistleblowing intentions. Data analysis and study findings related to cultural and structural barriers are then discussed.

2. LITERATURE REVIEW
Whistle-blowing defines as a process of exposing of illegal, immoral, unethical, or wrongdoing practices under the control of employers, by former or existing organizational members to individuals or institutions that may be able to effect action (Near and Miceli 1985 cited in Bowden 2014). This study selected bribery as the type of wrongdoing to be investigated, as bribery in the DGT has attracted great public interest in Indonesia because it caused as one of predominant wrongdoings to make the country lose approximately 50 percent or around Rp521 trillion (US$55.9 billion) of its tax revenues (the Welfare Initiative for Better Societies’ report (2012) cited in Pramudatama 2012) and to fill a gap in whistleblowing literature – there is no direct focus on bribery for reputational risk (Suyatno, Armstrong & Thomas 2015) as an organisation’s features may lead to different treatments for different wrongdoings (i.e. Miceli, Near & Dworkin 2013; Victor, Trevino & Shapiro 1993).

2.1. Planned Behaviour Theory, Cultural-Dimensions, and Schein’s Six Mechanisms
The focus on “intention” instead of “actual” whistle-blowing is because it is very difficult, even impossible to directly access an actual whistleblowing event given it is a sensitive issue (Chiu 2003; Patel 2003) and a hidden activity (Patel 2003). As well, confidentiality conditions by organisations and restricted access to the whistleblowers (Sims & Keenan 1998), make this topic difficult to research (Patel 2003). The identified conceptual framework is based on the three core constructs of what is known as planned behaviour theory (PBT): attitude, subjective norms and perceived behaviour control (Ajzen 2005). The utility of PBT has been demonstrated in several whistleblowing studies across countries such as Malaysia (Ab Ghani 2013), South Korea (Park & Blenkinsopp 2009), South Africa (Fatoki 2013), and Indonesia (Bagustianto 2015; Banda & Mahfud Sholihin 2012; Kreshastuti & Prastiwi 2014; Sulistomo & Prastiwi 2011). Thus, the theory is widely tested and has general validity as a general theory on whistleblowing. In addition, this study examines cultural dimensions (Hofstede & Hofstede 2005), organizational cultural and leadership (Schein 2010), and Indonesians’ or more precisely Javanese’s local culture (ewuh-pakewuh) that tends to predominate (Hardjowirogo 1983), as these are inter-correlated with the main theory.

Attitude
Majority identified research indicates that individuals whose positive attitude toward whistle-blowing were more likely to report wrongdoing (i.e. Ellis & Arieli 1999; Lavenna 2014; Miceli & Near 1985, 1989; Miceli & Near 2002; Miceli, Near & Dworkin 2013; Miceli, Roach & Near 1988; Near, Dworkin & Miceli 1993; Park & Blenkinsopp 2009; Trevino & Victor 1992; Victor, Trevino & Shapiro 1993).

Subjective Norm
As have been utilized in Ajzen’s (2005) model, supporting from important persons are truly matters as subjective norms to encourage or discourage one to take action regarding particular behaviour in question. In whistle-blowing context, if super-ordinates or co-workers support
observers of wrongdoing, the observers will be more likely to report (Trongmateerut & Sweeney 2013). Their conclusion is supported by several research either literature review (Dozier & Miceli 1985; Mesmer-Magnus & Viswesvaran 2005; Miceli & Near 1989; Miceli, Near & Dworkin 2009; Near & Miceli 1995) or empirical studies (i.e. Brown 2008; Cassematis & Wortley 2013; Miceli & Near 1988; Miceli et al. 2012; Park & Blenkinsopp 2009). Moreover, in Israeli Defence Forces, subjective norms effect are much more stronger than attitudes (Ellis & Arieli 1999). In regard to this context, Hofstede and Hofstede (2005) argue that Indonesian cultural dimensions are categorized as large power distance (PD), collectivism (C), moderate feminism (F), and moderate with unknown situations (UA). Since F and UA were considered as moderate which was difficult to distinguish, this study mainly focused on Indonesians’ prominent cultures (PD and C), which fitted with the study context also. PD is defined as “the extent to which the less powerful members of organizations and institutions (like the family) accept and expect that power is distributed unequally” (Hofstede 2011, p. 9). One of the characteristics of this dimension is that lower level individuals tend to accept order from high ranks without questioning, which may discourage whistleblowing behaviour. While, collectivism is defined as “cultures in which people from birth onwards are integrated into strong, cohesive in-groups, often extended families (with uncles, aunts and grandparents) that continue protecting them in exchange for unquestioning loyalty, and oppose other in-groups” (Hofstede 2011, p. 11). Going deeper to explain high power distance (Hofstede & Hofstede 2005), the majority of Indonesians are influenced by the cultural norms of “Ewuh-Pakewuh” and “Asal Bapak Senang”. According to Poerbo (2014) interviewed by Worang (2013, p. xvii), ewuh-pakewuh was defined as “uneasiness; obedient or attentive an excessive or servile degree. In the organisation this is practiced by the subordinate with his/her superior, or children to parents amongst family members”. Moreover, the researcher argues that as a reflection of the cultural power, patron - client culture may arise due to interdependence between patron (superordinate) and the client (subordinate) (Wati 2014). Although the pattern has two sides of a coin (both good and bad sides) (Martodjo 2008), ewuh-pakewuh, is often used in a negative sense as a deterrent for the staff to give suggestions, opinions, and criticism to their superordinates or seniors (Frinaldi & Embi 2014). Especially since ewuh-pakewuh is often rooted (based on) by the norm of “Asal Bapak Senang” (keeping the boss happy), which explains how subordinates want to please a superior is a common phenomenon in government organizations (Worang 2013). In addition, as a collectivist culture (Hofstede 2011), an Indonesian tends to conform with whatever his or her group values, norms, and habits are. This dimension illustrates the values placed on maintaining harmony among members (avoiding conflicts and losing face to others) and the emphasis of relationship prevailing over task (Hofstede 2011). In addition, the cultural norm of middle path (“jalan tengah”) is often misemployed to solve any disputes in order to avoid the application of the law (Worang 2013). Many Indonesians have also indicated the tendency to misuse the culture of working together cooperatively (“gotong royong”) to conceal as an act of corruption inside the organization (Worang 2013). In general, the culture has positive and negative sides, but since Indonesia has been considered by many people to have a long history of bribery that makes many social commentators believe that Indonesia has a corruption tolerance culture (Arifianto 2001). The cultural norms of ewuh-pakewuh and asal bapak senang, jalan tengah, and gotong royong tend to fertilize the culture of corruption.

**Perceived Behavioural Control (PBC)**

This research adapted Schein’s six mechanisms (Fallon & Cooper 2015; Schein 2010) to measure employees’ perceived behavioural control in relation to organizational culture and leadership. To get validity of gathering data, Schein (2010) suggests that scholars should consider predictability and replication of recognized methods which are successfully utilized by Fallon and Cooper (2015). Other studies confirm that a corrupt organisation culture has
caused severe damage in various organisations (i.e. Agrawal, Jaffe & Karpoff 1999; Dellaportas, Cooper & Braica 2007; O’Connell 2004). The six mechanisms are attention, reaction to crisis, resource to allocation, role modelling (how leaders behave), allocation of reward, and criteria for selection and dismissal (Fallon & Cooper 2015). Under the Schein’s six mechanisms determinants, several most prominent variables, such as retaliation, incentives, were analysed and measured. All identified PBC determinants can be seen on Table III.

Reporting Channel Preferences
According to Dworkin, T and Baucus (1998), whistle-blowers who utilize external channel tend to have experienced more severe retaliation than those who use internal ones because external disclosure often caused greater damage to the organization reputation which also felt upon the employees and employers than internal whistleblowing, as the latter often has benefit for the organization by helping to fix the problems internally without knowing by public (Miceli & Near 1988). In this sense, the employees who report misconduct through external reporting channel, may be seen as a traitor by his or her super-ordinates and colleagues causing them to be subjected to reprisal than the internal whistleblowers (Dworkin, TM & Callahan 1991). In term of anonymous and non-anonymous whistleblower, while negative outcomes either as fact or perception is perceived by a previous non-anonymous whistleblower, it would lower participants' non-anonymous reporting intentions (Kaplan et al. 2012). On the other hand, these negative outcomes did not decline anonymous whistleblower’ intentions (Kaplan et al. 2012). In addition, when, no such negative outcomes have occurred, there was no different intentions between the anonymous and non-anonymous channels (Kaplan et al. 2012). As identified from the literature review, it was expected that attitude to be a significant predictor for all whistleblowing channel preferences, but since this paper focused on only to the participants who were not keen to disclose bribery, it was suggested that perceived behavioural control on organization negative image and subjective norm would be the most significant determinants to obstruct whistleblowing intentions. Moreover, those may have differing levels of influence for all eight whistleblowing reporting channel preferences. For this reason, the following hypotheses were that:

**Hypothesis 1**: Perceived behavioural control and organization image would be related to preferences for reporting channels.

**Hypothesis 2**: Subjective norm will be a better predictor of intentions for internal whistleblowing non-anonymously than other reporting channel preferences.

A summary of these enablers and inhibitors are shown in Figure 1. Importantly, the cultural inhibitors identified can have both positive negative sides, although in this study these are reported as primarily negative.

**Figure I Determinants that enable and/or inhibit intention ‘to report’**

<table>
<thead>
<tr>
<th>Structural Enablers</th>
<th>Structural Inhibitor</th>
<th>Cultural inhibitors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive Attitude Toward Whistleblowing</td>
<td>Organization Negative Image (Punishments)</td>
<td>Subjective Norm*</td>
</tr>
<tr>
<td>Organization Positive Image (Support)</td>
<td>High Power Distance, Collectivism</td>
<td></td>
</tr>
<tr>
<td></td>
<td><em>Ewuh Pakewuh</em></td>
<td></td>
</tr>
<tr>
<td></td>
<td><em>Asal Bapak Senang</em></td>
<td></td>
</tr>
<tr>
<td></td>
<td><em>Jalan Tengah</em></td>
<td></td>
</tr>
<tr>
<td>Incentives (i.e. Rp100 millions)</td>
<td><em>Gotong Royong</em></td>
<td></td>
</tr>
<tr>
<td>Having Evidence</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Easy to Get Job</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
3. METHODOLOGY
The questionnaire design and quantitative analyses mainly adapted from Park and Blenkinsopp (2009) study. However, this study added several items in Perceived Behavioural Control determinants adapting from Schein (2010) research. Moreover, to get better and more comprehensive understanding about the phenomenon, qualitative analysis (i.e. open-ended questionnaire and interview) was also utilized.

4. STUDY CONSTRUCTS: WHY EMPLOYEES DID NOT WANT TO DISCLOSE BRIBERY
The data for this study were collected from several DGT offices between January and October 2016. Questionnaires were distributed to 18 selected sites in Jakarta, with questionnaires allocated to each site based on the number of employees (population). From around 2,1650 questionnaires, 703 (32%) returned, but only 641 (30%) responses could be analysed. From 641 responses, majority respondents (510 or around 80%) claimed that they would disclose alleged bribery if they were aware of it in their workplace. On the other hand, this paper focused only on 131 respondents (around 20%) who did not want to report.

The questionnaire consisted of three parts. The first and second parts measured the three determinants of TPB, that is, attitude, subject norm, and perceived behaviour control and whistleblowing intention and then followed by reporting channel preferences. Attitudes toward whistleblowing were measured by asking how true the respondent thought five statements were with regard to the salient consequences of an employee’s reporting of wrongdoing in an organization and their evaluation of the importance of those consequences employing a 5-point Likert-type scale. Those statements, their means and the Cronbach alpha value are reported in Table I.

<table>
<thead>
<tr>
<th>Items</th>
<th>Belief about the consequences (b)</th>
<th>Evaluation the consequences (e)</th>
<th>(b x e) Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prevent bribery causing harm to the organization</td>
<td>3.77 (.729)</td>
<td>3.82 (.718)</td>
<td>14.79</td>
</tr>
<tr>
<td>Control bribery</td>
<td>3.64 (.785)</td>
<td>3.76 (.735)</td>
<td>14.10</td>
</tr>
<tr>
<td>Enhance public interest to combat bribery</td>
<td>3.50 (.880)</td>
<td>3.70 (.741)</td>
<td>13.36</td>
</tr>
<tr>
<td>Role responsibility as an employee</td>
<td>3.50 (.854)</td>
<td>3.60 (.792)</td>
<td>13.10</td>
</tr>
<tr>
<td>Be my moral obligation</td>
<td>3.56 (.824)</td>
<td>3.60 (.810)</td>
<td>13.39</td>
</tr>
</tbody>
</table>

*Cronbach α = 0.874
A: Sum of (b x e) = 68.71

The overall means of the items of outcomes as well as their evaluation are mostly higher than 3.50 on average, indicating that the respondents more or less agree whistle-blowing has positive effects and they are important.

Subjective norm was measured by two questions. The first measured normative beliefs, which are a person’s thoughts about the likelihood that important referent persons would approve or disapprove of a respondent’s reporting of wrongdoing in an organization employing a 5-point Likert-type scale. Items and their means are reported in Table II.
Table II  
*Scale items and means for subjective norm (SN) (N = 131)*

<table>
<thead>
<tr>
<th>Items</th>
<th>Normative beliefs (b)</th>
<th>Motivation to comply (m)</th>
<th>(b x m) Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>Mean (SD)</td>
<td></td>
</tr>
<tr>
<td>Members of respondent’s family</td>
<td>2.98 (.877)</td>
<td>3.49 (.923)</td>
<td>10.73</td>
</tr>
<tr>
<td>Co-workers</td>
<td>2.65 (.876)</td>
<td>3.57 (.903)</td>
<td>9.46</td>
</tr>
<tr>
<td>Immediate supervisor</td>
<td>2.73 (.961)</td>
<td>3.57 (.895)</td>
<td>9.76</td>
</tr>
<tr>
<td>Friends</td>
<td>2.84 (.867)</td>
<td>3.34 (.874)</td>
<td>9.66</td>
</tr>
<tr>
<td>Neighbours</td>
<td>2.89 (.771)</td>
<td>3.00 (.928)</td>
<td>8.84</td>
</tr>
</tbody>
</table>

aCronbach α = .921  
A: Sum of (b x m) = 48.44

The mean of the motivation to comply for co-workers and immediate supervisor items were the highest (3.57, s.d.=0.903 and 0.895 respectively) indicated that these two group of individuals were considered as the important parties for the respondents either to report or not. However, findings showed that co-worker was perceived as the most unsupportive party (2.65, s.d.0.876), and the immediate supervisor was considered as the second most unsupportive individual in regard to whistleblowing (2.65, s.d. = 0.876). To conclude, the majority of respondents believed that their co-workers and immediate supervisors would not really support whistleblowing behaviour and that group’s approval was the most important factors for the respondents’ decision.

Perceived behavioural control was measured using 29 paired items - for control factors and the other for perceived power, respectively. The items were inspired mainly from Schein (2010) study. The first eleven control factor items are statements concerning beliefs or perceptions about supportiveness to be faced in the process of the reporting as well as the results of an employee’s reporting, and then followed by the perceived power of the eleven control factors. The second group of perceived behavioural control measured beliefs and perceived powers of incentives, which were represented by six pair of questions/statements. The third group was perceived behavioural control measured beliefs and perceived powers of difficulties to be faced in the process of the reporting as well as the results of an employee’s reporting, which were represented by ten pair of questions/statements. Lastly, two pair of questions represented the relative ease or difficulty for employees to find other paid employment outside DGT.

*Table following on the next page*
As shown in the Table III, the range of values for perceived behavioural control was relatively low for “organization positive image” and “incentive” items (all were below 2.5). While for the organization negative image items were all above 3.0 with the highest was “organization not correct wrongdoing” (4.07, sd: 0.55). Moreover, the respondents evaluated that all items were important to encourage or discourage them in disclosing alleged bribery. Only few differences were in evaluated importance among all items. As can be seen, “organization protect from retaliation” was considered as the most important item for the respondents (4.17, sd: .84). Unsurprisingly, the findings indicated that the respondents believed that their organization did not support whistleblowing behaviour.
Whistleblowing intention was measured by asking “If you saw bribery occur in your workplace, would you report it to the authority(ies)?”. This question was then followed by an open-ended question for the participants who answered “No” to understand their main reasons not to disclose bribery. After that, through a total of 8 items, asking the question of reporting channels preferences employing a 5-point Likert-type scale to measure respondents’ degree of agreement or disagreement. A principal axis factor analysis with varimax rotation of the 8 items resulted 6 items were below 0.8 correlation matrix in two factors which the first two were pure anonymous reporting channels and the 4 items were reporting channels containing of non-anonymous, and counted for 72.9% of the variance with main factor loadings greater than .78. Meanwhile, two items (External and Internal Report Non-anonymous and External anonymous and Internal non-anonymous) were removed due to significant cross-loadings or above of 0.8 (multicollinearity).

The items, mean responses and Cronbach alpha values for the two scales are shown in Table IV, and a factor analysis showing a clear two-factor solution is shown in Table V.

### Table IV

<table>
<thead>
<tr>
<th>Scale items, α, and means for whistleblowing intentions (N = 131)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Whistleblowing Reporting Channel Preferences</td>
</tr>
<tr>
<td>-----------------------------------------------</td>
</tr>
<tr>
<td>Pure Anonymous (PA)^a</td>
</tr>
<tr>
<td>Containing Non-Anonymous (CN)^b</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

^aCronbach α = 0.55  
bCronbach α = 0.882  
Since the Cronbach α for PA was less than 0.6, the items were acceptable but weak and particularly in a qualitative study, the researcher needs to support the results with verbatim quotes of the respondents (Hair et al. 2006).

### Table V

<table>
<thead>
<tr>
<th>Results of factor analysis on whistleblowing intentions items (N = 131)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Items</td>
</tr>
<tr>
<td>---------------------------------------------------------------</td>
</tr>
<tr>
<td>External Report-anonymous</td>
</tr>
<tr>
<td>External Report-non anonymous</td>
</tr>
<tr>
<td>Internal Report-anonymous</td>
</tr>
<tr>
<td>Internal Report-non anonymous</td>
</tr>
<tr>
<td>External anonymous and Internal non-anonymous</td>
</tr>
<tr>
<td>External non-anonymous and Internal anonymous</td>
</tr>
</tbody>
</table>

Extraction Method: Principal Component Analysis.  
Rotation Method: Varimax with Kaiser Normalization.  
a. Rotation converged in 3 iterations.
5. ANALYSIS AND RESULTS

Table VI presents the correlations among the variables.

Table VI
Descriptive statistics and the correlation between whistleblowing reporting channel preferences for non-reporter group and the independent variables (N = 131)

<table>
<thead>
<tr>
<th></th>
<th>PA</th>
<th>CA</th>
<th>AN</th>
<th>SN</th>
<th>PBC_Pos</th>
<th>PBC_Inc</th>
<th>PBC_Neg</th>
<th>PBC_OtherJob</th>
</tr>
</thead>
<tbody>
<tr>
<td>PurelyAnon</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Containing Non</td>
<td>.260***</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attitude N</td>
<td>.198*</td>
<td>.011</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subjective N</td>
<td>.226**</td>
<td>.307**</td>
<td>.320**</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PBC_Pos</td>
<td>.115</td>
<td>.070</td>
<td>.154</td>
<td>.107</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PBC_Incent</td>
<td>.084</td>
<td>.062</td>
<td>.171</td>
<td>-.097</td>
<td>.530**</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PBC_Neg</td>
<td>.028</td>
<td>-.254**</td>
<td>.283**</td>
<td>.139</td>
<td>-.286**</td>
<td>-.205**</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>PBC_OtherJob</td>
<td>.046</td>
<td>.084</td>
<td>.105</td>
<td>.105</td>
<td>.124</td>
<td>.232**</td>
<td>-.007</td>
<td>1</td>
</tr>
</tbody>
</table>

**. Correlation is significant at the 0.01 level (2-tailed).
*. Correlation is significant at the 0.05 level (2-tailed).

The results in Table IV indicate that intention to blow the whistle pure autonomously (M = 2.95) is higher than that of for channels containing non-anonymous (M = 2.08). However, Cronbach α showed that the later was more reliable (0.882). Pure Anonymous channel preferences were significantly related to Attitude Norms and Subjective Norms only in the positive direction. On the other hand, reporting channel containing non-anonymous preferences were significantly related only to Subjective Norms and PBC-Neg in the predicted directions. In this study, the correlations of SN with both PA (.226, p<.009) and CA reporting channel preferences (.307, p<.000) were stronger than those of Attitude with Purely Anonymous and Containing non-anonymous reporting channel preferences (.198, p<.023 and .011, p<.899 respectively). Moreover, as can be seen from the result, Attitude norms was not significantly related to Containing Non anonymous reporting channel preferences (.011, p<.8990). Meanwhile the Containing non-anonymous reporting channel preferences were significantly related to PBC-Neg in the predicted negative directions.

In order to examine in more detail, the roles of the significant determinants based on the above result, two regression analyses were conducted using whistleblowing reporting channel preferences either Purely Anonymous or Containing non-anonymous as the dependent variables. Table VII shows the results of multiple regressions of whistleblowing reporting channel preference intentions.

Table VII
Results of Multiple regression of the significant variables of Ajzen’s theory for Whistleblowing Reporting Channel Preferences (N = 131)

<table>
<thead>
<tr>
<th>Predictors</th>
<th>Dependent variables</th>
<th>Full Anonymous</th>
<th>Containing Non-Anonymous</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>.140 (.122)</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>SN</td>
<td>.181 (.046)</td>
<td>.349*** (.012)</td>
<td></td>
</tr>
<tr>
<td>PBC_Neg</td>
<td>-</td>
<td>-.302*** (.005)</td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>4.206</td>
<td>8.861</td>
<td></td>
</tr>
<tr>
<td>Adjusted R2</td>
<td>.054</td>
<td>.171</td>
<td></td>
</tr>
<tr>
<td>F value</td>
<td>4.728</td>
<td>14.443</td>
<td></td>
</tr>
<tr>
<td>Significant</td>
<td>0.10</td>
<td>0.00</td>
<td></td>
</tr>
</tbody>
</table>

The figures in parentheses are standardized regression coefficients
*** p < 0.001, two-tailed tests.
The subjective norm was clearly the most important predictor for reporting channel preferences containing non-anonymous than other determinants. What we did not expect was that the participants actually distinguished reporting channel preferences based on “pure anonymity” or “containing non-anonymity” not based on “internal” or “external” as previously identified by Park and Blenkinsopp (2009). Hypothesis I was partly supported. The effect of PBC-Neg was significant in negative directions for reporting channels containing non-anonymous but not for other PBC items. Hypothesis II was also partly supported since the subjective norm is clearly the most important predictor for reporting channel preferences containing non-anonymous than other determinants. What we did not expect was that the participants actually distinguished reporting channel preferences based on “pure anonymity” or “containing non-anonymity” not based on “internal” or “external” as previously identified by Park and Blenkinsopp (2009) study. In order to understand the phenomenon deeper and more comprehensively, the open-ended questions to respondents and interview to the authority at DGT were conducted. Findings are drawn from the qualitative responses to open-questions. Of 131 respondents who did not want to report, 70 (53%) provided their reasons not to report. Key words were identified from each respondent’s responses and then interpreted. From the NVivo analysis, the three most repeated key words were “takut” (afraid), “bukti” (evidence), and “melaporkan” (reporting). “Reporting” here is used in the context of reporting preference to the direct supervisor and this is very consistent with a high context risk-averse culture. Other words that have similar meaning with “takut”, such as “resiko” and “beresiko” meaning risk, also appeared quite often. Knowing which words are most repeated can assist researchers to identify themes and concepts (Bergin 2011). From 70 respondents who did not want to report, they can be classified into four main groups. The first group, 30 respondents (43%) as the majority did not want to report because they were afraid of consequence or retaliation and/or they did not believe in the existing system. For example, low trust in the institution as they believed that there was no protection for anonymity. These responses confirm findings from a previous study that revealed the two main antecedents not to report wrongdoing are being afraid of retaliation and the belief that the report would not follow up seriously (Brown 2008). In addition, based on interviews conducted with the officials at the Internal Compliance and Transformation of Human Resources, DGT, the main factors that impeded employees to disclose misconduct were as follows: (1) No willingness to report due to some reasons, such as threat from reported party(ies), afraid of being excommunicated by his or her working colleagues or supervisors and so on; (2) He or she is part of or get benefits from illegal practices; and/or (3) Not sure that his or her report would be followed up seriously. Moreover, they argued that “ewuh-pakewuh”, was considered as one of the main Indonesian cultural norm, which discouraged individuals to disclose misconduct. In line with findings in subjective norm and Hofstede and Hofstede (2005) which placed high-power distance and collectivist cultural dimensions as the prominent Indonesian cultures, the authority also believed that respect toward seniors/higher rank officials (generates reticent attitude towards someone else) and the culture of solidarity to co-workers, team members, alma mater, and so on and so forth led employees not to report fraud in their organization. In addition, the officials also mentioned that culture or attitude of ignorance which does not care or does not want to appear to be an officious bystander were other cultural dimensions hampering whistleblowing behaviour. A second group of some 18 respondents (26%) claimed that they actually preferred to report to their direct supervisor or via internal reporting channels. The responses indicate that the structured authority relationship is still acceptable for Indonesians who are considered as the high power distance societies (Hofstede & Hofstede 2005). Moreover, this finding in line with general views of the respondents (402) who claimed that direct supervisor was an important or very important variable to encourage or discourage their intention to report. However, 16 respondents (22%) said that they would report bribery but they need more salient evidence before doing so.
A minority of some respondents (0.8%) reported that they did not want to report bribery because they did not have a heart to report or other reasons, such as ignorance and indifference. In addition, 23 (17% of 131) claimed that they ever noted bribery in their workplace during the last five years. Five of them ever reported bribery to internal channel during the last five years, but they did not want to report in the future if the similar cases occurred. Unfortunately, no one gave any particular reasons of it. Based on previous studies, two of possible reasons was that they felt poorly treated (Dussuyer, Armstrong & Smith 2015) and/or their report had not been followed up seriously (Bowden 2014). One preferred to report to his or her supervisor instead of to the available reporting channels. Other 17 (13% of 131) claimed that they ever noted bribery in their workplace during the last five years, but they did not report. From those 17 respondents, one indicated that they did not report because it was just small bribery. Five said that they did not report because they were afraid of retaliation and/or did not trust to the existing systems and authorities. Taking those above cases together, it could be argued that whistleblowing is a complex decision that requires careful consideration of the benefits and drawbacks of speaking out.

6. CONCLUSION
The findings of the not willingness to report alleged bribery survey and the authorities interviewed so far reveal that individuals considered organization negative, including feeling afraid of retaliation and not trust that their report would be investigated seriously were the main determinants of structural inhibitors, especially for reporting channels containing non-anonymous. While positive attitude toward whistleblowing behaviour, perceived behavioural controls on organization positive image and incentive were not significant in this case. This is in line with other studies explaining that the feeling of perceived retaliation is stronger than that of supporting items (Miceli 1992; Rothschild & Miethe 1999).

In term of cultural inhibitors, not surprisingly, subjective norm was the only determinant significantly and consistently influencing individuals’ intention not to report bribery either through full-anonymity or containing non-anonymity reporting channel. Possible reasons were because some Indonesians still highly value the predominant cultures (ewuh-pakewuh, asal bapak senang, jalan tengah, and gotong royong), which attempt to keep harmony in relationship with the superordinates and co-workers overcome the importance of whistleblowing behaviour. Arguably, if the DGT only focuses on structural enablers (i.e. organization positive image and incentive) and ignores cultural phenomenon, the organization will be difficult to attract the group of employees who do not want to report to involve in whistleblowing behaviour.

However, it should be borne in mind that given the focus of the study was for ones who did not want to disclose, it is highly likely that the participants a lived experience. So, given negative views about their organization and systems the sample participants may be biased towards having negative views about whistleblowing concepts, systems, or their organization. Consistent with this latter view, a study that involved only participants who had negative experiences following their reporting of misconduct, indicated the respondents tended to be biased towards having been victimised (Dussuyer, Armstrong & Smith 2015).
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ABSTRACT
Small states make up the vast majority of the international system. However, their absolute power and relative “weight” in that same international system are reversely proportional to their number. A sheer number of small states therefore tells us little about their specific characteristics and the means to pursue their own survival and progress. Nevertheless, the scientists have for decades not been able to agree on the number of small states in the world, so most of them have simply decided to omit this problem from their research, focusing mainly on strategies and specificities of small states, that either derive from their smallness or not. Most classifications usually agree that the number of small states in the world is between a half and two-thirds of all states. The purpose of this paper lies in an attempt to re-initiate a debate among the scholars in order to try to answer the “eternal” question of how many small states actually exist in the world, and what criteria should be primarily used to define i.e. classify them.
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1. INTRODUCTION
Small states make up the vast majority of the international system. Of the 191 UN member-states, it is estimated that no more than two dozen would assuredly fall outside this category (Neumann and Gstöhl, 2006: 3). The size of these state’s influence in the international realm along with the benefits of shaping international institutions and structure once in charge make their activity in international relations a part of their political culture. For a small state, these benefits are likely outside the realm of possibilities as they increase their level of foreign policy initiative. For this reason, it is important to look at small states differently than middle or large powers when talking about the development of foreign policy preferences (Scheldrup, 2014: 3). Having in mind no widely accepted definition of small state has yet emerged, most attempts at defining small states have been based upon arbitrarily chosen cut-off values of selected criteria. Trying to develop a distinct research approach we have decided to use the quantitative criteria for classifying small states, “in order to correctly, on the basis of numbers, determine which countries will be discussed, taking exceptions into account” (Lusa and Kurecic, 2014: 265). That way an arbitrary dividing line between small and other EU member states was established, with the aim to have a definite list of states that were in the focus of our study.
On the other hand, according to relational criteria, being a small state is seen as tied to a specific spatio-temporal context, not as a general characteristic of the state; a state may be weak in one relation and powerful in another (Wivel and Thorhallsson, 2006: 654).

2. METHODOLOGY
In determining which states to study, the question, which state is small and which is not, is a crucial one. However, the aim here is to go beyond debating only about the criteria for defining small states, and to determine why a particular state is small and the other is not (and therefore it should not be studied) by using mainly the relational criteria — i.e. identifying the state’s position towards the other states and how it affects its behavior. The main strategies of small states in international arena are primarily determined by their relative influence, “weight”, power, and not by their absolute quantifiable features. Here, as a one of the corroborations of the use of relational criteria, we can invoke the asymmetry theory concept, theorized by Womack (2004: 359-362). He points out: Contrary to multipolarity theory, the disparities between states can create fundamental differences of perspective between the more powerful and the less powerful. The differences of perspective produce structural misperceptions of the other’s intentions, and can lead to a vicious circle of misunderstandings that can culminate in conflict. The second major point is that, contrary to unipolarity theory, and in general, contrary to Western theories of realism and neo-realism, countries that are more powerful usually cannot impose their will on less powerful countries. There is instead a relatively stable matrix of international relationships in which exchanges may not be equal, but they are usually negotiated based on autonomy of both sides (Womack, 359-360).

3. RESULTS AND DISCUSSION
Appadurai (1996) pointed out that the state and its position makes sense only as a part of the system. Which brings us to relational criteria and systemic approach — and at the same time not obliged to accept the neorealism. Very often, the position of small states, especially small island states is explained through a concept of peripherality, as opposed to central position, accentuating physical distance and isolation. Hence, this is a relational concept; it brings us to relational criteria for defining small states (see Campling, 2006: 236, in Greig, Turner and D’Arcy, 2011: 169).

Ponižilová (2013: 8) points out: “The whole concept (of smallness as a specificity, author’s remark) is meaningless, unless we take into consideration relations with other states or size of other states, respectively. “Smallness” simply exists and makes sense only vis-à-vis “largeness.” That is why “relational” criteria, with regard to “power,” are essential for the conceptualization of small state.

Drawing on all this, it is clear that we all the time have to think in the categories of mutual relations, and brings us to the relational criteria, again.

Panke (2012: 315) points out: “Size is inherently a relational concept. Big or small only takes on meaning if it characterizes one actor or object relative to another in a particular context. Hence, this special interest section does not attempt to provide an absolute definition of small states, but instead defines a state as small if it has less than average relevant capacities in a given negotiation setting. Thus, for economic negotiations, such as in the WTO setting, small states are states with less than average gross domestic product (GDP). In a weighted voting system, such as the EU in its day-to-day policy-making, states are considered as small if they have less than average votes in the Council of Ministers.”
Mouritzen and Wivel (2005) move away from the power that states possess to the power that they actually exercise. Hence, they point out that a state may be influential in one relation but simultaneously weak in another, i.e. it may be considered small in one policy area but large in another. That brings us to the relational criteria (again).

Steinmetz and Wivel (2010: 6) pose a question: “Is it demography, territory or economic output that determines smallness? If the core question revolves around the degree of power that a state possesses, is it legitimate to characterize a highly populated poor state as being more powerful than a sparsely populated wealthy one?” They are inclined to accept that by defining smallness as a ‘relational’ concept, these difficulties can be circumvented, and that “a small state is ‘the weak part in an asymmetric relationship.’“

Therefore, the relational criteria offer the best apparatus to determine the smallness of a certain state. By accepting the relational criteria, we open a possibility where the regional position of states indeed matters, determining the classification of small states presented in this paper, and causing the states like Sweden and Switzerland on one side, and much smaller states like Saint Kitts and Nevis and Palau, altogether to be studied as small states. However, not from the same region. That is crucial. Regional approach, combined with the relative criteria, and used here puts the focus on the state’s neighbors (immediate and close), and the state’s position in the region that it belongs to. It is particularly viable for studying small states since the small states’ influence rarely extends beyond the borders of the region that it belongs to, and it is often contained only to its immediate surroundings. This thesis can be found in the book published almost half a century ago, hence Fox (1959: 3) modified her definition of state size based on power with the notion of a range of interests. According to her thesis, small states have, by-and-large at least, only a local (regional) area of interest. In that sense, by using the regional approach, and a premise that the behavior of small states is a consequence of their size, the qualitative criteria were also included in this research.

A commonly accepted definition of a small state is not available (Olafsson, 1998: 3). This is true not only for the small state but also for related concepts such as the ‘Microstate’ or the ‘Ministate’: These terms have never been defined adequately’ (Rapaport et al., 1971: 29, in: Maass, 2009: 71). While the existence of small states does not seem to be questioned, the problem has always been to meaningfully separate them from other analytical categories (Jazbec, 2001: 36). The main reason for this situation has been the very vague nature of the concepts of size and smallness (Amstrup, 1976).

De Wijk (2005: 17-23) clearly emphasized that the main features of small states are easily recognized by their inability to maintain a full spectrum of military capabilities and limited abilities to project military power in distant regions of the world. Small states are dependent upon larger countries’ military capabilities as only they can provide the framework that small states can plug into with their available assets (Urbelis, 2015: 63).

Some studies of small states resolve the problem of the small state’s definition by simply omitting it. These authors simply consider the term “small state” to be clear enough, so it does not need a special clarification through definitions and discussions about the various criteria. These kinds of studies study a state or a group of states that they call “small states”, and deal with the specificities of small states that are a consequence of their size. For example, within IR, Keohane and Nye (1977) have famously argued that the question of smallness and greatness

---

1 “Being ‘a small state is tied to a specific spatio-temporal context’ and it is this context, ‘rather than general characteristics of the state, defined by indicators such as its absolute size or size of GDP relative to other states. (…) ‘Smallness’ shrinks and expands ‘according to the waves of change in international power relationships’” (Steinmetz and Wivel, 2010: 7).
is not necessarily very useful on the aggregate level of the states’ system where we have usually studied it, but that it should rather be treated as a question of clout within what they refer to as specific “issue areas”. That is, small states possessing great issue-specific power, for example the influence of Switzerland in the financial services sector or of Saudi Arabia and Kuwait in the oil sector (Neumann and Gstöhl, 2004: 2).

Some authors accentuate the importance of perception, thereby using the qualitative criteria and stating that the small state is the one that perceives itself as small, and is perceived as small by others. Studying the position and importance of the Nordic states in the EU, Magnúsdóttir and Thorhallsson (2011: 212) point out: “When comparing the perceptual size of the Nordic EU members, one should not focus on the differences in their fixed size, i.e. their population size, but rather on what factors have formed their self-perception and other actors’ perception of them.”

On the other hand, some studies emphasize the importance of security and defence matters for small states particularly: “The key feature determining the definition of a “small state” is not simply the size of the territory, population and economy. One could rather emphasize the heavy dependence of “small states” for their own security and defence arrangements upon a politically powerful and militarily capable global actor or upon a security and defence organization where such an actor plays a prominent role. In this light, the key issue in determining whether the state is “small” is to address key security and defence issues (Rublovskis, Šešelgyte and Kaljurand, 2013: 14).”

The size and capability of the armed forces, the size and capability of the entire security sector of the state, and the size of the defence budget - both in real money and as a percentage of GDP – will determine whether the state should be viewed as “small” from the perspective of security and defence. Granted, one may also emphasize the role of external factors in shaping the small state security mentality (Väyrynen, 1997: 98).

There is no clear-cut definition of what it means to be a “small state”. Qualitative definitions encompass the physical and geographical characteristics of small states, their degree of insularity, and vulnerability. In terms of quantitative characteristics, the factors include land area, population size, Gross National Product, Gross Domestic Product, and per capita income. When discussing certain roles that small states can take in the international arena, the range of small states’ functional capabilities is limited to acting as a buffer zone, diplomatic mediator, barrier state, geopolitical gateway, or periphery (Laurinavičius, Motieka, and Statkus, 2005). Due to the peripheral and transit position of the country, the set of functions will be determined by the actions of leading states (in: Smirnov, 2014: 44).

Certainly, the matter of their own survival posed the most important issue for the small states during the most of the territorial states system’s history, and even today, it is the main reason for bandwagoning as one of the strategies of small states when it comes to security.

As Raeymaeker (1974: 18) pointed out: “The foreign policy of small states therefore aims at withstanding pressure from the great powers, at safeguarding their territorial integrity and independence, and at insuring the continued adhesion to national values and ideals. A small power is a state on the defensive, a state that thirsts for security.”

The Russian political scientist M. Ilyin gave a very different definition of small power concept, in this context different from the concept of a small state.

Ilyin, the author of a state typology based on J. Colomer’s ideas, defined small powers as follows: they have a small territory and population, a pronounced dependency complex (however, in some cases they can strive for a relatively independent foreign and domestic policy), whereas their priority function is “adjusting” international relations (Ilyin, 2008). However, the currently increasing interdependence makes it possible to speak not only of
“adjustment” but also of a significant impact on the decisions and actions of larger states (Smirnov, 2014: 43). However, Ilyin argues small powers are incapable of taking an independent position: situated along the axes of mega- and macro-state, small powers can move away from these axes and create more or less wide belts, arcs, and nodes (Ilyin, 2011: 14).

However, a completely precise definition of a small state does not have to pose a necessity. While this can be accepted as a rational conduct, nevertheless, small states can be studied through precisely defining what states are the object of study, and at the same time, these studies do not have to merely discuss the criteria for the small state definition, thereby pushing the discussion and research about the small states out of the focus.

By using more than one criteria and by using different combinations of the various types of criteria (quantitative, qualitative, and relational), it is possible to make classifications of small states that produce the least exceptions. Nevertheless, any classification of small states will always cause certain objections. Therefore, it is the aim of this paper to go beyond the validity of definitions (based on the various criteria) of small states, merely determining, based on multi-criteria arguments that are also explained here, which states are studied and why.

There are also classifications of small states (Maass, 2009) that recognize only two groups of criteria for defining small states: quantitative and qualitative. The quantitative criteria, such as population (for example: Charles et al., 1997; Olafsson, 1998; Kisanga and Dancie, 2007), area (Hanggi, 1998: 81; Olafsson, 1998: 8-10), economic power, usually measured by the GDP (East, 1975: 160) and military power (East, 1975: 160), can be found in the studies mentioned here.

Crowards (2002) defines small states by population in clusters and uses cluster analysis, classifying 79 states as small. Thorhallsson (2006) defines small states as having less than 3 000 people working in the foreign services. On the other hand, East (1973) points out population, land area, size of economy and military resources as indicators for defining of small states.

The main objection to the use of (only) quantitative criteria is comprised in the fact that they produce too many exceptions and that the cut-offs that divide small and not so small states are arbitrary, always leaving doubts whether this divide should be differently fitted (Q: Is a state with 1.6 million inhabitants mid-size and the one with 1.4 million small, especially if a state with smaller population has an economy that is larger than that of the state with slightly larger population? A: Probably not – that is why we need a complex use of the various criteria always having prior knowledge about a particular state and the internal and external environment i.e. region in which it functions).

The reason for using the qualitative criteria (besides quantitative) lies in the fact that no matter what quantitative criteria we use, they are simply insufficient due to the complexity of the state’s features (as mentioned in the previous paragraph).

The qualitative criteria are mostly dealing with the state’s possibilities of action (Rothstein, 1968: 12), its attitude (Evans and Newnham, 1998: 500-501) and the perception of the (small) states about themselves (Hey, 2003: 1).

The identification of the picture (self-perception) that state has about itself – whether it considers itself small or not, and does this awareness of its own smallness (if there is one) influences the relations with its neighbors and the world in general (Henrikson, 2001: 56-57). The research of state’s perceptions about themselves uses that same perception as a factor that influences the attitude of those states and it is known as the perceptive or psychological approach.

Keohane’s argumentation (1969: 296) that “a small power [state] is a state whose leaders consider that it can never, acting alone or in small group, make a significant impact on the system” certainly belongs to the qualitative approach, as well as Rothstein’s (1968: 29), which
points out that “a small power [state] is a state which recognizes that it cannot obtain security primarily by the use of its own capabilities, and that it must rely fundamentally on the aid of others.”

Hey (2003: 3) argues that the idea of small states is based on perceptions: “if states, people and institutions generally perceive themselves to be small, or if any other state, peoples or institutions perceive that state as small, it shall be so considered.”

The relational approach uses the relational criteria. It is more objective than the qualitative approach, and less objective than the quantitative. It connects the small states’ behavior with the nature of the international system and the relative position of the state in it. The criterion used to determine whether the state is small or not is the (in)ability of a certain state to project its influence in the international system (Hanggi and Regnier, 2000: 7).

Defining some state as small does not mean that this same state can also be considered as a weak state. Weakness is an expression of quality and not of quantity (as smallness is). Small states can be strong, and large states can be weak, if they have weak institutions, and, among other negative features, powerful centrifugal tendencies.

The state’s population, usually taken as the main (quantitative) criterion, does not need to determine crucially whether the state should be considered small or not, and especially it is not a sole determinant of weakness of the state.

For example, The Commonwealth defines small states as sovereign states with a population size of 1.5 million people or less. Using this standard, 46 countries are small. Of the world’s 46 small states, 34 are islands, a number of which are located far from major markets – as in the case of the Pacific islands and Mauritius. Some are widely dispersed multi-island microstates (Commonwealth Secretariat, 2009: 5).

When defining which states to study in this paper (and not attempting to pursue the unique definition of a small state), relational and quantitative criteria were used as primary.

Fox (1959: 2-3), for example, views small states as international actors that lack the power to successfully apply power or resist the effective application of power on them by other states. Such a ‘Dahlian’ understanding of power (Dahl, 1957) in the context of small states studies is widely accepted (Maass, 2009: 72-73).

Despite the major problem known as the “ambiguity and elusiveness of the small state definition” (see Maass, 2009; Kurecic, 2012) the decision was made to determine an exact number of states which would be the object of study in this paper. The small states were firstly grouped into the regional groupings that were determined concerning the previous research on the afore-mentioned topic.

Table following on the next page

---

1 The research has shown that there is no consistent correlation between population size and other measures of state size. In response to this criticism, scholars have not abandoned ‘population size’ as a criterion, however. Instead, the size of a state’s population has been integrated with additional criteria (Olafsson, 1998, 8-10). The population as a determinant of the state’s smallness simply cannot be ignored.
Tab. 1: The small states studied: continents, regional groupings, states included, and the criteria for defining (Continues on the next four [4] pages)

<table>
<thead>
<tr>
<th>Continent/world region</th>
<th>Groups of small states on the continent/world region</th>
<th>The small states included</th>
<th>The criteria used for classification and explanations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Europe (39)</td>
<td>Small states of the EU (20)</td>
<td>Austria, Belgium, Bulgaria, Croatia, Cyprus, Czech Republic, Denmark, Estonia, Finland, Greece, Hungary, Ireland, Latvia, Lithuania, Luxembourg, Malta, Portugal, Slovakia, Slovenia, Sweden</td>
<td>The relational criteria were used only on the systemic level (large and small EU members), because the depth of the integration among states, and not on the level of the state (small state and big neighbor etc.). The population cut-off size of 12 million inhabitants was used as a compromise. The Netherlands, with a population of 16.85 million, numbers five and a half million inhabitants more than Belgium, with a population of 11.22 million. (...) Of the current 28 EU member states, 20 EU members fell below the limit of 12 million inhabitants. This criterion produced the same results as the second criterion used: the categorization in terms of the number of EU states fitting into two defined groups. Panke (2008) defined small states according to the political weight they possess (with cut-off level of the EU27 average votes in the Council of Ministers (12.78)).</td>
</tr>
<tr>
<td>Small European states that opted to stay outside of the EU (3)</td>
<td>Iceland, Norway, Switzerland</td>
<td>Iceland and Norway are NATO and EFTA members. Switzerland is neutral and maintains deep economic relations with the EU through bilateral agreements. Countries of high or very high income, which are not in the EU because their population does not want them to be the EU member states.</td>
<td></td>
</tr>
</tbody>
</table>

3 Thorhallsson (2004) considers states with a population of 38 million and above to the large states of the EU and the states with a population below 17 million small states. The only state that therefore would not fit into this classification (large and small EU states) would be Romania (which actually joined in 2007, therefore at the time of Thorhallson’s classification still was not an EU member state).

4 With the entry of Croatia into the EU, the average voting weight in the Council of Ministers has decreased from 12.78 to 12.57. Therefore, the dividing line between Netherlands and the other states with less than 13 votes remained intact, leaving all states in the same groups according to previously used Panke's methodology. Voting system in the EU Council of Ministers has changed since November 2014. However, until 31 March 2017, member states can still request to use the previous rule for qualified majority voting. The states, which vary enormously in their population, territory, and economic power, were grouped into one group based on their EU membership and the fact that these 20 states (out of EU’s 28) comprise only about 22 percent of EU’s population and about 20 percent of its economic power. The fact that describes the asymmetry in the EU regarding the economic power of certain members is best described by the fact the German economy was in 2014 slightly larger than the economies of these 20 states combined: Germany’s GDP amounted for 3 852.6 billion US$, while the GDP of the EU20 states was 3 669.8 billion US$. The GDP of the EU’s eight largest states (by population) amounted 80.1% of the EU’s GDP, while the GDP of EU 20 amounted for only 19.9% of the EU’s GDP. If Romania was excluded and Sweden included (since its economy is among the EU’s eight largest economies), the asymmetry would be even more visible.


5 Bailes (2009: 18) considers all Nordic states as small, even Sweden.
### Microstates of Europe (5)
- Andorra
- Liechtenstein
- Monaco
- San Marino
- the Vatican City State

Very small states that can be defined as microstates and de facto protected areas, under the protection of larger states (France, Italy, Spain, Austria), from which they benefit.

### The Western Balkans states (6)
- Albania
- Bosnia-Herzegovina
- Kosovo
- Montenegro
- Serbia

Former Yugoslavia minus Slovenia and Croatia (the EU member states) plus Albania. Countries with many internal problems that have been torn by wars, corruption, and the overall pauperization for the last quarter of a century. Declared intentions to join the EU. Because of the internal and unsolved mutual problems, perspectives for that remain bleak.

### Small non-integrated states in the European and Caucasian part of the Post-Soviet space (5)
- Armenia
- Azerbaijan
- Belarus
- Georgia
- Moldova

Larger and more powerful neighbors. Dependence on Russia in many spheres (except Azerbaijan).

### Asia (19)

#### Small states of Central Asia (4)
- Kyrgyzstan
- Mongolia
- Tajikistan
- Turkmenistan

These states are land-locked, have a low population density, surrounded by the major world powers (Russia and/or China) and/or regional powers and larger states in general (Iran, Kazakhstan, Uzbekistan). They are significantly weaker than their neighbors are, economically, demographically, politically, and militarily.

#### Small states of the Near East (3)
- Israel
- Jordan
- Lebanon

Three very different states, classified by the population criterion and their regional position. Israel is of course, because of its international influence, military and economic power a small power, much more than a typical small state.

#### Small states of the Arabian Peninsula (5)
- Bahrain
- Kuwait
- Oman
- Qatar
- The United Arab Emirates

These states are petro-dollar monarchies, surrounded and influenced by larger states and powers, Saudi Arabia particularly, which acts like an ally and a protector of most of these states. Iran, as a neighbor across the Persian Gulf, is on the other hand the prime external reason of concern for these states, especially after the overthrow of S. Hussein in Iraq.

---

6 Determining micro-size are not limited to choosing the right quantitative geographic or demographic attribute(s) for measurement. More importantly, there is little consensus over the issue of which particular quantitative threshold should be used for isolating microstates from larger political units (Dumienski, 2014: 11). Defining microstates suffers from the similar problem as defining small states: quantitative cut-offs, negative definitions (what microstate is not) and so on. These states should be smaller than small states. However, the questions always remain how smaller and by what criteria. In addition, the “eternal” question as well: what is a small state? This must be answered before defining microstate as “a very small state” or “smaller than small state”.

Oest and Wivel (2010: 432) have rightly pointed out that any definition of smallness based exclusively on perception obscures “the distinction between microstates, small states and middle powers” and as such cannot be useful for isolating microstates from other types of polities.
<table>
<thead>
<tr>
<th>Small states of South Asia (2)</th>
<th>Bhutan</th>
<th>Maldives</th>
<th>Bhutan is a small, underdeveloped state. It is land-locked and heavily dependent on India. Maldives are a small island state.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small states of Southeast Asia (5)</td>
<td>Brunei</td>
<td>Cambodia</td>
<td>Laos Singapore Timor-Leste This group is comprised of two states in the mainland part of Southeast Asia (Cambodia and Laos – a landlocked state) and three states that occupy the parts of islands (Brunei on the island of Borneo, Timor-Leste on the island of Timor) or islands (Singapore).</td>
</tr>
<tr>
<td>The Americas (23)</td>
<td>Small states of the Caribbean (15)</td>
<td>Antigua and Barbuda Bahamas, the Barbados Belize Dominica Dominican Republic Grenada Guyana Haiti Jamaica Saint Kitts and Nevis Saint Lucia Saint Vincent and the Grenadines Suriname Trinidad and Tobago Guyana and Suriname were included in the Caribbean although they geographically belong to South America. Nevertheless, their history, culture, economic ties position them (geopolitically, economically, culturally etc.) much closer to the Caribbean than to South America. The same argument was used for Belize, located on the Central American isthmus, but was joined to the small states of the Caribbean. The three states are also not a part of Latin America, as a cultural region. Cuba was not included among the small states of the Caribbean because of the size of its population, its unique historical and current geopolitical position and the level of its foreign policy activity and capabilities.</td>
<td></td>
</tr>
<tr>
<td>Small states of Central America (6)</td>
<td>Costa Rica El Salvador Guatemala Honduras Nicaragua Panama These are the states of the Central American isthmus, between Mexico and Colombia. Except Costa Rica, all these states show a significant level of weakness, besides smallness. They have much larger and more powerful neighbors (The U.S.A., Mexico).</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Small states of South America (2)</td>
<td>Uruguay Paraguay Uruguay was included because of its small population and larger neighbors (Brasil and Argentina). However, it is not a weak state. Paraguay was included for the same reasons as Uruguay plus a lower level of economic development and a land-locked position.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Africa10 (31)</td>
<td>Small states of Northern Africa (2)</td>
<td>Libya Tunisia</td>
<td>The reason for including Libya and Tunisia among small states of (the Northern) Africa</td>
</tr>
</tbody>
</table>

7 Due to the enormous size and importance of India in the region, all states except Pakistan could be considered as small if we would only study South Asia and use only the relational criteria.

8 Singapore is classified as a small state primarily because of its small territory and the fact that it has much larger neighbors. Nevertheless, its economic power and strategic importance make it a small power, much more than just another small state. Cambodia and Laos are surrounded by much larger neighbors, of which Vietnam is quite dominant. In the insular part of the region, all states are certainly small in comparison to Indonesia.

9 Bolivia could also be included if the qualitative and relational criteria would be used only (without a regard to its population and size). It is also land-locked and therefore geographically handicapped state, surrounded by larger and more powerful, often in history hostile neighbors (Chile, Peru).

10 To determine which states should be considered as small in Africa (especially in the Sub-Saharan Africa) was the most difficult task. The quantitative criteria, especially when it comes to economy, are difficult to combine with population and size of most of the African states (especially the LDCs – in many cases these states have a large or at least a significant area, a midsize population and a very small economy due to the extremely low level
of economic development). So the qualitative (political (in) stability, the quality of institutions, the level of political freedom, and degree of corruption etc.) and relational criteria come in. Africa is the continent where in most cases smallness also means weakness (small AND weak states). Nevertheless, most states that are not small by their size and/or population can be also considered as weak. Therefore, the criteria for defining small states are very difficult to apply and can be always disavowed. A land-locked position, which is a feature of a number of small states in Africa, also contributes to their overall weakness, low economic performance, and especially their weakness in the relations with their neighbors. Besides the qualitative criteria, relational criteria were very useful because it was possible to see the position of states towards their neighboring states. The states that had significantly larger (by the criteria of population and the size of the economy) and more powerful neighbors were much easier considered as small.

11 These neighbors have not shown the aspirations towards these states, and the influence of outer, former colonial/imperial powers (France, the United Kingdom) and the U.S.A. was always stronger throughout the 20th century and now than the influence of the immediate neighbors (Egypt, Algeria). This is a fact that tells us much about the de facto weakness of these neighbors (although larger than the states mentioned) and the involvement of more powerful external states in the region.

12 Of course, all states of the Western and Central Africa are small in comparison to Nigeria, but a line had to be drawn somewhere between the small and mid-size states in these regions. It goes for South Africa in the southern part of the African continent as well.
The small states of Oceania were primarily defined by their insular (in some cases archipelagic character and its remoteness). All states of Oceania are small and island states and some of them can be also considered as microstates. Papua New Guinea, although much larger than the other small states of Oceania, was included because of its ties and closeness to the region, and it shares many of the small and weak states’ characteristics. New Zealand was not included in this research, although its population is only 4.5 million. However, it represents a true giant for almost all of the small island states (and especially microstates) of Oceania.

4. CONCLUSION

According to the classification developed for the purpose of this paper, based on the combination of quantitative and relational criteria, small states comprise about two thirds of all the world’s states. When we are able to classify small states, then we can study them as groups and make comparative analyses of their behavior and achievements. Except North America and Australia, small states were identified in every large region of the world. In some regions, small state comprise a large proportion or majority of all states, and in Oceania – all states except New Zealand are small. The classification of small states in this paper was made according to their regional affiliation, thereby accentuating different, regionally determined criteria, classifying various states that differ significantly in their quantitative characteristics as small, which confirms the relevance of relational criteria. Further research, which will be developed as a part of the project “Small States in the Multipolar World”, on which the co-authors are working, will provide more in-depth findings about the specificities of small states and small economies in the contemporary world.
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<table>
<thead>
<tr>
<th>Oceania (12)</th>
<th>Small states of Melanesia (4)</th>
<th>Fiji</th>
<th>Papua New-Guinea</th>
<th>Solomon Islands</th>
<th>Vanuatu</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Small states of Micronesia (5)</td>
<td>Federated States of Micronesia, the;</td>
<td>Kiribati</td>
<td>Marshall Islands</td>
<td>Nauru</td>
</tr>
<tr>
<td></td>
<td>Small states of Polynesia (3)</td>
<td>Samoa</td>
<td>Tonga</td>
<td>Tuvalu</td>
<td></td>
</tr>
</tbody>
</table>

---

13 Its only proximate neighboring state other than the small states of Oceania is Australia, which is much large and more populous. Nevertheless, the two states share deep connections and are allies, up to a level of military alliance (ANZUS Pact). The relational criteria and the regional position of New Zealand determined why it was not included among the small states of Oceania.
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ABSTRACT
In paper “The management approach to the analysis and the forecasting of demand in home savings XY” goal is to demonstrate and define the techniques and methods used in the analysis and forecasting of demand in business home savings XY, and the way in which the information are implemented into business development strategy of the building society. Quality analysis of the current market demand and prediction of future demand is of great importance for the business sustainability. The paper will present analysis techniques that are used in the home savings XY business, the way home savings assesses and predicts demand, and problems that arise in the assessment. In order for management to develop a successful business strategy of home savings XY, market trends and macroeconomic indicators of country (with a focus on demographic trends) must be monitored; also various business analysis reports must be created which is analyzed in this paper.
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1. INTRODUCTION - MANAGERIAL APPROACH IN ENTERPRISES

The individuals and companies are the primary participants in the market economy. The individuals possess and control the resources which are of some value to companies because they are the necessary inputs in the manufacturing process. Those resources are usually seen as work force, capital and natural resources. The interaction between individuals and markets is carried out through two different spheres. The first sphere represents market of products where manufactured goods and services are being bought and sold, while the other is the market of factors where the trade of work force, capital and natural resources is happening. These interactions can be shown as a customary look of two sector model of economy. On the left side of the economic system, the individuals, consumers, which are the source of resources needed by manufacturers, are placed. Those resources are, as it has been mentioned before, work force, capital and natural resources. The most of the individuals have the work force which they offer for sale. On the other hand, a smaller number of them possesses capital and natural resources which they can offer to rent out to those who need them. The manufacturers, which can be seen on the right side of the economic system, are those who need the aforementioned resources or manufacturing factors. The most common and the most dominant form of manufacturer is company. The companies combine the acquired manufacturing factors according to demands of applied technology by paying (one-time or as an installment) the certain reimbursement for manufacturing factors, and manufacture the output (products and services) with which they tend to satisfy the needs of consumers. The consumers will pay a certain amount of money for the usage of the products and services, while the manufacturers will, by using that money as the

1 Santini, I., materials from lecture of economics of control, academic year 2013./2014.
source of income, pay for the manufacturing factors which they use in the process of production which the consumers enable. The interaction between consumers and manufacturers is carried out through two arenas. In the first, the economic one, the market of products, the purchase and sale of products and services is being carried out, whilst in the other, the market of manufacturing factors, the purchase and sale of manufacturing factors is taking place. The sole interaction is happening simultaneously, through two courses. The first course is also known as the real or material course and it stands for the motion of material substance which can be seen as a product or manufacturing factor (full line). The other one is called pecuniary or monetary course and it means the motion of money between the observed sectors of economy (dotted line) On the market of products, individuals seek for the goods and services in order to satisfy their consumer wishes and needs. The consumers make their demands recognizable by competing or bidding. That shows the levels of their incomes and preferences and it's all condensing in declared price which they are ready to pay for the material goods.\(^2\) The companies, wanting to earn money, respond to those demands by putting the wanted products and services in the market. The manufacturing technology of company and the costs of the manufacturing determine the conditions of the supply of wanted products and services. The interaction between the offer and demand determines the price and amount of sold products and services. The prices paid by consumers for manufactured products of a company takes the form of value or income (monetary course), and delivered amount of products by company stands of the real course for consumers.\(^3\) Contrary to market of products, on which the consumers receive products (real course), and the manufacturers money (monetary course), on the market of manufacturing factors, the situation is all but the same: the consumers receive money (monetary course) and manufacturers take on the resources or manufacturing factors (real course).\(^4\) In other words, in this case, consumers offer their services (work force, capital and natural resources) for which they gain reimbursement in the form of salary and manufacturers show their need for the services and, by using services provided by consumers, the manufacturers pay a certain reimbursement (wages, lease etc.). In the market economy shown by this circular course of movement, individuals and companies are deeply interdependent, they are participant who need each other. The work force of individual has no value until a company comes along willing to pay for it. However, it isn't profitable for company to invest in manufacture unless they are able to sell their product – or, to simplify – if there isn't a sufficient demand for that product. As a result of that, all the participants have their motives to offer something that someone else wants and is ready to pay for it, so all the participants achieve economic benefits. If someone doesn't achieve those benefits from participating in the market economy, they can retreat from that participation. It is the use that occurs for individual participants that represent the essence and initiator of the market economy. In the circular course of economic value, companies play an extremely important role. A Nobel Prize winner, Ronald Coese, was first to answer the question of why do enterprises exist. As he put it, they exist because the activities of transactions can be done cheaper inside an enterprise than outside of it. An enterprise generates lower expenses because of two reasons: \(1\) the reason why the expenses are lower inside an enterprise is the fact that the use of price mechanism costs money. While using the price mechanism, at least 3 kinds of expenses emerge: I. the expenses of gathering information about the source by which the transaction appears. II. negotiating expenses (making contracts) III. the expenses of implementing contracts. If one was to add all these expenses, he would see that they are sizeable and would conclude that it is better to make all of these expenses by making more transactions simultaneously, and not only for one. \(2\) the reason why the expenses are lower in an enterprise

\(^2\) Santini, I., academic year 2013./2014., op.cit.
\(^3\) Santini, I., academic year 2013./2014., op.cit.
\(^4\) Santini, I., academic year 2013./2014., op.cit.
is the government regulation. A state taxes transactions between enterprises, so that expense is removed if the transactions are being made inside an enterprise. The critics of Coeses view ask a legitimate question – Why don't the transactions happen inside merely one enterprise? The answer can be found in two reasons: 1. reason – The principle is that first the transactions with lower expenses are interiorised and then those with the higher ones. It is possible as it is legitimate that sometimes the expenses of internal transactions are tying with or are even higher than the expenses of external transactions – the expenses of use of price mechanism. 2. reason – Enterprises don't grow indefinitely because of decline of managerial efficiency. The logic of uniting the transactions is done by, firstly, internalizing the transactions which result with the biggest savings. Then it is time to internazile the others, which are conducted with relatively lower and lower savings. It is inevitable that sometimes the costs of making internal transactions are the same as the costs of externaly made transactions. The boundary of the growth of a company, generally speaking, is found in the managerial capability which is limited as it is being made following the law of declining efficiency. The phenomenon of decentralisation inside the companies highly progressed in the field of internalization of transactions, is the undoubtable signal to reduce the declining managerial efficiency. After we've studied the operation of economic course of activity and realized the importance of company inside that course, or to say, the impact of management on the company's businesses, in continuation of the chapter, we will get to know the term of managerial economics and determine which are the tasks and goals that management must complete in order to keep the management of the company and increase the profit which is rightly considered to be the heart of the managerial economics.

1.1. The term of managerial economics
Managerial economics is the youngest of all the social sciences, but it has a great significance in organization making business. The primary function of a manager inside the business organization is making decisions and planning of managerial. The managerial economics can be divided into two branches, the economy and managing. Economy for managers regards the application of economic theory and the method of analysis of science about decision making in order to find out the most efficient way for an organization to achieve its intentions or goals. The problems of business decision making appear inside of every organization – whether we talk about enterprise, non-profit organization (for instance hospital of university) or a government organization, when it seeks to achieve some purpose or a goal with certain limitations. The goals and limitations can be distinguished depending on the case, but the core process of decision making is the same. For example, hospitals will cure everyone who needs a medical assistance, regardless to increasing lack of doctors, the rest of medicinal staff, beds, equipment and financial means. An organization can solve its problems by managerial decision making with application of economic theory and instruments of science about decision making. The economic theory refers to microeconomy and macroeconomy, while the sciences about decision making use the means of mathematical economy and econometry, and are used to find the optimal solution for problem of business decision making. What used to be a unique science, the economic science, split into two immense science fields: macroeconomic on the

5 Santini, I., academic year 2013./2014., op.cit.
6 Santini, I., academic year 2013./2014., op.cit.
7 Santini, I., academic year 2013./2014., op.cit.
11 Salvatore, D., (1994.) op. cit., str. 5
one, and microeconomic on the other side. Each of those particular sciences, however, refers to
the same object of studying, economic system, but from different perspectives. The managerial
economic is defined as application of methodology of economic theory on to problems of
decision making inside an enterprise. It studies the regularities and legality which manager must
follow while making decisions about making profit. The economy, as a complex scientific
discipline it is, had to split to two independent, but closely related, segments: macroeconomics
and microeconomics. Macroeconomics studies the economy as a whole, focusing on to
homogeneous variables as are gross product, absolute level of price, employment, inflation etc.
All of those aggregates are studied by the macroeconomics, not only as separate phenomenons,
but as phenomenons in mutual interaction, so the image of efficiency of the functioning of
economy can bee seen as a whole. The other segment of economics, microeconomics, focuses
on studying of activity and behavior of individual economic units, such as consumers and
companies. In the first units, the demands of consumers are analyzed, and in the second, the
decisions regarding manufacturing, offers and prices of the companies – all in the context of
market structure inside which they are active.

From the perspective of economic unit, microeconomics analyzes the conditions and finds
determined partial analysis, while seeking to question if, and under which conditions, the
possibility of making general balance exists. According to picture 3., the managerial economics is a derivative of microeconomics. A small
difference between managerial economics and microeconomics is often emphasized, which can
be seen through understanding the managerial economics as an application of microeconomical
tools and techniques inside the process of decision making inside companies. The adjective
„managerial” must accentuate the manager, the leading person (or a team) inside a company
who is in charge of making choices, or decision making. Microeconomics studies the
interaction of a company and market, but not as good and convincing as the industrial
organization does the job. Keepig in mind that the managers of companies make specific
decisions, which mean that they must take into account more details than microeconomics
would, it is logical that more helpful tools and techniques are found inside an industrial
organization than inside the ancient microeconomics. So, relying on accomplishments of
industrial organization, managers can be more certain in the results they want to achieve by
decision making. The managerial economy applies the most useful terms and theories from
the microeconomy and industrial organization in order to create systematic, logical way of
analyzing business practice and tactics to maximize profit and it develops a strategy for
longterm sustainability of business making and profit. There are attainments of science which
are not economic, but are nevertheless extremely important in the process of making
management decisions, such as scientific achievements about making decisions and
quantitative methods inside decision making which can be of a great use to management
economics. The methods of assessment of demand, for example, used for foresight, are not on
of the tools and techniques of microeconomics, but are of immense help to a manager. The
manager who will, with the standard tools and techniques of microeconomic, in the process of
making decision, use the most developed and sophisticated methods of decision making, can

12 Santini, I., academic year 2013./2014., op.cit
13 Santini, I., academic year 2013./2014., op.cit
14 Santini, I., academic year 2013./2014., op.cit
15 Santini, I., academic year 2013./2014., op.cit.
be certain that he will be making decisions of great quality and certainty. The managerial economics represents a very interesting and quite significant part inside the business making of every company. It connects the economical concepts with quantitative methods with the purpose of advancement of making manager decisions. The managerial economics uses tools which directly help the manager with decision making; it analyzes the processes through which a manager uses economic theory with a goal of solving complex business problems, so that he could afterwards make a rational decision and achieve the defined goals of the company.

1.2. The tasks of the managerial economics

The managerial economics has two tasks. The first one is to enable the manager to evaluate the existing resource allocation and the other one is to help a manager to react accordingly to the signals from economic environment. While solving the aforementioned tasks, a manager uses tools and techniques such as optimization, making decisions in conditions of uncertainty, as well as the theory of games. It is highly important for manager to possess all the relevant information, in order to make the decision making timely and valid and to decrease the possibility of a mistake – all with the main goal in mind – maximization of profit. The fact that the manager of the company has to make a decision inside variable and unpredictable environment implies that there is a lack of information – so to say – he doesn't own the complete information. Being aware of that, he can engage in the direction of completion of information in order to ease his decision making process. There are a lot of ways to carry out the completion of information. He can, for example, question his own customers, or seek an advice from consultants. The results of the research can help him gain the needed information. Furthermore, he can decide to construct simple or complex models which can be solved through computer. The process of completion of information, of course, isn't free of charge. It generates costs of a certain height which are called the expenses of information and include the money outlays which are made due to the need of a manager to transform the data to the state that is appropriate for manager decision making. But there is a number of benefits the completion of information carries as well. It is called the value of information. The value of information can be defined as a difference between the values of what one would certainly gain with the completion of information before the decision making; and what one would gain relying on the information available now, or the lesser number of complete current information. The existing extra value, which is gained from the process of completion of information, stands for a limit of expenses of information. A manager will not take on the completion of information if the costs of information are larger than the extra value he can gain by the usage of those information. More often than seldom, it happens that the value of information indeed is greater than the expenses of information so it does not surprise that the activity of completion of information in companies is developing more and more. The information are crucial in the process of decision making as they are when the tasks of management economics are being solved. Without them, the management could not evaluate the existing allocation of resources, neither could it appropriately react to the signals from the economic environment. The theory of game analyzes the way on which two or more players or groups pick the activity or strategies which together influence every participant. Keeping in mind that there situations happen in economic sphere as well, it is logical that the theory of game found its use within economic analysis in general,
as well as in management economics. The standard assumptions of theories of games are: (1) there is an exactly defined number of outcomes (gains) for every individual player; (2) the individual players have exactly defined preferences which, according to von Neumann and Morgenstern, lead to maximizing the expected use and (3) the players have the unlimited capability to conclude and calculate, so to say, we are talking about a perfect player. The reality of the first assumption is very questionable, which goes for the third assumption as well. The one in between, however, is somewhat less questionable, for example, oligopolists can maximize the expected profit, but that doesn’t mean that all the oligopolist behave that way as well. In spite of it, although some of the unlikely assumptions are adopted, they do largely direct and make the analysis itself easier. The participants of the game want to find the optimal strategy, keeping in mind that their behavior, as well as the behavior of other participants, effects on the outcome of game. That is why the participants cannot think only of themselves and the maximization of profit, they are, instead, dependent of one another while they make decisions about the implementation of strategy.

1.3. The goals of management economics
Managers in companies do one of their most important activities – decision making – regarding a certain goal. It is a general opinion that the primary goal of a company is maximization of profit, so the managers make all of their decisions in order to kame that goal. Profit is quite a simple term. It stands for the difference between income that a company makes with the sold products and the expense that were necessary for the amount of products sold. In other words, the most important goal which management needs to achieve is to maximize profit, so we are free to conclude that profit indeed is the heart of the management economics. Profit is what is left when we put together all the incomes and the expenses. When we talk about the income, there is no confusion, it is calculated by multiplying the amount sold and the price achieved. The expenses, however, can be explicit and implicit. Here we can find the difference of value of profit – talking from the accountant and economic perspective. The more detailed description of the differences between them will be explained below. The outlays on the factors of manufacturing: rent, raw materials, work force, borrowed capital etc. are simply called – the explicit expenses. All of them are noted in business books; we find them in the accountant, and profit is what is left when we subtract the income and explicit expenses. The phenomenon of implicit taxes occurs because companies make businesses inside the system of the market economy. Everything a company manufactures, regardless of the existence of the records of usage, represents sacrified values, and there by – the expenses. The concept of implicit expenses requires of the managers to take those kind of expenses into the account while making their calculations. In orded to better understand the term of implicit expensive, we will now explain it on the example of an owner of a company who doesn't pay off his own salary. Considering that the owner doesn't pay himself salary for his own work, from the perspective of the explicit expenses, the expense of his salary does not exist for it hasn't been noted inside the accounting. On the other hand, looking from the perspective of the implicit expenses, it does exist. That expense is called the opportunity expense and it represents the value of salary which, in our example, the owner of company would earn by working somewhere else, and that expense would, in that case, be noted inside the business books. If wee know what amount of money did the owner receive on other working place for the same job, we are at the hight of an implicit

22 Santini, I., academic year 2013./2014., op.cit
23 Santini, I., academic year 2013./2014., op.cit
24 Santini, I., academic year 2013./2014., op.cit
25 Santini, I., academic year 2013./2014., op.cit
26 Santini, I., academic year 2013./2014., op.cit
expense of the owner of the company who doesn’t disburse his salary. This short consideration of the explicit and implicit expenses has a goal – to impose the economic category of expenses. The economic expenses represent the sum of explicit and implicit expenses. Any kind of oversight in the establishment of the expenses shall result with a deviation from an economic profit.\textsuperscript{27} The difference between the coverage of the expenses comes down to this – economic profit gives the managers very different signals. It is important to point out that there is a need to establish the relevant expense for a decision, and that can differ from the theoretical categorization of the economic expenses. A manager of a company must decide which implicit expenses are relevant and which have to be included into calculation of the economic profit. The economic profit can come out of one or a combination of these sources: taking up the risk, financial deviation, monopoly power, introduction of innovations or manager efficiency.\textsuperscript{28} According to the theory of the explanation of profit of risk, enterprises demand returns of an above average size (economic profit), so that they could enter the fields above average risks (for example, searching for oil).\textsuperscript{29} Frictional theory of profit emphasizes that profits emerge because of the friction or deviation from a long term balance. That means that in a long term, perfectly competitive balance, enterprises want to achieve merely a normal return (adapted regarding the risk) or a zero (economic) profit.\textsuperscript{30} However, the enterprises are probably not always inside a long term balance, so they cannot achieve profit or bear losses. Often, when those kinds of losses appear, some of the enterprises leave the industry, which leads to larger prices and elimination of the losers. Regarding monopoly profit, it often occurs that monopoly enterprises lower the manufacturing and seek bigger prices that that is the case in a perfect competition – in that way, they are making money. Due to a limited entrance inside the industry, those enterprises can continue to make long term profit. The strength of monopoly can appear because an enterprise has and controls the entire offer of raw materials that are necessary for the production of some commodity, because of the economies of extent, because of the ownership of the patent or because of the government restrictions that prohibit competition.\textsuperscript{31} The innovation theory of profit claims that (economic) profit is an award for introducing a successful innovation.\textsuperscript{32} The most prominent example is Steve Jobs who became a millionaire within a few years by inducing Apple Computer back in 1977. The theory of profit, based on manager efficiency, depends on observation of enterprises which have, with an above average efficiency, accomplished above average incomes and (economic) profit, while an average enterprise had a long term tendency to achieve merely normal return to their investments.\textsuperscript{33} In the economy of a free market, like ours, profit serves a crucial cause. High profits are a sign that consumers want more products of that industry. They give incentives to the industry so that it can expand the production and that more enterprises can enter the industry long term. For an enterprise of an above average efficiency, profits represent a reward for a bigger efficiency. On the other hand, lower profits or wastages are a sign that the consumers want less of those products or that the methods of production are not effective.\textsuperscript{34} So, the profits signal an enterprise to make their efficiency bigger or that they should produce less of the products or even leave the industry all together and by doing that make room for some other, more efficient enterprises. By doing so,
the profits show the crucial signs for conversion of social resources in order to evoke changes in tastes and demands for the goods as the time goes by.

2. THE FUNDAMENTAL FEATURES OF MARKET OF HOME SAVING BANKS
The contracting models of home saving banks have been developed so that they could make it easier to finance housing needs of citizens during the end of 18. century and they haven’t stopped to develop since, in accordance with the evolution of society and current fiscal and housing politics. A lot of countries have chosen the development of contract model of the housing finance (housing societies or building society), including the Republic of Croatia – which introduced the Law of home savings and state deriving of home savings on the October 20th 1997., which became formal on the 1st of January, 1998. Today, there are five of home savings doing business in Croatia, four of which are owned by foreigners (directly or indirectly), while only one is in Croatian ownership. Contrary to the assets of banks, the assets of home savings slightly increased during 2015., but their share was still quite small within the total assets of the credit institutions – a total of 1,99% (on the 31st of March 2016.). Home savings in Croatia are doing businesses accordant to the Law of banks and other regulations of monetary and public authorities which regulate the management of banks and savings, and their management is under surveillance of Croatian national bank, the Ministry of the finances and the State revision office.

2.1. The indicators of the management of home savings
Banks are very specific in relation to other economic subjects. Because of that, the classification of indicators is different for banks than for the rest of economic subjects. In the continuing part of the thesis, we will show the review of indicators of management with the existing home savings in Croatia, whose yearly financial reports are publicly published on the Internet sites of the savings and on the sites of Financial agency. The indicators of business are collected by reading the financial reports for 2015.

The classification of financial indicators for banks:

1) Indicators of relations in the bank’s balance sheet
   a) Indicators of bank’s liquidity
   b) Indicators of bank’s indebtedness
   c) Indicator of investment in fixed assets
2) Indicators relation in the income statement
   a) Indicators of economy
   b) Indicators of non interest bank activities
3) Profitability ratios
   a) Indicators of profitability
   b) Indicators margin an average interest rates
4) The investment indicators

Remark: All the amounts used in the calculation of the indicators in the table are expressed in thousands of kuna’s. Balance is the basic financial statement showing the balance of assets and liabilities on a certain day. Based on data from the balance sheet, the indicators are formed and they are showing the relations in the balance sheet of a bank. These indicators measure the security of business, which is nothing but the financial situation. Liquidity indicators measure the ability of companies to pay their overdue payables. When talking about the liquidity of banks as specific institutions, liquidity is usually defined as the ability to generate the necessary cash primarily using readily cashable assets of the bank, at a reasonable cost and in a time when it is needed, whether for asset growth, either to settle the obligations. The ratio of loans and deposits received is an important indicator of liquidity. The higher the ratio, the lower the liquidity of banks. From the table „Liquidity ratio in savings“, we can see that the indicator of the relations of the given credits and the received deposit is the smallest in PBZ home savings, while the biggest one is in Wüstenrot home savings. We can conclude that in the given day, PBZ home saving was the most liquid one, followed by HPB, Raiffeisen, Prva stambena saving and lastly – Wüstenrot.

Table 1. Liquidity ratio in savings

<table>
<thead>
<tr>
<th>Home saving</th>
<th>Given credits</th>
<th>Received deposits</th>
<th>The relation of given credits and received deposits</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>HPB home saving</strong></td>
<td>143.198 kn</td>
<td>242.820 kn</td>
<td>0.5897</td>
</tr>
<tr>
<td><strong>Prva home saving</strong></td>
<td>1.591.369 kn</td>
<td>2.215.198 kn</td>
<td>0.7184</td>
</tr>
<tr>
<td><strong>PBZ home saving</strong></td>
<td>459.404 kn</td>
<td>1.340.667 kn</td>
<td>0.3427</td>
</tr>
<tr>
<td><strong>Raiffeisen home saving</strong></td>
<td>826.203 kn</td>
<td>1.155.067 kn</td>
<td>0.7153</td>
</tr>
<tr>
<td><strong>Wüstenrot home saving</strong></td>
<td>1.269.414 kn</td>
<td>1.695.322 kn</td>
<td>0.7488</td>
</tr>
</tbody>
</table>

Source: author’s work

The gearing ratios measure how the bank finances itself from external sources, and how much from the capital. The ratio of capital and total assets ratio tells us the amount of assets financed by the capital. This indicator is also known as the coefficient of self-financing and is classified in the group of the gearing ratio. In the context of the gearing ratio, the higher the ratio is, the bank makes less debt, resulting in less risk for a bank when it does business. In addition to capital as the most stable source of funding, funding sources are also appointments, and in this context the indicator can be defined t show the relations of the total liabilities and total assets, better known as the gearing ratios. The bigger their gearing ration, he bigger the indebtness of bank. As the overall asset is financed with the capital and obligations, the sum of indicators of relations of capital and the overall assets and the relations of the obligations and the overall assets is precisely 100%. Therefore, according to the table „Indicators of indebtness in savings“, we can conclude that the biggest coefficient of their own financing belongs to the PBZ home saving. Out of all of the savings in Croatia, PBZ home saving finances itself mostly from its own capital. That being said, PBZ home aving also has the smallest indebt coefficient, while Wüstenrot home saving is at the bottom, it has the biggest debt considering the biggest coefficient of debt.

40 Žager, K., et.al. 2008., op.cit., page 301.
Table 2. Indicators of indebtedness in savings

<table>
<thead>
<tr>
<th>Indicators of indebtedness in savings</th>
<th>numerator/denominator</th>
<th>indicator</th>
<th>numerator/denominator</th>
<th>indicator</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>capital</td>
<td>Relation of capital and overall assets</td>
<td>Total liabilities</td>
<td>Relations between total liabilities and overall assets</td>
</tr>
<tr>
<td>Home saving</td>
<td></td>
<td>Overall assets</td>
<td></td>
<td>Overall assets</td>
</tr>
<tr>
<td>HPB home saving</td>
<td>39.416 kn</td>
<td>0,1349</td>
<td>252.617 kn</td>
<td>0,8648</td>
</tr>
<tr>
<td></td>
<td>292.096 kn</td>
<td></td>
<td>292.096 kn</td>
<td></td>
</tr>
<tr>
<td>Prva home saving</td>
<td>297.246 kn</td>
<td>0,1140</td>
<td>2.310.174 kn</td>
<td>0,8860</td>
</tr>
<tr>
<td></td>
<td>2.607.420 kn</td>
<td></td>
<td>2.607.420 kn</td>
<td></td>
</tr>
<tr>
<td>PBZ home saving</td>
<td>246.645 kn</td>
<td>0,1541</td>
<td>1.353.658 kn</td>
<td>0,8459</td>
</tr>
<tr>
<td></td>
<td>1.600.303 kn</td>
<td></td>
<td>1.600.303 kn</td>
<td></td>
</tr>
<tr>
<td>Raiffeisen home saving</td>
<td>87.174 kn</td>
<td>0,0659</td>
<td>1.235.396 kn</td>
<td>0,9341</td>
</tr>
<tr>
<td></td>
<td>1.322.570 kn</td>
<td></td>
<td>1.322.570 kn</td>
<td></td>
</tr>
<tr>
<td>Wüstenrot home saving</td>
<td>106.336 kn</td>
<td>0,0547</td>
<td>1.835.962 kn</td>
<td>0,9453</td>
</tr>
<tr>
<td></td>
<td>1.942.298 kn</td>
<td></td>
<td>1.942.298 kn</td>
<td></td>
</tr>
</tbody>
</table>

Source: author's work

Under the indicators of relations in the balance sheet, the indicators of investments in fixed assets are shown. Coefficient of investment in fixed assets shows how much of the capital is immobilized into fixed asset, in other words, how much of the capital is free for the financing of a bank placement. According to the table „Indicator of investment in fixed assets“, the biggest coefficient of investment in fixed asset belongs to Wüstenrot home saving and Raiffeisen home saving. Knowing that the other three home savings have considerably lower coefficients, we can conclude that Wüstenrot and Raiffeisen home savings have a bigger coefficient of investment in fixed assets because the sale of services is being done in offices which are financed from the budget of the savings, while the rest of them (HPB, Prva and PBZ home savings) do their sales in the spaces that belong to the offices of banks (HPB, Zagrebačka bank and PBZ), where the business of savings is being done.

Table 3. Indicator of investment in fixed assets

<table>
<thead>
<tr>
<th>Indicator of investment in fixed assets</th>
<th>numerator/denominator</th>
<th>indicator</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>fixed asset capital</td>
<td>Coefficient of investment in fixed asset</td>
</tr>
<tr>
<td>Home saving</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HPB home saving</td>
<td>39 kn</td>
<td>0,0010</td>
</tr>
<tr>
<td></td>
<td>39.416 kn</td>
<td></td>
</tr>
<tr>
<td>Prva home saving</td>
<td>639 kn</td>
<td>0,0021</td>
</tr>
<tr>
<td></td>
<td>297.246 kn</td>
<td></td>
</tr>
<tr>
<td>PBZ home saving</td>
<td>149 kn</td>
<td>0,0006</td>
</tr>
<tr>
<td></td>
<td>246.645 kn</td>
<td></td>
</tr>
<tr>
<td>Raiffeisen home saving</td>
<td>4.112 kn</td>
<td>0,0472</td>
</tr>
<tr>
<td></td>
<td>87.174 kn</td>
<td></td>
</tr>
<tr>
<td>Wüstenrot home saving</td>
<td>5.223 kn</td>
<td>0,0491</td>
</tr>
<tr>
<td></td>
<td>106.336 kn</td>
<td></td>
</tr>
</tbody>
</table>

Source: author's work

The calculation of gains and losses shows efficacy of banks management. So, the calculation process of the indicators which are based on the calculation of gains and losses is primarily a directed measurement of the efficacy of the managerial. It is usually pointed out that economy represents relations of cost-income ratio. So, economy shows how the revenue realized per unit of expenditure. Thus, the fundamental principle that applies here is to achieve maximum revenue with minimum expenditure. The most common indicator of the economy overall business, which is calculated as the ratio of total revenue and total expenditure. Besides, it is possible to calculate a range of partial indicators of economy. The ratio of total income and operating costs is a key indicator under consideration in relation to the calculation of gains and losses. For the bank, it is good that the value of this indicator as big as possible. The relation of the cost of employees and total revenue is an indicator that banks often follow in order to control the costs of employees. The cost of bank's staff represent a significant item in total costs and it is therefore interesting to follow the movement of this indicator at a given time, although the ratio is more important for internal analysis of the financial statements of the bank. Based on everything written above, and according to the table „Indicators of cost-effectiveness of the savings“, we can conclude that the biggest cost-effectiveness of the overall managerial belongs to PBZ home saving. We can aslo conclude that the rest of the savings have the value of the same indicators on a satisfying level. When we talk about interests of income and expenses, we can say that all of the savings have an approximate value of the indicator, but in this case, the biggest one belongs to Wüstenrot home saving. The ratio of total income and expenses as a key indicator under consideration in respect of the income statement is the largest at Prva home saving. Prva home saving also has the largest value and the relationship of total revenue and the cost of staff, while at HPB home saving, these two indicators are the smallest, but it still has big enough total revenues to cover the expenses.

Table 4. Indicators of cost-effectiveness of the savings

<table>
<thead>
<tr>
<th>Home saving</th>
<th>Cost-effectiveness of the overall management</th>
<th>The ratio of interest income and expenses</th>
<th>The ratio of overall interests and the expenses of the staff</th>
</tr>
</thead>
<tbody>
<tr>
<td>HPB home saving</td>
<td>1,0388</td>
<td>1,6608</td>
<td>2,0621</td>
</tr>
<tr>
<td>Prva home saving</td>
<td>1,3110</td>
<td>1,5676</td>
<td>5,9208</td>
</tr>
<tr>
<td>PBZ home saving</td>
<td>1,3379</td>
<td>1,7198</td>
<td>5,1402</td>
</tr>
<tr>
<td>Raiffeisen home saving</td>
<td>1,0319</td>
<td>1,6645</td>
<td>2,3530</td>
</tr>
<tr>
<td>Wüstenrot home saving</td>
<td>1,0623</td>
<td>1,7940</td>
<td>2,2606</td>
</tr>
</tbody>
</table>

Source: author's work

As the non-interest incomes encompass a wide range of service and in order to resolve bank activity in the field of non-interest income more clearly, the fee incomes and commissions within non-interest incomes are defined separately, while all of the other non-interest incomes are classified as non-interest incomes. Bank that has these indicators above the average of the
banking system is considered to be a modern bank for it offers a diversified and varied services to its customers and based on it the bank charges a fee or gives commission. In the conditions of developed financial marker, where there is a diversity of financial institutions, the banks no longer differ in interest rates – they should seek other services to make them different from their competitors.\(^{42}\) According to this, HPB home saving stands out from the value of the indicator share of net income fee in the total income from other savings banks and from the average value of the same indicator in the system of home savings (value of average is 0.1073). Also, Wüstenrot home saving is beyond the aforementioned average as well.

Table 5. Indicators of non-interest activities in the savings

<table>
<thead>
<tr>
<th>numerators/denominators</th>
<th>Home saving</th>
<th>indicator share of net fee income in total income</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>HPB home saving</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4.123 kn</td>
</tr>
<tr>
<td></td>
<td></td>
<td>17.225 kn</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.2394</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Prva stambena štedionica</td>
</tr>
<tr>
<td></td>
<td></td>
<td>11.493 kn</td>
</tr>
<tr>
<td></td>
<td></td>
<td>124.099 kn</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.0926</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PBZ home saving</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.541 kn</td>
</tr>
<tr>
<td></td>
<td></td>
<td>78.115 kn</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.0325</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Raiffeisen home saving</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4.204 kn</td>
</tr>
<tr>
<td></td>
<td></td>
<td>77.207 kn</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.0545</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Wüstenrot home saving</td>
</tr>
<tr>
<td></td>
<td></td>
<td>14.148 kn</td>
</tr>
<tr>
<td></td>
<td></td>
<td>120.300 kn</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.1176</td>
</tr>
</tbody>
</table>

Source: author's work

The indicators of profitability measure the return of invested capital, which is often considered the highest control efficiency. In the context of profitability, it is possible to distinguish two groups of indicators 1) indicators of rentability – or the true indicators of profitability and 2) indicators margin and average interest rates, which are not the real profitability indicators, but one of their functions is to increase profitability. These indicators are usually expressed as percentages. The rentability (profitability) of capital is a typical indicator that comprises at large amount of information. This indicator is represented by the ratio of net profit and capital, and is also an indicator of increasing shareholder value. It tells us how many units of profit are accomplished for the unit of capital. As the bank has a small share of the total capital in total liabilities, the return on equity will be higher than the profitability of assets. An important indicator to consider within the indicators of profitability is rentability (profitability) of asset, or the profitability of the bank's assets, which is defined by the ratio of profit before tax and total assets.\(^{43}\) (IROE) Indicator of return on equity stands for the power of the saving's earnings. In other words, it is an indicator that shows how much profit a saving can gain from a 100 kuna's of invested capital. Prva home saving has the maximal value (among the observed savings) and for a 100 kuna's of the invested capital, it gains 7 kuna's and 92 Lipa's of net profit. (IROA) The indicator of return on assets measures the amount of the earnings a of home saving and it shows how many Lipa's did a saving earn for every kuna of asset. The biggest profitability of asset belongs to PBZ home saving which earns 1 kuna and 23 Lipa's for every kuna of asset.

\(^{42}\) Žager, K., et.al. 2008., op.cit., str. 304.
\(^{43}\) Žager, K., et.al. 2008., op.cit., page 305.
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Table 6. The indicators of profitability of home savings

<table>
<thead>
<tr>
<th>Home saving</th>
<th>numerator/denominator</th>
<th>indicator</th>
<th>numerator/denominator</th>
<th>indicator</th>
</tr>
</thead>
<tbody>
<tr>
<td>HPB home saving</td>
<td>405 kn</td>
<td>1.03%</td>
<td>642 kn</td>
<td>0.22%</td>
</tr>
<tr>
<td></td>
<td>39.416 kn</td>
<td></td>
<td>292.096 kn</td>
<td></td>
</tr>
<tr>
<td>Prva home saving</td>
<td>23.543 kn</td>
<td>7.92%</td>
<td>29.442 kn</td>
<td>1.13%</td>
</tr>
<tr>
<td></td>
<td>297.246 kn</td>
<td></td>
<td>2.607.420 kn</td>
<td></td>
</tr>
<tr>
<td>PBZ home saving</td>
<td>15.769 kn</td>
<td>6.39%</td>
<td>19.727 kn</td>
<td>1.23%</td>
</tr>
<tr>
<td></td>
<td>246.645 kn</td>
<td></td>
<td>1.600.303 kn</td>
<td></td>
</tr>
<tr>
<td>Raiffeisen home saving</td>
<td>2.390 kn</td>
<td>2.74%</td>
<td>2.390 kn</td>
<td>0.18%</td>
</tr>
<tr>
<td></td>
<td>87.174 kn</td>
<td></td>
<td>1.322.570 kn</td>
<td></td>
</tr>
<tr>
<td>Wüstenrot home saving</td>
<td>5.437 kn</td>
<td>5.11%</td>
<td>7.058 kn</td>
<td>0.36%</td>
</tr>
<tr>
<td></td>
<td>106.336 kn</td>
<td></td>
<td>1.942.298 kn</td>
<td></td>
</tr>
</tbody>
</table>

Source: author's work

Interest margin or net interest margin is an indicator that makes a ratio between the interest income, expense and total asset. When talking about the interest margin and net interest margin, one should keep in mind the factors on which it depends. Firstly, it depends on the financial system of a country, the size of the bank and its position relative to the competition, the environment in which the bank operates, the size of assets etc. In the context of indicators margins, indicators of margins and fee margin operating expenses are of great importance. It is quite clear that the situation of the bank is more favorable when margin interest and margin and fee are bigger, but on the contrary, in the context of success, it is better for profitability when the margin of operating costs is as low as possible. It's usually pointed out that a well-organized, modern bank should manage its businesses in the way that interest margin covers the margin of operating expenses, whilst the margin fee should eliminate the result of bank. According to the results of financial reports for 2015, Wüstenrot home saving has the biggest margin of interest (2.14%), the biggest margin fee belongs to HPB home saving (1.41%), while Prva home saving has the smallest margin of operating expenses. Regardless, only Prva home saving and PBZ home saving can cover the margin of the operative expenses with the margin of interest, which mean that those two home savings are well organized.

Table following on the next page

---

Table 7. The indicators of margin and average interest rates

<table>
<thead>
<tr>
<th>Home saving</th>
<th>numerator/denominator</th>
<th>indicator</th>
<th>numerator/denominator</th>
<th>indicator</th>
<th>numerator/denominator</th>
<th>indicator</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>net interest income</td>
<td>margin of interest (interest margin)</td>
<td>net fee</td>
<td>margin fee</td>
<td>Operational expenses</td>
<td>margin of operational costs</td>
</tr>
<tr>
<td>HPB home saving</td>
<td>4.565 kn</td>
<td>1.56%</td>
<td>4.123 kn</td>
<td>1.41%</td>
<td>7.511 kn</td>
<td>2.57%</td>
</tr>
<tr>
<td>Prva home saving</td>
<td>39.919 kn</td>
<td>1.53%</td>
<td>11.493 kn</td>
<td>0.44%</td>
<td>20.960 kn</td>
<td>0.80%</td>
</tr>
<tr>
<td>PBZ home saving</td>
<td>30.304 kn</td>
<td>1.89%</td>
<td>2.541 kn</td>
<td>0.16%</td>
<td>15.197 kn</td>
<td>0.95%</td>
</tr>
<tr>
<td>Raiffeisen home saving</td>
<td>26.015 kn</td>
<td>1.97%</td>
<td>4.204 kn</td>
<td>0.32%</td>
<td>32.812 kn</td>
<td>2.48%</td>
</tr>
<tr>
<td>Wüstenrot home saving</td>
<td>41.508 kn</td>
<td>2.14%</td>
<td>14.148 kn</td>
<td>0.73%</td>
<td>53.327 kn</td>
<td>2.75%</td>
</tr>
</tbody>
</table>

Source: author's work

With the help of indicators of investment, the efficacy of investment into the stocks of enterprise is measured. These indicators observe the bank's management from the perspective of an investor – the people who invested into the stock of bank. The indicators of investment are determined on the same way for banks as are for economic operators from the real sector. Besides the data from financial reports, the data about stocks, especially the number of stocks and their market value is needed. As the observed home savings aren't on the Zagreb's stock market, and the market prices of indicators of investments are unknown, only the profit per stock has been calculated. The biggest profit per stock was achieved by Prva home saving, while the smallest one belongs to HPB home saving.

Table 8. Indicators of investment

<table>
<thead>
<tr>
<th>Indicators of investment</th>
<th>Home saving</th>
<th>HPB home saving</th>
<th>Prva home saving</th>
<th>PBZ home saving</th>
<th>Raiffeisen home saving</th>
<th>Wüstenrot home saving</th>
</tr>
</thead>
<tbody>
<tr>
<td>net profit</td>
<td>405.000 kn</td>
<td>40.000</td>
<td>23.543.000 kn</td>
<td>8.000</td>
<td>2.390.000 kn</td>
<td>5.437.000 kn</td>
</tr>
<tr>
<td>number of stocks</td>
<td>40.000</td>
<td></td>
<td>8.000</td>
<td></td>
<td>18.000</td>
<td>31.693</td>
</tr>
<tr>
<td>gain (profit) per stock (PPS)</td>
<td>10.13 kn</td>
<td></td>
<td>2.942.88 kn</td>
<td></td>
<td>132.78 kn</td>
<td>171.55 kn</td>
</tr>
</tbody>
</table>

Source: author's work

Based on all of the indicators, we can conclude that PBZ and Prva home saving are the best operators in the Republic of Croatia, which doesn't struck as a surprise, taking into account that they operate inside PBZ bank and Zagrebačka bank, which are one of the top leading banks in Croatia, judging by the sizes of the earned assets and by the achieved profit in 2015.

3. THE ANALYSIS AND FORESIGHT OF DEMAND IN XY HOME SAVING

3.1. The analysis and diagnosis of the general state in XY home saving

Home saving XY operates on the territory of the Republic of Croatia and is one of the five savings. It is 100% in the foreign ownership. The sale of the services is done through it's own offices and business partners. Except of the services of lending and saving, the XY home saving can offer some of the services of the business partners, such as life insurance, insurance of real estates and cash loans. The economic picture of Croatia greatly influences the operations of the home saving XY. That is the cause because the macroeconomic indicators directly influence the possibility of the savings among the citizens, as they do the movements in interest rates which connect the increasing tendency of reduction – the credits as well as the savings. After six years of the economical decline in the row, the year 2015. marked the beginning of a slight recovery of the Croatian economy. Gross domestic product recorder an increase of 1.6%. on an annual basis. The recovery was mostly caused by growth in domestic private consumption due to changes in income tax and reduced energy prices. The record number of tourists in the season of 2015. helped as well and so did the increased export of products and services. The registered unemployment rate decreased by 1.8% and at the end of the year, it was 17.6%, however this decrease was partially caused by significant outflow of labor force to other EU countries, and the negative demographic trends – the aging of the population. Despite the slight signs of recovery, the Republic of Croatia remains faced with significant macroeconomic imbalances, which are primarily related to the high level of public debt and deficits and relatively low levels of investment. The lack of structural reforms and fiscal consolidation has resulted in a lowering of the credit rating, resulting in a high risk premium of the country.

The European Central Bank implemented a policy of quantitative easing, ensuring a high level of liquidity in the market, which resulted in a reduction of benchmark interest rates on loans and deposits. Despite of it, credit activity on the level of sectors has slowed, and in combination with the trend of further deleveraging of the population, total sum of mortgage loans on the market fell by 3.4% and amounted to 55.8 billion kuna's. The decrease in the total amount of housing loans was partially affected by the conversion of the loans indexed to the Swiss franc. This trend of deleveraging population was manifested by decreasing the overall level of gross loans of the XY savings bank to 2.07% on an annual basis. The legal framework for home savings was stabilized by introducing variable state incentives in 2015 (by the decision of the Government of the RH from 2014.) in the hight of 4.9% on the amount of payed deposits to the maximan amount of 5 thousand kuna's. For the year 2016., DPS will amount to 4.1%, which gave the home savings an attractive means to restore the customer's confidence in the system of home savings, which should allow a long-term positive and stable operations. In order to ensure the long-term stability of operations, the XY home saving concluded (Decemer 2015.) an agreement on the prolongation of hybrid instruments by 2025 with a related company, which expressed confidence of shareholders in the current work of the Board. XY savings Bank continues to implement a long-term strategy of the conservative approach and measurement of all risks to which it is exposed in daily operations. That is mainly reflected in the management of credit risk where the Saving maintained a high quality portfolio structure. The share of partly recoverable and fully irrecoverable loans was (1.40%), a slight increase compared to 2014.
(1.36%), while the share of debt with banks continues a long-term trend of increase (8.79% in 2014 year and 9.73% in 2015). Based on the data from August 2016., in the segment of cash flows, the most significant deviation from the plan is evident at higher deposit savings (41.64% deviation from the plan). The deviation is also evident in the segment of loan repayment (109.15% of the plan), while the other segments do not differ significantly from the planned values. In the segment of cash flows, deviation is present in cash flows of payments of notices, whose values were 18 million kuna's higher than the planned. The realization of cash payments of loans is lower than plan by 9.5%. Other cash outflows were lower than planned by 1.5 million kuna's. The other cash outflows were lower than planned by 1.5 million HRK. The total difference between cash inflows and outflows amounted to -1,245 million, and the plan was 140 thousand, so the realization deviates from the plan by 1.385 millions HRK. For the period from January to August 2016., total realization of cash flows is higher than the planned value by 8.29%. The payment of savings were realized in the amount of 108.19% of the plan, recover credits 111.16% of the plan, while the proceeds from the sale of other financial products were 100.98% of the plan. The rest of the segments are in the going accordingly, just as planned. The cash outflows in the period of January to August 2016. recorded a value of 7.16% more than planned. The deviation from the planned value is evident in the segment of loan payments, 101.20% of the plan, in the category of notices that are higher 9.85% compared to the plan, and in the category of other cash flows that are higher 9.69% compared to the plan. Other segments are consistent with the plan.

3.2. The analysis of the internal and external environment of the XY home saving
The internal environment of the savings bank XY is made of permanent and part-time employees. The organizational structure of the savings bank XY is shown in picture 4. The Supervisory Board oversees the work of Management board of the XY home saving XY and decide on the number of its members. The Board holds meetings when required, usually quarterly, but more often if necessary. Management, internal audit and compliance function report to the Supervisory Board on the activities in the Saving. The organizational position of internal audit is defined by the adopted internal regulations of the XY. The function of internal audit of the XY home saving was established as a separate organizational unit, and is independent from the activities it audits and from other organizational units of the XY. Within the organizational structure of the XY, the internal audit has the administrative responsibility towards the Administration, and functionally to the Supervisory Board of the XY home saving. Internal audit, in the context of audits carried out, among other things, performs testing compliance of the Home saving with the laws and regulations, internal and other relevant regulations. Internal auditors do not perform any other tasks in the Home saving, except of those defined in the Credit Institutions Act and the Decision on internal control systems. Internal environment is completely under the influence of the XY home saving. External environment of the XY home saving is divided into general or social and business environment, while the XY home saving has no influence over the external environment. The concept of general or social environment refers to the natural - ecological, scientific - technological, socio-cultural, political-legal, economic and demographic environment. The operations of the Savings Bank XY are mainly affected by political-legal, economic and demographic environment. After six years of consecutive decline in economic activity, the real GDP showed increase of 1.6% in 2015., compared to 2014. Favorable economic developments were mainly caused by growth in export - reflecting the economic growth of major trading partners - the increase market share in Croatian exports and a good tourist season. All the components of domestic demand, particularly private consumption supported by favorable developments in the labor market, the amendments to the income tax and the fall in the price level due to overflow of lower crude oil
prices to domestic prices, contributed to the economic recovery. Although the investment activity of the general government decreased significantly, gross fixed capital had the highest growth rate since the start of the recession as a result of favorable developments in the private sector. A slightly positive contribution to the growth was given by the government spending. Financial availability of residential property has increased in terms of the fall in their prices, almost unchanged interest rates on new housing loans and a slight increase in household disposable income in 2015. Nevertheless, the number of transactions in the property market continued to fall, suggesting a further decline in demand for residential real estates. The demographic structure is also a significant factor in the operations of the XY home saving. The demographic picture of Croatia shows that the number of residents is decreasing. According to the Central Bureau of Statistics, it was estimated that at the end of 2015, there were 4,190,669 inhabitants, while, according to the census from 2011 there was 4,284,889 inhabitants. What is therefore at the end of 2015. There were 94,220 less inhabitants less than the now Summary 2011. So, at the end of 2015., there were 94,220 less inhabitants in Croatia than there were in 2011, according to the conducted census. Given the trend of the decreasing population, and a growing proportion of the elderly population, plus the increasing exodus of young people, the XY home saving must adapt and offer credit terms in line with the general situation (economic and demographic), as well as the current demand for home savings and mortgage loans. Also, its offers must comply with the current movements in market interest rates, and accordingly offer fixed interest rates on savings and loans, which are still sufficient to continue a sustainable business. The XY home saving operates in a highly competitive environment, regardless of the fact that they are merely five home savings in Croatia. All the home savings have very similar interest rates on loans and savings, so it is necessary to differentiate one self from the competition. The XY home saving does it in a way that it includes services of partner banks and insurance companies in their standard offer, thus standing out, because it is able to provide customer service that is necessary. It also offers to its clients a still attractive interest rate, compared to other home savings. However, the sustainability of this business is questionable, if you take into account the fact that interest rates on savings are getting smaller and smaller, and that customers are turning to other forms of savings and investments, such as life insurances or investment and pension funds. It is precisely because of that that the XY home saving must closely monitor market developments at all times so it could act promptly in the event of reduction of the collected deposits.

3.3. **Methods of analysis and forecasting of demand in the XY home saving**

The home saving maximizes the total profit in the level of business in which there is the largest positive difference between total revenue and total cost, and in which the marginal revenue equals the marginal cost. The home saving regularly monitors the interest rate, liquidity and currency risk, which affect its business the most. Based on indicators from the daily reports of liquidity risk published on August 31st of 2016., it is evident that the Home saving has significantly increased the amount of minimum and regular liquidity reserves in regard to the required values. The ratio of liquid to total assets on the same date, which amounted to 33.79%, also indicated that the short-term liquidity reserves of the Home saving are at an acceptable level. Daily liquidity indicators to the CNB (minimum liquidity coefficient up to one week and up to 1 month) were also calculated, with a reporting date of August 31st of 2016., and the results were within the legal and internal limits. The indicators from the monthly reports of liquidity risk from August 31st of 2016., also were within the agreed limits. The indicators of early warnings, related to the home savings, were positive, while the indicators related to market

---

and macroeconomics suggest a deteriorating macroeconomic situation in the Republic of Croatia. The home saving reacted successfully to this indicator back in June of 2016., through the agreed to maintenance of the internal indicator of daily liquidity exceeding 10%. The amount of the overall stressless level of risk on the 30th of June of 2016., was 5.8 million kuna's down compared to 31st of December of 2015., primarily due to the reduction of credit risk. The decline in the overall stressless level of risk resulted in an increase in the overall level of risk in stress, especially in the category of credit risk and interest rate risk in the banking book. The indicators of interest rate risk were within the agreed limits. The realized net interest margin, interest income and expense differ only slightly from the planned values. The demand is largely regulated on the basis of reports in the XY home saving. The reports are mostly made by made the department of Accounting and Controlling for the management and the shareholders. The goal of these reports is to timely deliver information on the status of the home saving to directors and shareholders. Reports can be divided into three categories.

1. Basic financial reports - balance sheet, income statement, cash flow statement and statement of changes equity (monthly monitoring of all positions of balance sheet and income statement, and the realization of the financial plan - absolutely and relatively)
2. Statistical reports - reports of production of savings and loan contracts (monthly monitoring of the fulfillment of the financial plan - absolutely and relatively)
3. The reports of business analysis - reports on capital ratios (regulatory capital), the structure of loans and deposits, the average interest rate, average contract amount, the average payment, the state, market shares and the like.)

If we talk about frequency, the reports are mostly made monthly, quarterly and annually, but it isn’t seldom that „ad hoc” requirements appear, creating the need to make unplanned reports that require quick response and don’t leave much time to prepare. A Set of reports for management and shareholders is: balance, P & L, Statement of Changes in equity, cash flow statement, the structure of deposits and loans, aggregated balance of the home savings - market shares, analysis of average payments of savings, the analysis of the average height of the agreed sum, the compliant values, total income and expenses of the newly signed deals in 2015., the top 50 contract savings and loans, the average interest rate on interest-bearing assets and liabilities, the weighted interest rate on loans and deposits of the population, state value adjustments on credit parties, recoveries of loans in the period given, comparing the situation of payments of sales network and banks, the overall payments of network and banks, budgeting – state of costs. The analysis of the report, as written document that is based on the collected data and the prepared reports for Management, draws the attention of the Administration to spot new trends and get recommendations for their application in business strategy as are the elimination of trends for directing the business strategy (eg, reducing the amount of payments on savings contract, reducing the number of new contracts, increasing the number of contract termination and similar trends that need to be eliminated). It can also draw the attention to the application of trends to enhance business strategy (eg. increasing repayment of housing loans, increasing demand for housing loans, increase the percentage in state incentives, etc.). The analyzes the analysis of market and market shares and are submitted monthly, serving as an additional basis for planning. The planning in the XY home saving is done in the short, medium and long term. Short-term planning is made for the period up to 3 years, with emphasis on the following year. The focus is on detailed analysis and forecasts of revenues and expenditures and a high degree of feasibility is an imperative. Medium-term planning is made for up to 5 years in advance. The current trends and regulatory requirements for a longer period are used, and the emphasis is on the movement of the operation of the XY business bank. Finally, long-term planning is made for up to 10 years in advance. It applies the expected regulatory
requirements and changing regulations. The planning of a long-term strategy and the ongoing, unlimited operations are made. Planning (short, medium, long term) is made on the basis of the balance sheet, profit and loss account and the capital plan. The main inputs used in the planning are the number of savings and credit agreements, the planned lending activity, planned interest rates on deposits, the level of administrative and material costs etc. Historical analysis of the movements in balance sheet and income statement, and analysis of all important input for planning are made for the purpose of planning. By planning, targeted profitability is determined as well as the growth of the balance sheet, with a given strategy and regulatory restrictions. Activities are conducted in accordance with the level of regulatory capital and other regulatory requirements, such as liquidity, interest rate risk in the banking book, foreign exchange position, and so on. In addition to planning, various simulations are made with taking into account a variety of variables that can have an impact on business (depending on the market situation, changes in interest rates, legislative changes, such as government incentives, regulatory changes, such as changes in capital requirements, changes to the protective layers capital...). Among the various simulation, management selects the most appropriate one and makes it a business plan and strategy, while other strategies are stored for future analysis. Simulations are made on the basis of software and computer support.

3.4. Control access to the analysis and forecasting of demand in the XY home saving and the development of business strategies

The XY home saving will, during 2016, as well as in future periods, try to balance the ratio of interest income and interest expenses. Proactive credit policy and the intensification of credit activity, as well as dynamic management of loan portfolios with the use of variable DPS, will enable the realization of the set goal for the XY. At the same time, XY will continue the policy of rationalization of costs, both administrative and material, in order to increase profitability. The Home saving plans to finance intensive credit activity from the regular inflow of deposits, as well as from the sale of securities with a goal of realization of previous unrealized expenses and avoiding future negative value adjustments. In the conditions of low market interest rates, variable DPS is gaining in importance and is becoming a significant, attractive element in the process of obtaining long-term deposits at an acceptable expense.

In the XY home saving, the Management watches over the results and processes, they also keep financial plans, control of sales plans, control of revenues (fees and interest), control of costs (material and administrative), and other controls that serve reaching set goals, under control. Goals are set on the basis of the analysis and simulation of future possible events, and based on all the information needed for the functioning of the business process. Sources of information that are necessary for the development of business strategies and production of the report are:

- Informatic system of the home saving – the main and subsidiary book, databases of XY home saving (the sales database, database of loans and deposits, securities databases, etc.)
- Croatian National Bank – different statistical data necessary for the making of reports about the analysis of market
- National Institute of Statistics - data on the macroeconomic condition, the analysis of the census, such as demographic data
- General information – various information which can be helpful for the business

Based on all the gathered information which are regularly submitted to the Administration, Management decides on the development of a business strategy, sets goals and decides in which
direction should the business development of the XY home saving go. Leaning on the same information, the decisions on how they will respond to the current and future market demand are made as well as the plans to improve the offer of their own services. With the analysis of the report, presented simulation, analysis and estimates of future demand and business, Management creates business strategy, sets future goals, and develops business plans.

4. CONCLUSION

Individuals, consumers and companies participate in the roundabout of economic values, depending on each other in such a way that they cannot survive on the marker one without the other. Companies run by managers have an extremely important role in a circular course of the economic value. In order to successfully manage the company, managers should possess the knowledge of economics and management. These two concepts have been unified under the name of a control economy that is one of the youngest fields of social sciences. Managerial economics applies the most useful terms and theories of microeconomics and industrial organization to create a systematic, logical way of analyzing business practices and tactics aimed at maximizing profits, as it develops strategies for long-term sustainability of business and profits. Managerial economics stands for a very interesting and important part of the business in every company. It connects economic concepts with quantitative methods in order to improve management's decision-making process. Managerial economics uses tools of microeconomics that directly assist management in making decisions. There are two main tasks for management economics; to enable managers to evaluate existing, the current allocation of resources, and to help a manager to properly react to signals from the economic environment, all in line with the main goal of the managerial economy - and that is maximization of profit.

Home finance made its way to Croatia in the end of the 18th century, and hasn't stopped developing since, continuously evolving in accordance with the evolution of society, and current social, fiscal and home policy. The Republic of Croatia has adopted the Act on Home Savings and State Incentives for Home Savings, which entered into force on 1 January 1998. Today, the Republic of Croatia operates five building societies, of which only one is locally owned. The Republic of Croatia has adopted the Act on home savings and State incentives for home savings on the 1st of January, 1998. Today, the Republic of Croatia operates with five home savings, of which only one is under domestic ownership.

Home savings collect deposits under a contract of home savings, and it is strictly based on these deposits that they make loans, exclusively for residential purposes. The country of Croatia encourages home savings as well, approving the government incentives that come from the state budget. In 2016, the maximum amount of state incentives was 205 kuna's on paid 5.000 kuna's year, or 4.1% of the total amount of the payment, but not more than 5.000 HRK. An important advantage of the model of home savings and lending interest rate is fixed rate for the entire time of the use of the savings and lendings. The most liquid home savings in Croatia is PBZ home saving. It also has the largest economy of the overall business, and the largest share is financed by equity. When talking about the indicator of return on equity, Prva home saving makes the highest profit, while in the return on assets achieved, the highest earnings go to PBZ home saving. Looking at the value of the indicator of margin and average interest rates, only Prva home saving and PBZ home saving can cover the margin of operating expenses with an interest margin, which means that the two savings are well organized. As for the indicators of investing, the maximum earnings per share were achieved by Prva home saving. Based on all indicators, we can conclude that PBZ and Prva home saving operate in the best way in Croatia. Management of the XY home saving makes its decisions based on the information that it regularly receives by all departments in the organizational structure. Analysis and forecasting
of demand is made on the basis of the analysis report, as well as a written document that is based on the collected data and prepared reports. Analysis of the report draws the attention of the Board at spotting new trends with recommendations for their application in business strategy, such as the elimination of trends for routing the business strategy, or focusing on the application of trends that can enhance business strategy. On the basis of the information and statements in which simulations of different business situations are presented, and analysis of business and demand, the management of the XY home saving makes business strategy, sets future goals, and develops business plans.
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ABSTRACT
This paper attempts to clarify the impacts of information technology (IT) on Human Resource Management. Managed information technology all science can influence and establish a relationship with the complex among the important role has played in all scientific fields. Information technology has caused today no boundaries and distance world, for circulation there is no information and all aspects of human societies. Like how to live, work and Human Resource Management in organizations, offices and unexpected extent. The subject has been these changes will be effective when the domain ICT activities identified and the creation of these activities will be provided. In this paper, a brief review the impact of technology information the Human Resource Management the business objectives of the organization and satisfaction of employees has been set here.
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1. INTRODUCTION
There is no underestimation of importance and effect of the Human Resources management at all. Lately, management of Human Resources and its needs are becoming the center of the attention of each individual employer in every organization. The orientation of company on human resources starts to be one of the key tasks of a strategic management and Human Resources play an important role in all strategic decisions. Managers of Human Resources ask for more strategic position of their department within the organization with the aim to get to the essence of the problem how to manage, to motivate and to increase the performance of organization.

The importance of human potential for company increases proportionally with the speed of changes which appear in the business area because human capital represents a basic qualitative parameter of fruitfulness of any changes. Following that, Human Resources Management (HRM) must aim at achieving the competitiveness of the company in the field of HR by means of providing constant educational and training programs for personal development of employees.

It has been scientology proven that one of the supporting pillars which can contribute to the fulfillment of the personal policy is the usage of IT technologies in HR. Information and Communication Technologies (ICT) - a catchall term for techniques associated with mobile communication, internet, new media and PCs – allow companies to improve their internal processes, core competencies, organizational structures as well as relevant markets on a global scale. ICT is spreading throughout every sector of the economy and has implications for almost every enterprise (Helfen and Krüger, 2002).

Human resource processes should be focused on the strategic objectives. These strategies are led to prepare an IT strategic plan that in turn translates into an appropriate human resource strategic plan in the field of IT as the Figure 1 depicts (Sameni and Khoshalhan, 2006).
IT plays a critical role in leveraging and complementing human and business resources (Powell and Dent-Micallef, 1997). The importance of using the HR – IT tools, the authors express as follows: "in organizations, despite increasing needs for technological advancement, human and cultural factors play a more important role than before. However, technology is often seen by management as essential means to compete in the global market. To that technology, including information technology, brings the desired results, the most important issue for an organization is how to manage the technology with respect to human organizational aspects, how to analyze and understand human factors guided by the norms, shared beliefs, and assumptions of the organization, as well as by individuals’ unique values—all together known as “culture.”" (Zakaria and Yusof, 2001).

Information systems in HR can (Armstrong, 2002):
- provide better services to line managers,
- serve as a pipeline connecting a personal policy and personal processes in all organization and thus facilitate personal management in the company,
- provide important data for a strategic personal decision-making and enable a quick acquiring and analysis of information for HR assistants,
- reduce cost labors at performance of personal activities.

The study called "Effects of HRM practices on IT usage" (Lee, 2009) shows that organizations use technologies for HR field such as employee participation, clearly defined jobs and extensive formal training. On the other hand, according to survey, companies which are using external IT capability, only internal career opportunities used IT tools. HR function used to employ IT for administrative processes, primarily payroll processing, with little attention being paid to so-called transformational HR practices (DeSanctis, 1986). Nevertheless the results present in paper (Bondarouk and Ruël, 2009) that “in 2006, as the CedarCrestone 2006 HCM Survey shows, companies broadened the scope of HRM applications: although administrative e-HRM was still the most popular application (62% of surveyed companies), companies reported an increasing use of strategic applications like talent acquisition services (61%), performance management (52%), or compensation management (49%).”

2. DIRECTION OF THE RESEARCH
The main aims of an empirical study performed within multinational manufacturing companies with over five-hundred employees is to identify the level of using the HR IT tools in companies, factors on which management should make stress during the implementation of the IT tools and
simultaneously find out which IT tools can be used in scope of HRM. The research is compiled by forty questionnaire surveys and consecutively by direct observation in the firms and structured interviews with fifteen HR managers. The anonymous questionnaire and interviews were focused on the following fields:

- IT tools usage in HR field,
- Efficiency of HR IT tools usage,
- Management’s support of the HR information systems application,

3. RESEARCH RESULTS

The questionnaire reveals that 98 % of the respondents use IT tool in HR field. Concerning the efficiency of HR IT tools usage 66,7 % of respondents confirmed that HR IT tools help in everyday work considerably and 33,3 % of the respondents point out that HR IT tools support daily work moderately.

Further the survey shows that 22 % of respondents confirmed supporting the reaching of HR goals significantly by using of HR information system and 50 % of respondents answered that HR IT tool support HR goals moderately and 25 % slightly and 3 % not at all. The results are depicted in the graph:

![Figure 2: Efficiency of HT IT tools usage in %](image2)

![Figure 3: Reaching strategic goals using the HR IT tools in %](image3)
To evaluate the using of IT tools in HR management the respondents answered on the following question “In which HR area the IT tools are used in your company?” The results are shown in the graph:

![Figure 4: IT tools usage in HR field in %](image)

Based upon the interviews with HR managers, firstly management has to clearly define which core HR processes are to be integrated and transferred into HR IT systems. This is one of the crucial factors for effective implementation and accomplishment of HR IT usage. Consequently, it must be defined which IT tools fulfill described HR demands. Secondly, HR managers state that main advantages of using HR IT tools are time saving, work efficiency, keeping employees fully informed. The research reveals that HR managers should make stress on HR goals, the HR budget in the beginning of the implementation of the HR IT tools. The IT tools should be user friendly, service efficient and reduce HR transactions that add no value. HR managers confirmed that usage of HR information system is essential and it makes their work easier on the one hand but it requires effective HR IT tools on the other hand. Further the interviews were focused on the three HR fields where companies use the HR information systems according to online questionnaire (Fig 4). The usage, benefit and add value of HR IT tools in firms are shortly described.

4. THE HR ROLE IN IT HUMAN RESOURCES DEVELOPMENT

Career planning tool is a generic, learning, knowledge-based system that helps top leaders to manage the personal development and path career of employees. One of the most important online supports within Human Resources is tracking the Human Resources Development Core Processes. The tool should provide all necessary information about individual succession planning of employee, next development measures or evaluation of overall performance and review of the potential. Experience from many companies points out that the essential part of the tool is agreement of individual goals between employee and supervisor which should be directly connected to a business target. This is also connected with the fact that companies use determination of individual goals for employees in the full range in order to reach strategic goals of the company. One big advantage of the tool is that entered data are stored in database which provides attainability and visibility of the history anytime and simultaneously online system can provide a considerable cost saving. The tool should also include the reporting, it means provide information about needed trainings for employees, report about ideas for further employee’s personal development. The above mentioned reports make easier the work of the Human Resources department.
5. THE HUMAN RESOURCE ROLE IN INFORMATION TECHNOLOGY RECRUITING

In nowadays, managers realize that human capital has become the last competitive benefit and IT recruiting can broadly support efficient hiring together with forming the workforce. In order to attract the best candidates, it is vital that both HR and IT departments cooperate together. The HR role in IT recruiting is of key importance, including time of crisis. The “war of talents” carries on, despite the current crisis. The HR IT tools can support hiring and retaining a high potential. It begins with launching the career website what is a very good promotional tool. Employer can present all necessary information related to job, careers or personal development of each applicants there. The career website should focus not only on potential employees, but target group should also include the students, graduates or school pupils in order to have a possibility to “raise” new employees for the future.

The cooperation with students can save the costs especially if company needs specialists for future business needs. One big advantage which companies should use via career website is to have opportunity to apply for a job online. Additionally, company can present information about corporate culture or environment. Further, it can be connected to the internal recruiting track system which can help to HR generalist in communication with candidates to organize the selection processes. System should cover the whole application process, from position approval to candidate approach.

6. THE HUMAN RESOURCE ROLE IN INFORMATION TECHNOLOGY IDEA MANAGEMENT TOOL

To keep high performance culture, company should maintain a continuous improvement of core processes and activities. The tool which supports Idea Management processes should provide how many improvement proposals are submitted by the employees. It can also provide the information of saved revenues and costs by implementation of improvement proposals. The main purpose of online support in Idea management is to build a tool which gives the opportunity to all employees to present their applicable and well-founded ideas on the one hand and on the other hand company becomes more competitive. The above mentioned IT support carries the advantages as follows:

- Save money,
- Avoid costs or
- Improve process performance

Considerable benefit is an immediate possibility to create various reports and finally to see if company fulfils the target of a key performance indicator. One of the last advantages of IT online system is that it helps to provide availability of improvement proposals anytime and thus enables to avoid paper form. Above mentioned gives overview how technologies can assistance HR processes in order to reach the business targets.

7. DISCUSSION

The survey confirms that companies use HR IT tools and should contain all HR processes which will sustain all parts of HR it means from “Recruit to Retire” functions within the company. The research presents that the importance of HT – IT usage is getting more and more important not only due to the fact that HR productivity increases but at the same time, the value of the organization increases, including the most important asset – Human capital. First of all implementation HR IT tools requires to perform analysis which provides information about benefit of IT usage. Also during the implementation, attention must be paid to the protection of sensitive data about employees. If the tools are implemented on higher level, it can bring cost saving for the company, reduce process time, quality of work and finally the major benefit is
the contribution to the strategic development of the company. It is essential that the tools are user friendly for all employees, provides data and reports necessary for the employees’ jobs. Next point which has to be taken into consideration is that implementation of HR – IT tools can increase the costs e.g. purchase of the facilities, i.e. companies have to be aware of it during preparation of budget. Nevertheless, HR IT tools must help all employees because incorrect implementation may bring negative consequences e.g. the employees may understand the usage of tools as an inevitable evil which does bring any effect neither them nor the company.

8. CONCLUSION
Globalization brings the requirement to think how IT can contribute to fulfillment of business strategy in the frame of Human Resources management in order to steer the business towards excellence and reach competitiveness in the market. Despite the fact questionnaire revealed that information technology sustains reaching the HR goals moderately, precise plan of implementation of HR information system can significantly support HR strategy in the company to attain defined key performance indicators (KPI). The project should mainly contain what has to be achieved it means how IT tools can support the KPI and which kind of HR processes IT tools should sustain. The research will be extended by further survey.
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ABSTRACT
This paper investigated the volatility spillover effects between Islamic stock markets and Korean stock market using the AR-DCC-GARCH models. First, we found bi-directional volatility transmissions between the Islamic and Korean financial markets. Second, we compared the correlation of KOSPI-DJIM portfolio and that of KOSPI-SHX portfolio. It shows the correlation of KOSPI-DJIM portfolio has stronger linkage than that of KOSPI-SHX portfolio. In the portfolio perspective, the S&P 500 Sharia stock Index(SHX) acts as a better hedge asset than DJIM against the risk of stock market. Last, the hedge ratio between two Islamic stock market and Korean stock market pairs is generally low, indicating that the Korean stock risk can be effectively hedged by taking a short position in the Islamic stock markets. In comparison with two pairs, the pair of KOSPI-SHX relatively shows a cheaper hedging cost than that of KOSP-DJIM pair. This evidence indicates that S&P 500 Sharia index serve more effective hedging role against the risk of Korean stock market.

Keywords: Islamic market, hedge ratio, AR-DCC-GARCH model

1. INTRODUCTION
The Islamic equity markets are seemingly different from conventional markets in the United States and other developed countries. Islamic finance is guided by the principles of Islamic law (shariah) which prohibits interest (riba), excessive risk-taking (gharar), gambling (maysir), and promotes risk sharing, profit-sharing, asset-backed financial transactions, and ethical investment. Islamic investment can be also regarded as a subset of the socially responsible or ethical investment universe. The growing demand for Islamic investment products emerges as new business opportunities. To explain the diversification benefits through investing in Islamic stock market we explore the volatility spillover effects between Islamic and conventional finance markets. A few studies have been conducted on the volatility spillover between Islamic and conventional markets. But there has been no consensus on the evidence of volatility spillover between Islam and conventional markets in the prior literature.

Some studies show an Islamic stock index is argued to be more resilient to a financial crisis compared to a conventional stock index (Charles, Pop & Darné, 2011; Sukmana and Kolid, 2012). Majid and Kassim (2010) found that investors can gain benefits by diversifying in the Islamic stock markets across economic grouping. It is generally argued that the characteristics of the Islamic stocks are different compared to those of the conventional stocks in that the former entails a lower leverage, smaller size of firms and less diversified markets resulting in different risk-return portfolios. The quantitative criteria, Debt/equity ratio and the limit of interest-based leverage would also lead to lower systemic risks of Islamic stocks indices, both during expansion and recession. Due to the ethical foundations of Islamic stock indices, Iqbal, et al., (2010) argue that Islamic stock indices provide better diversification benefits compared with their conventional counterparts.

On the contrary to decoupling Islamic financial markets from conventional markets, The Linkage effects of Islamic equity finance with conventional equity finance exist. That is, the volatility of conventional markets spills over to the that of Islam market, or vice versa. Ahdi et al.,(2014) reveal evidence of significant linear and nonlinear causality between the Islamic and conventional stock markets but more strongly from the Islamic stock market to the other markets. They also show potent causality between the Islamic stock market and financial and
risk factors. Marcos et al.,(2014) also find that the Islamic markets are causal and interactive with conventional markets and also do not perform much better than the conventional markets during crises. It implies that the Islamic equity markets may not be good candidates as risk diversifiers in asset allocations and hedges against risk exposures. Ajmi A, et al.,(2014) show that the Islamic equity market is not isolated from external shocks of different types, regions, and sources. They find that there is a causal link coming from the Islamic market to both the European and the Asian stock markets and Brent oil market, which are stronger Islamic relationship with regions in which Islamic Finance is more developed. These findings thus suggest the rejection of the decoupling hypothesis of Islamic equity finance from conventional equity finance, still implying that the Islamic finance system may not provide either a good cushion against financial shocks affecting the conventional markets or large diversification benefits for portfolio managers. Hence the Islamic finance system is also exposed to global shocks common to the world financial system as well as to contagion risks in the case of economic and financial crises. Hence the objective of this study is to investigate whether Islamic stock indices provide more diversification benefits from the perspective of equity portfolio management in Korean stock market. This requires an empirical investigation of linkage between the conventional and Islamic stock indices. Especially, an understanding of how volatilities and correlations change between asset returns of both markets over time including their directions (positive or negative) and size (stronger or weaker) is of crucial importance for investors with a view to diversifying their portfolios for hedging against unforeseen risks. If the Islamic finance system is only weakly linked or even decoupled from conventional markets in terms of volatility spillover effects, Islamic finance and conventional finance in the asset returns are substitutes or complements in terms of hedging risk. Then this system may provide a cushion against potential losses resulting from probable future financial crises.

The remainder of this paper is organized as follows. Section 2 presents the econometric methodology. Section 3 provides the descriptive statistics of the sample data in pre- and post-crisis periods using a Markov-switching dynamic regression (MS-DR) model. Section 4 discusses the empirical results. Section 5 concludes.

2. EMPIRICAL METHODOLOGY

We assume that the return generating process can be described by an AR(1) model in which the dynamics of current stock returns are explained by their lagged returns. The AR(1) model is defined as follows:

\[ r_{i,t} = \mu + \phi_1 r_{i,t-1} + \varepsilon_{i,t}, \text{ with } \varepsilon_{i,t} = z_{i,t}\sqrt{h_{i,t}}, z_{i,t} \sim N(0,1). \]

Where \(|\mu| \in ((0,\infty), |\phi_1| < 1 \) and the innovations \(\{z_{i,t}\}\) are an independently and identically distributed process. The conditional variance \(h_{i,t}\) is positive. We also assume that the conditional variance generating process can be described by an standard GARCH(1,1) model of Bollerslev (1986) as follows:

\[ h_{i,t} = \omega + \alpha \varepsilon_{i,t-1}^2 + \beta h_{i,t-1} \]

where \(\omega > 0, \alpha \geq 0 \) and \(\beta \geq 0 \). In the above equation, the persistence of conditional variances can be measured by the sum \((\alpha + \beta)\).

To evaluate the volatility spillovers, we applied a trivariate GARCH model to conventional stock markets and Islamic stock market. We decided to model the structure of conditional correlations using the DCC approach of Engle (2002). This approach allows us not only to
investigate the time-varying correlations, but also to ensure the positive definiteness of the variance-covariance matrix \( (H_t) \) under simple conditions imposed on specific parameters. The parameterization of a trivariate GARCH-DCC model enables direct inferences about the time-varying correlations between the Islamic stock markets and Korean stock markets and can handle a relatively large number of variables in the system without encountering a numerical convergence problem at the estimation stage. In the multivariate case we used, the variance-covariance matrix of residuals is defined as follows:

\[
H_t = D_t R_t D_t,
\]

\[
R_t = (\text{diag}(Q_t))^{-1/2} Q_t (\text{diag}(Q_t))^{-1/2}
\]

where \( D_t \) is a \((3 \times 3)\) diagonal matrix of time-varying conditional standard deviation from the univariate AR(1)-GARCH(1,1) model. \( R_t \) is a matrix of time-varying conditional correlations.

The covariance matrix \( Q_t = [q_{ij,t}] \) of the standardized residual vector \( \varepsilon_{t,t} = (\varepsilon_{1,t}, \varepsilon_{2,t}, \ldots) \) is denoted as:

\[
Q_t = (1 - \alpha - \beta) \bar{Q} + \alpha (\varepsilon_{t-1} \varepsilon'_{t-1}) + \beta Q_{t-1}
\]

where \( \bar{Q} = [\bar{Q}_{ij,t}] \) denotes the unconditional covariance matrix of \( \varepsilon_t \). The coefficients \( \alpha \) and \( \beta \) are non-negative scalar parameters depicting the conditional correlation process and \( \alpha + \beta < 1 \). If \( \text{diag}(Q_t)^{1/2} = \{\sqrt{q_{ij,t}}\} \) is a diagonal matrix containing the square root of the \( t^{th} \) diagonal elements of \( Q_t \), the dynamic correlation can be expressed as:

\[
\rho_{ij,t} = \frac{(1 - \alpha - \beta) \bar{q}_{ij} + \alpha \varepsilon_{t-1} \varepsilon_{j,t-1} + \beta q_{ij,t-1}}{\sqrt{((1 - \alpha - \beta) \bar{q}_{ii} + \alpha \varepsilon_{i,t-1}^2 + \beta q_{ii,t-1})((1 - \alpha - \beta) \bar{q}_{jj} + \alpha \varepsilon_{j,t-1}^2 + \beta q_{jj,t-1})}}
\]

The significance of \( \alpha \) and \( \beta \) implies that the estimators obtained from the trivariate GARCH-DCC model are dynamic and time-varying. \( \alpha \) indicates short-run volatility impact, implying the persistence of the standardized residuals from the previous period. \( \beta \) measures the lingering effect of shock impact on conditional correlations, which indicates the persistence of the conditional correlation process. \( \rho_{ij,t} \) indicates the direction and strength of correlation. If the estimated \( \rho_{ij,t} \) is positive, the correlation between the \( i^{th} \) and \( j^{th} \) return series is moving in the same direction and vice versa.

We estimate the DCC model using the quasi-maximum likelihood (QML) estimation method in which the log-likelihood can be expressed as:

\[
\log L = -\frac{1}{2} \sum_{t=1}^{T} [k log(2\pi) + 2 log|D_t| + log|R_t| + \varepsilon_t' R_t^{-1} \varepsilon_t]
\]

The DCC model’s design allows for the two-stage estimation procedures of the conditional covariance matrix \( H_t \). In the first stage, we fit the univariate GARCH-type models for each returns, and then obtain estimates of \( h_{it,t} \). In the second stage, we transform the return series using the estimated standard deviation from the first stage; this information is then used to estimate the parameters of the conditional correlation.
3. DATA
3.1. Descriptive statistics
This paper considered daily closing stock index series for two Islamic stock indexes of Dow Jones Islamic Index (DJIM) and S&P 500 Sharia index (SHX) as well as for Korean Composite Stock Price Index (KOSPI200) from 2 January 2002 to 10 November 2015. All sample data are obtained from Bloomberg database. We calculate the continuously compounded daily returns by taking the difference in the logarithms of two consecutive prices: that is, $r_{i,t} = \ln(P_{i,t}/P_{i,t-1}) \times 100$, where $r_{i,t}$ denotes the continuously compounded percentage returns for stock indexes at time $t$ and $P_{i,t}$ denotes the price level of stock indexes at time $t$.

Table 1 presents the descriptive statistics and unit root tests of the daily return series for the Islam and Korean stock markets. In Panel A of Table 1, the KOSPI200 return presents the highest average return, followed by the S&P 500 Sharia index series. Regarding to risk, the KOSPI index return shows the highest value of the value of standard deviation (volatility). Conversely, the Dow Jones Islamic market DJIM return is found to have the lowest volatility. This implies that the Korean stock market provides higher return with higher risk.

Regarding to non-normality features, skewness is negative for all return series, with DJIM being the most skewed, implying frequent small gains and extreme large losses. The excess kurtosis values for all return series are above three, indicating the presence of the peaked distributions and fat tails. That is, all return series display a leptokurtic distribution with a higher peak and a fatter tail than the case of a normal distribution. Accordingly, the Jarque-Bera test results are consistent with the aforementioned deviations from the Gaussian distribution, signaling a non-linearity process.

Table 1. Descriptive statistics and results of unit root tests

<table>
<thead>
<tr>
<th></th>
<th>DJIM</th>
<th>SHX</th>
<th>KOSPI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Panel A: Descriptive statistics</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>0.0172</td>
<td>0.0211</td>
<td>0.0290</td>
</tr>
<tr>
<td>Max.</td>
<td>9.7745</td>
<td>11.582</td>
<td>11.539</td>
</tr>
<tr>
<td>Min.</td>
<td>-8.7745</td>
<td>-9.5306</td>
<td>-10.903</td>
</tr>
<tr>
<td>Std. dev.</td>
<td>1.0306</td>
<td>1.1664</td>
<td>1.4382</td>
</tr>
<tr>
<td>Skewness</td>
<td>-0.3662</td>
<td>-0.0410</td>
<td>-0.3414</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>11.971***</td>
<td>12.974***</td>
<td>8.4347***</td>
</tr>
<tr>
<td>J-B</td>
<td>12206.4***</td>
<td>14991.0***</td>
<td>4520.4***</td>
</tr>
<tr>
<td>Q²(30)</td>
<td>7176.1***</td>
<td>7389.8***</td>
<td>3778.6***</td>
</tr>
<tr>
<td>ARCH-LM (10)</td>
<td>173.95***</td>
<td>133.46***</td>
<td>90.277***</td>
</tr>
<tr>
<td>Panel B: Results of unit root tests</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ADF</td>
<td>-42.394***</td>
<td>-47.267***</td>
<td>-59.629***</td>
</tr>
<tr>
<td>PP</td>
<td>-53.400***</td>
<td>-66.901***</td>
<td>-59.755***</td>
</tr>
<tr>
<td>KPSS</td>
<td>0.0595</td>
<td>0.1353</td>
<td>0.1180</td>
</tr>
</tbody>
</table>

Notes: J-B and $Q^2(30)$ refer to the empirical statistics of the Jarque-Bera test for normality, the Ljung-Box test for autocorrelation, respectively. ADF, PP and KPSS are the empirical statistics of the Augmented Dickey-Fuller (1979), and the Phillips-Perron (1988) unit root tests, and the Kwiatkowski et al. (1992) stationarity test, respectively. The ARCH-LM(10) test of Engle (1982) checks the presence of ARCH effects. *** denotes the rejection of the null hypotheses of normality, no autocorrelation, unit root, non-stationarity, and conditional homoscedasticity at the 1% significance level.
3.2. Identification of regimes
In this section, we analyse further the impact of crisis events on the dynamic correlations, and provide additional explanation of the factors driving the correlations between Islamic stock index returns and KOSPI200 return. In order to identify excess conditional volatility regimes, we apply a Markov-switching dynamic regression (MS-DR) model, which allows the data to determine the beginning and end of each phase of the crisis. The MS-DR model classifies the existence of two regimes: regime zero (‘stable’ regime) and regime one (‘volatile/crisis’ regime). Note that regimes zero and one indicate lower and higher values of conditional volatility, respectively.

Figure 1 shows the several regimes in the unconditional variance of the Islamic stock markets and Korean stock market. In general, important political, social and economic events at the local, regional and global levels such as country-specific economic situations, the 2000 IT bubble, the 2003 Iraq war, the 2007 sub-prime mortgage crisis, the 2008-2009 global financial crisis(GFC), and 2011-2012 Eurozone sovereign debt crisis (ESDC). Among these regimes, the most severe regime point is the 2008 global financial crisis (GFC), triggered by the 2007 sub-prime mortgage crisis. Hence, we can consider the 1st August 2007 as a structural breakpoint in order to identify the GFC occurrence and divide the full sample period into pre- and post-crisis periods. The pre-crisis period spans the period from 1st January 2002 to 31th July 2009, while the post-crisis period ranges from 1st August 2007 until the end of the sample.

![Figure 1](image)

Notes: The shaded areas highlight regimes of excess volatility according to the Markov switching dynamic regression model.

Figure 1. Regimes in the return dynamics

4. Empirical results
4.1. Estimate of trivariate DCC-GARCH model
This section considers volatility transmission effects between two Islamic stock markets and Korean stock market, using the trivariate DCC-GARCH model. Table 2 presents the estimation results of trivariate AR(1)-DCC-GARCH(1,1) model in three different time periods, such as the whole period, pre- and post-crisis periods. We explain the estimation results in the whole sample period and then compare the results between pre- and post-crisis periods.
First, the estimation results in Panel A reveal similarity in the estimates of the univariate GARCH model for Islamic stock markets and Korean stock market. For example, the sum of ARCH and GARCH term is very close to unity, implying volatility persistence or volatility clustering in the markets. Panel B of Table 2 presents the estimates of the trivariate dynamic conditional correlation (DCC) model. As shown in this table, the ARCH effect ($\alpha$) is positive and significant, indicating the importance of shocks between the Islamic stock markets and Korean stock market. For the GARCH effects and ($\beta$), the estimates are significant, implying volatility clustering. And sum ($\alpha + \beta$) is very close to one, confirming the high persistence of volatility between the Islamic stock markets and Korean stock market.

In particular, the average conditional correlations $\rho_{ij}$ between the Islamic stock markets and Korean stock markets are all positive and significant at the 1% level, indicating bi-directional causality between Islam Indexes and KOSPI200 Index. We also found bi-directional volatility transmissions by employing VAR-GARCH-BEKK models between the Islamic and Korean financial market. Moreover, the correlation of KOSPI-DJIM portfolio ($\rho_{KOSPI-DJIM}$) shows stronger linkage than that of KOSPI-SHX portfolio ($\rho_{KOSPI-SHX}$). In the portfolio perspective, the S&P 500 Sharia stock Index (SHX) acts as a better hedge asset than DJIM against the risk of stock market due to the lower correlation of KOSPI-SHX pair.

Second, we now compare the results between pre- and post-crisis periods in Table 2. In all cases, the average conditional correlations ($\rho_{KOSPI-DJIM/SHX}$) become stronger in the post-crisis period, indicating that the GFC leads to strengthen linkages between the Islamic markets and Korean stock market. However, the KOSPI-SHX pair shows weaker correlation than KOSPI-DJIM portfolio in the post-crisis and the pre-crisis, respectively. The KOSPI-SHX pair is only weakly linked from Korean stock markets in terms of volatility spillover effects, Islamic stock market and Korean stock market complements in terms of hedging risk. We can also see these features in Figure 2.

Finally, according to the diagnostic tests (in Panel C), Hosking’s (1980) and McLeod, Li’s (1983) tests accept the null hypothesis of no serial correlation in trivariate models, at least at the 1% significance level, indicating that there is no evidence of statistical misspecification of the trivariate AR(1)-DCC-GARCH(1,1) models.

Figure 2. Estimates of dynamic conditional correlation (DCC) between two markets
### Table 2: Estimation results of trivariate AR-DCC-GARCH model

<table>
<thead>
<tr>
<th></th>
<th>Whole sample period</th>
<th>Pre-crisis period</th>
<th>Post-crisis period</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DJM</td>
<td>SHX</td>
<td>KOSPI</td>
</tr>
<tr>
<td><strong>Panel A: Estimates of AR(1)-DCC-GARCH(1,1) model</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Const.</td>
<td>0.0534***</td>
<td>0.0346***</td>
<td>0.0518***</td>
</tr>
<tr>
<td>(M)</td>
<td>(0.0118)</td>
<td>(0.0125)</td>
<td>(0.0112)</td>
</tr>
<tr>
<td>AR(1)</td>
<td>0.1216***</td>
<td>-0.0648***</td>
<td>0.0082</td>
</tr>
<tr>
<td></td>
<td>(0.0165)</td>
<td>(0.0169)</td>
<td>(0.0166)</td>
</tr>
<tr>
<td>Const. (V)</td>
<td>0.0104***</td>
<td>0.0199***</td>
<td>0.0118***</td>
</tr>
<tr>
<td></td>
<td>(0.0031)</td>
<td>(0.0049)</td>
<td>(0.0040)</td>
</tr>
<tr>
<td>ARCH(1)</td>
<td>0.0791***</td>
<td>0.0897***</td>
<td>0.0619***</td>
</tr>
<tr>
<td></td>
<td>(0.0114)</td>
<td>(0.0116)</td>
<td>(0.0082)</td>
</tr>
<tr>
<td>GARCH(1)</td>
<td>0.9088***</td>
<td>0.8910***</td>
<td>0.9222***</td>
</tr>
<tr>
<td></td>
<td>(0.0112)</td>
<td>(0.0125)</td>
<td>(0.0018)</td>
</tr>
</tbody>
</table>

| **Panel B: Estimates of the DCC equation** |         |         |         |         |
|-------------------------------|-------------------|-------------------|-------------------|
| ρ_DJM-DJM                     | 0.9268***         | 0.9252***         | 0.9267***         |
| (0.0053)                      | (0.0076)          | (0.0069)          | (0.0069)          |
| ρ_KOSPI-DJM                   | 0.3022***         | 0.2594***         | 0.3359***         |
| (0.0356)                      | (0.0480)          | (0.0485)          | (0.0485)          |
| ρ_KOSPI-SHX                   | 0.9190***         | 0.1654***         | 0.2083***         |
| (0.0377)                      | (0.0480)          | (0.0485)          | (0.0485)          |
| α                             | 0.0148***         | 0.0078**          | 0.0138***         |
| (0.0027)                      | (0.0037)          | (0.0037)          | (0.0037)          |
| β                             | 0.9764***         | 0.9574***         | 0.9700***         |
| (0.0055)                      | (0.0051)          | (0.0051)          | (0.0051)          |
| Q²(30)                        | 32.510            | 28.587            | 26.753            |
| [0.3401]                      | [0.9595]          | [0.9593]          | [0.9593]          |

Notes: P-values are in brackets and the standard errors are in parentheses. *, **, and *** indicate significance at the 10%, 5% and 1% levels, respectively.
4.2. Implications for risk management and portfolio allocation

In risk management and portfolio allocation decisions, an optimal portfolio requires a preliminary and accurate estimation of the temporal covariance matrix. To manage the risk of both the Islamic and Korean stock markets more efficiently, we use the estimates of the trivariate AR-DCC-GARCH model which allows investors to make optimal portfolio allocation decisions by constructing dynamic risk-minimizing hedge ratios. We compute thus the hedge ratios for designing optimal hedging strategies.

As for the hedge ratios, we consider the beta hedge approach of Kroner, Sultan (1993) in order to minimize the risk of this portfolio (Korean and Islamic stock). We measure how much a long position (buy) of one dollar in the Korean stock index(KOSPI200), should be hedged by a short position (sell) of $\beta_t$ dollar in the Islamic stock indexes (DJIM and SHX) that is:

$$\beta_t = \frac{h_t^{I}}{h_t^K},$$

where $h_t^{I}$, $h_t^K$ and $h_t^{CS}$ are the conditional volatility of the Islamic indexes returns, the conditional volatility of the KOSPI returns and the conditional covariance between the Islamic and the KOSPI returns at time $t$, respectively.

Figure 3 represents the hedge ratio evolution between the Korean and Islamic stock market pairs (KOSPI-DJIM and KOSPI-SHX), estimated from the trivariate AR-DCC-GARCH model. These hedge ratio is generally low except specific period, indicating that the Korean stock risk can be effectively hedged by taking a short position in the Islamic stock markets. In comparison with two pairs, the pair of KOSPI-SHX relatively shows a lower average hedge ratio (cheaper hedging cost) than that of KOSP-DJIM pair. This evidence indicates that S&P 500 Sharia index serve more effective hedging role against the risk of Korean stock market.

These graphs also show the time-varying hedging ratios over the time. Investors adjust their portfolio structure and hedging positions corresponding to the stock market conditions (bullish and bearish markets). In the post-crisis period (in the grey shed), the average hedge ratios is higher than that in the pre-crisis period. This implies that investors reconstruct the optimal portfolio, including a lower proportion of Korean stock(KOSPI 200) than of Islamic stock (DJIM and SHX) during the episodes of financial turmoil (in the grey shed period).

Figure 3. Time-varying hedge ratios between the Islamic and Korean stock markets

---

1 But considering KOSPI-Gold portfolio allocation as a safe haven it has a mean value of 0.0718, KOSPI-SHX portfolio with a mean value of 0.0718 is higher. On the other hand, The Islamic finance of the Sharia principles have restrictive domain in Investment because conventional markets use several kinds of hedging strategies against risks which may have helped to shield themselves from cross market spillovers from the unhedged Islamic market. Consequently, the Islamic market may outperform the conventional counterparts during bull markets but underperform in bear markets because of lack of hedging.
This study conforms Majid and Kassim (2010) that limited benefits are available if conventional finance investors only diversify their investments in the uncorrelated or less correlated Islamic stock index. This study also highlight the diversification benefits of investing in the various Islamic stock markets.

5. CONCLUSION
The Islamic equity markets are seemingly different from the well-known and well-established conventional markets with perspectives of the principles of Islamic law (shariah) and ethical investment. This paper investigated the volatility spillover effects between Islamic stock markets and Korean stock market using the AR-DCC-GARCH models. First, we found bi-directional volatility transmissions between the Islamic and Korean financial markets during the study period we cover, indicating that Islamic market volatility increases Korean stock market volatility and vice versa. We reject decoupling hypothesis of the linkage between Islamic stock markets and Korean stock market. Therefore, the Islamic stock market may not be a strong therapy that heals from global and Korean financial crises.

Second, we compared the correlation of KOSPI-DJIM portfolio and that of KOSPI-SHX portfolio. It shows the correlation of KOSPI-DJIM portfolio has stronger linkage than that of KOSPI-SHX portfolio. In the portfolio perceptive, the S&P 500 Sharia stock Index(SHX) acts as a better hedge asset than DJIM against the risk of stock market. Last, we investigated the hedge ratio evolution between two Islamic stock market and Korean stock market pairs. These hedge ratio is generally low, indicating that the Korean stock risk can be effectively hedged by taking a short position in the Islamic stock markets. In comparison with two pairs, the pair of KOSPI-SHX relatively shows a cheaper hedging cost than that of KOSP-DJIM pair. This evidence indicates that S&P 500 Sharia index serve more effective hedging role against the risk of Korean stock market.

Overall, This evidence leads to the rejection of the decoupling hypothesis of the Islamic equity market from Korean stock markets, there by increases the portfolio benefits from diversification with Sharia-based markets. The further study needs to investigate the filtering criteria for Islamic indices. This requires an empirical investigation of the Islamic stock indices on the characteristics of firm and sectors based on Sharia principle.
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ABSTRACT
In the most general meaning of the word, security is an instrument that embodies certain right of the owner against the drawer of this document. The long historical development contributed to this generalization, beginning with the era of the reign of Alexander the Great in the 4th century BC, while some authors speak even about the eras of the Babel Empire. In the majority of European states with the exception of Switzerland, floatation of securities or contracts is not amended not even in one Act. The same situation was also in the era of the first Czechoslovak Republic, where from the reason of excessive fractionalism of the particular adjustments of securities and further, with regard to the financial market needs, the intention to create legal enactment arose after 1989 in the form of codex, that would eliminate this defect. Theoretic – legal research of the issue of securities not only in the conditions of the Slovak Republic presents the main aim of this paper, that with its content focus interferes in the area of financial management, however it leads to the area of financial law and it offers significant overlaps into commercial and constitutional law. The paper has effects of multidisciplinary and international research of the issue of securities whose concept and legal enactment remains in the legal environment to a large extent unfinished after years of professional and amateur discussions.
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1. INTRODUCTION – HISTORICAL DISCUSSION
In the most general meaning of the word, security is an instrument that embodies certain right of the owner against the drawer of this document. The long historical development contributed to this generalization, beginning with the era of the reign of Alexander the Great in the 4th century BC, while some authors speak even about the eras of the Babel Empire. (Van de Mieroop, 2010, p. 103). As soon as that time, first documents started to exist that were similar to securities, with which debtors confirmed their liabilities to their creditors. In the era of Roman Empire there was not enough attention paid to the legal – economic institute of securities and moreover it was being degraded and damaged by the classic Roman law despite the fact that ancient Rome had its commerce developed significantly and it was mediated by bankers who, because of savings of payments, created the chain of remittances. However, the problem appeared. The liability to pay persons not named originally in the sense of the modern additional clause of meeting liability of owner of security to person not listed in document (additional clause on the holder of bearer securities) could not have developed in the money trade because it directly opposed to the underlying opinions of Roman obligation law (Šikl, 1927, p. 8). According to this, it was possible to conclude a contract with definite person
whereby contracts concluded between the indefinite persons or for the benefit of the third person were void contracts. Despite of this restriction of the legal regulation, there is knowledge about the handing out orders known as „tesserea,“ to people by roman ceasars, on the basis of which the owner got either money or perquisites. They could even be used as the tickets to theatre with the exact seating. There are also known the cheques ancestors lat. „attributio“ or „perscriptio“ from the era of Roman empire. It was again the tool of roman bankers based on the fact that wealthy people vested their money to bankers to administer it and they got money for it. Bonds were known already in the era before Christ in the Jewish nation, Talmud even contained certain practical cases of its usage.

In Middle Ages, known as lag period, the roman legal institutes were sinking into obscurity mainly from the reason of its deep formality and strictness. It was substituted by simpler instruments certifying legal right. It was mainly the issue of letters of credit, by means of which the ruling class gained resources necessary for conducting wars, mainly crusades. They were so called General letters of credit (bonds), whereby it was partial bond where the Establishment, i.e. monarch or aristocracy divided certain necessary amount into smaller amounts, which were after collected from their lieges resp. other persons, mainly bankers. At the same time, they were obliged to pay these loans after certain period of time and to pay the creditor regular interest till the maturity. It is possible to mention the letters issued by the English King in 1199, then the letters issued with the connection to crusades that were led by the French King Louis IX, or the letters issued by the city of Split in 1261 (Beneš, Musílek, 1990, p. 7) as the examples of these letters of credit.

As the professional literature states, in general, bills of exchange used in the north-italian Town Republics were considered in strict sense of the term, the first securities. The commerce with bills of exchange began at the meetings of tradesmen in 12th and 13th century in Milan, Genoa and Florence. These meetings of tradesmen took place around factories of italian tradesmen mainly in the vicinity of italian consular houses. Places where this trade took place were not in that time called stock markets but loggiems (Dědič et al. 1997, p. 29) The ancestors of bills of exchange can be found except of the Middle East also in China, where in 8th century BC, under dynasty Tang rule, the special tools so called "feitsyn" were used for the safe transfer of money for long distances. Later, arab tradesmen used as the papers for money transfer instruments (ancestors of bills of exchange) called „sutfadja“ and „hawala“ and consequently the italian tradesmen began to use similar financial instruments in 12th century, that brought along its subsequent growth and they gained the main features of the current appearance of bills of exchange. The next stage of its development was connected to France and Netherlands in 16th to 18th century, when the endorsement appeared. The popularity of bills of exchange and its relationships was connected also to the fact that bill of exchange was from its start able to fulfill more functions. As the tool of payment method, it enabled the payment of without the risk of cash transfer to distant places as well as it provided the possibility of credit settlement.

The developing commerce and increasing living standard of citizens meant also the development of securities which interfered more and more with the ordinary life of citizens. Under the government of Napoleon III, Act on loans preferred by the Caesar, influenced the common citizen life, which should have solved the unstable necessity of industrial society for financial resources.

By this step, the state helped itself by means of issuing bonds and big capital trade companies emitted stocks and premissory notes. However, they did not look on the necessities and interests of third state or agriculturists, who missed more and more credit and insurance law. Agriculture must have adapted after the revolutioniony agricultural reform and after the abolishing of landlordry and cooperative economy to capital intensive and income demanding economy what was not possible without foreign capital and loans. The basis of liability could have been only land ownership, what required the adjustment of loan and mortgage conditions. Citizens, who
wanted to invest safely and profitably, needed securities that could be transferred and be profitable. More and more people wanted to secure their retirement. In that time, the possibility "to be a rentier from the profit of their own capital" was an ideal to secure their retirement. (Urfus, 1994, p. 129).
The youngest and so far not finished impulse for the development of securities became the possibility of its dematerialization (removal of its own material substratum) i.e. the letter that was for long-term untouchable. We can see its removal right with the connection to solving the sensitive cases, where security was destroyed, lost or stolen. As far back as 19th century, french law used the analog intitute of amortization of security , where because of the uprising of communards, the significant part of securities in the given country was destroyed in the previous two years. (Dědič, Pauly, 1994, p. 88). However, the real development of dematerialized securities in the mass measure came with the development and mass arrival of information technology.

2. THEORETIC – LEGAL DEFINITION OF FORMULATION
The theory of law was not discussed for long decades in Czechoslovakia and consequently in Slovakia, because the economic meaning of securities was negligible in the conditions of the centrally planned economy and there was no interest to deal with this problematics not even in the field of juridical science. Except of Act no. 191/1950 of Journal of Laws, there was no legal regulation of this issue.
Till the entry into the force of the Act of Federal Assembly of Czech and Slovak Federal Republic no. 600/1992 of Journal of Laws on securities, the legal definition of this expression did not exist in the conditions of the mentioned countries. The Civil Procedure Code according to which "it is posible to amortize lost or destroyed letter, which has to be presented for the claiming of right "(Ficová et al., 2005, p. 31) was the first to define this expression. However, from this articulation of law, it did not result unambiguously that letters have at the same time the status of securities. However, the Slovak Republic was not by no means unique by the absence of the adjustment of this formulation because the majority of european countries left this formulation to theory of law as well to Court's case-law, e.g. in the english law it is not valid even that securities are those subjects of legal relationships, that are provided by law, but the determination what is security is highly left to judicial practice. (Kasinec, 2011, pp. 115-127)
Czech legal theory, when trying to define this expression, focused on the german legal theoretician H. Brunner, who, as the first one who systematically summarized single types of securities used in commercial environment to the single category and separated them from other letters, that had legal meaning. The result of his performance is the formulation of the first definition of security in 1882, according to what security is a letter about private right whose application is private legal and it is dependent on understanding the letter. Its standing in german law persists till now. As H. Brox states in the Commercial law and Securities' law, "security is the letter with which the private right is secured by the way that . the holding of the letter is necessary for the law to be applicable. (Brox, 1983, p. 222))
This definition is similar in the swiss law which in Clause of the Article 965 of the Swiss obligation Act from 1911 states that security is the letter , which the right is connected to in that way that it can not be applicable or transferred without this letter. Supreme Court tried to define this expression in 1940, that in its sentence stated, that securities are those letters which are the condition of creation, transfer, execution or duration of right where are those letters exposed and by this they are different from the accompanying (legitimate) letters, which are the evidence about the right, however they are not carriers of right and they have only the formal legal meaning for law. (Kasinec, 2013, pp. 9-35).
However, these traditional definitions were not possible to apply for book-entry securities where the certificated form is substituted by the registration into the certain record. However, letter and registration in the certain record is not its substantial certain script and therefore Š. Elek regarded the legal law of J. Dedič and J. Pauli as the most convenient definition which is possible to apply for certificated as well as book-entry securities. According to them security is the written expression of will (script act), with which subjective law is connected to by the way that the disposition with this law is possible only together with the disposition of script act. Supreme Court of USA understands this expression completely differently and extensively. It keeps the opinion that "security is every investment contract on the basis of which, certain person invests their financial resources to the common business and they are led by the expectation of profit exclusively on the basis of endeavour of the certain businessman the third person. From the above, it results that the understanding of security in the american law, in contrast to central –european legal cultures, the way of applying or transfer of the right is not decisive but the content of legal right established by security is. The basis of security is in this sense investment contract and the expression security rather accords with the expression investment. It is necessary to say that whatever comparision of the slovak, resp. european understanding of the expression security is, with its understanding in english or american law it is quite problematic with regards to the completely different development of these legal cultures. (Kasinec, 2011, pp. 312 -320)

3. CZECHOSLOVAK, RESP. CZECH LEGAL REGULATION OF SECURITIES AFTER 1989.
In the majority of the european states with the exception of Switzerland, the issue of securities or contracts is not regulated not even in one act. The same situation was in the era of the first Czechoslovak Republic, when, from the reason of the extensive difference of regulations of securities, and moreover regarding the necessities of financial market, the intent to create legal enactment in the form of codex arose, which would have removed this defect. The first endeavour of the common legislator – Federal Assembly of Czech and Slovak Federal Republic was the approval of Act no.600/1992 of Journal of Laws, that was effective in the Slovak Republic as late as 31.12. 2002. Other, more problematic situation was in the Czech Republic, where Czech National Council also approved at the end of 1992 the act on securities published in Journal of Laws with no. 591/1992, that became effective on 1.1. 1993. Except of the different determination of competence of the Republic and federal organs, there were only two legal enactments with the same content and it was necessary to equal legally with the existence of the same legal enactments. The convenient solution that was accepted by the theory and practice was first proposed probably by J. Dedič, whose opinion came out of the Constitution Act of Czech National Council no. 4/1993 of Journal of Laws on measurements connected to the extinction of Czech and Slovak Federal Republic from 15.12 1992. As the Article I from this constitutional act states, the legal enactments remain valid in the day of extinction of Czech and Slovak Federal Republic, in the area of Czech Republic, however, according to the enactment of the Article II that solves the collision of the Republic and federal legal enactments, the preference is on the Republic legal enactments. From the stated, J. Dedič made the conclusion that was accepted also by the legal practice, what meant the necessity to follow the Act FA CSFR no.591/1992 of Journal of Laws on securities, whereas the Act FA CSFR no. 600/1992 of Journal of Laws could not have been applied in Czech Republic as the valid act. The faith of federal Act was finally sealed by the approval of the Act no.152/1996 of Journal of Laws, which changes and amends the Act of Czech National Council on securities whose Article IV cancelled federal legal enactment and by this the issues above mentioned were removed forever. (Nováčková, Milošovičová, 2011, pp. 88-99)
The new Czech Civil Code, that entered into force on 01.01. 2014 cancelled the Act of Czech National Council 591/1992 of Journal of Laws and implemented into the legal order of Czech Republic the legal definition of security, that states that security is a letter which is law connected with in the way that after issuing of security it is not possible to apply it without this letter, not transfer it. On the first sight it appears here as the Czech legislator after the years of preparation forgot that also book-entry form of security exists. The stated enactment comes out from the Article 965 of Swiss Act on obligation law, from which other legal enactments come out, mainly Italian or Polish ones.

4. THE SLOVAK LEGAL ENACTMENT AFTER 1993
The legal order of the Slovak Republic left the federal legal regulation as the part of the Slovak legal order as it was not in conflict with the clause of the Article 152 part 1 of the Constitution of the Slovak Republic, according to which constitutional acts, acts and other generally binding legislative acts remain valid in the Slovak Republic if they are not in conflict with the Constitution. They can be changed or cancelled by the competent authorities of the Slovak Republic. The Act no. 600/1992 of Journal of Laws on securities regulated generally legal status of securities, securities traders, stock exchange as well as the conditions of securities public negotiability. It has been amended 12 times during its effectiveness. Regarding the proposed range of changes in the regulation of performance and status of traders, stock exchange and other subjects of the capital market of the Slovak Republic as well as with the implementation of other institutions (guarantee fund of investments, state supervision on the consolidation basis), it was substituted by the Act no.566/2001 of Journal of Laws under the new name – the Act on securities and investment services. (Saxunová, 2014, pp. 96-103) The enactment of § 2 part 1 of this act contains also the legal definition of security, according to which security is the listing valuable by money in the form appointed by law and with which the rights are connected according to this law and the rights according to the special laws, mainly the authorization to require certain property rights or to execute certain rights against the persons legally determined. There are three basic characters of security that come out from this legal definition and they are:
   1. security is the listing that is valued by money,
   2. security owner has the right to require certain either financial or property rights,
   3. the right connected to the listing has to have legal form.

The following clause 2 of the Act on securities also names enumeratively particular types of securities.

5. CONCLUSION
If we came out from the basic expression of security, it would be possible to say that the first characteristic mark is the material substrate (letter) where the certain written speech is caught. Generally, it is the letter in the classical meaning of the word, i.e. sheet of paper. However, the character of the particular material substrate does not have the important meaning, it can be whatever movable asset that has the ability to become the bearer of written information. As the professional literature states, the second characteristic mark is then the value of security, which it is not possible to understand in the general meaning of the word, but in the legal meaning. Letter is valuable by its legal consequences that are connected to it by legal order. It means then, that security can be whatever marked letter whose contain is capable of inducing legally certificated consequences. It results from the stated that under the expression of security we can not understand those letters that are legally irrelevant, despite the fact that they can be very important for parties. (Milošovičová, Nováčková 2014, p. 70) As the above mentioned, it is clear that German, Austrian or Czech definitions of securities find their legal nature in that they are...
letters resp. papers that the right is connected to in the special way where it is incorporated to and that is necessary to present for the purpose of claiming the right. There are many other papers except of securities that are not considered as securities in spite of the fact that they show certain legal meaning and can be presented to claim certain subjective right. To conclude, it is possible to state that the way, that has been chosen by the slovak legislator , i.e. accepting the legal definition of security and legal enumerative naming of particular types of securities, it is necessary to evaluate this way as the right one. Only the legal enactment that does not allow different digressions or liberal explanation is the guarantee of the financial market stability, that is inseparable part of the properly functioning market economy of state. (Stoličná, 2012, p. 14)
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ABSTRACT
China is the world biggest economy with a still present rapid growth rate. Yet, relying on direct foreign investments for a long time, the financial market in China is still in the development phase. The crowdfunding financing model, which is rapidly increasing in value in the world for the last couple of years, made a relatively recent appearance, with the first crowdfunding platform appearing in China in 2011. The starting delay was quickly caught up by the galloping growth, as today China is third biggest crowdfunding market in the world, after USA and EU, with incredible potential for growth. The sudden greater access to and wider acceptance of internet technologies, online financial services and especially smartphones combined with the rise of GDP per capita of the numerous Chinese population created a perfect economic environment for the explosive development of crowdfunding. Yet, the government regulation did not follow the economic developments so readily. The first moves by the government to regulate the market came in 2014, thus benefitting from experiences from other countries. At the end of that year the Securities Association of China released the Measures for Administration of Private Equity Crowdfunding. In March 2015, the General Office of the State Council released the Guiding Opinions on Expanding Maker Space to Promote Innovation and Business Startups by General Public, of which an important part is to conduct the pilot program of Internet-based equity crowdfunding and to promote crowdfunding to better serve innovation and business startups by general public. In December 2015, the China Banking Regulatory Commission (CBRC) issued the first draft for online lending, and in August 2016, announced the first official rules. Chinese crowdfunding market today has a perspective to become the largest one in the world, but there are still many challenges to overcome. This paper will analyse the status quo in China and highlight important aspects of this market including comparative analysis with the USA and UK market, and propose regulatory solutions, taking note of the unique aspects of Chinese economy.
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1. INTRODUCTION
China is the second-largest economy in the world with an average rate of 9% GDP growth over the last 20 years and a rapidly growing domestic market for new products and services driven by its population of 1.3 billion (Hu, Yang, 2015). Although the predictions are that this incredible growth is predicted to slow down to 6.1% by 2018 (OECD, 2016), even this rate coupled with the size of Chinese economy will ensure the dominant position of China in global economy in decades to come. These incredible statistics make China one of most popular investment destinations for venture capital and private equity firms from all over the world, but innovative world trends such as internet based capital raising are also making their way into Chinese capital market, in the form of crowdfunding.
Although it is hard to accurately define and measure crowdfunding (Blaće, Grubišić 2016), compiling various sources, the growth rates that the industry demonstrates are undeniable. In 2009, the world crowdfunding market was estimated to be $3.61 billion. In 2012, this figure increased to $17.3 billion (Hu, Yang, 2015). In 2016, the initial reports place crowdfunding industry at $22 billion (Crowdsurfer 2016).

In this paper, the crowdfunding market in China was analyzed in comparison with the developments in the rest of the world, most notably comparing it to the USA and EU market. Publically available data is used and analyzed in this context. Furthermore, an overview of the legal status of crowdfunding is performed. Based on the results thus obtained, priority areas and necessary development will be indicated.

2. CROWDFUNDING IN CHINA

2.1. Size and features of the crowdfunding market in China

China has had the benefit of coming late to the crowdfunding wagon. First online platform, Demohour, opened in 2011 as a response to the crisis of 2008 (World Bank 2013). After that modest start, the market soon erupted and has seen unprecedented rates of acceptance and growth. For example, crowdfunding for the movie titled “Happy Boys Movie” enlisted nearly 4 million Chinese participants, setting a new record for the number of investors in a single crowdfunding project (Hu, Yang, 2015). Demohour has specialized for art projects, but soon, big companies realized the potential of the market and started their own platforms for crowdfunding. In December 2013, Alibaba launched crowdfunding on Taobao, creating Yulebao, which allows investors to support Chinese films. In July 2014, JD.com, one of China’s largest e-commerce websites, launched Coufenzi, a crowdfunding platform hosting a variety of projects. Shortly after, in 2015, JD.com launched JD Equity Crowdfunding, a platform devoted to entrepreneurs looking for early-stage investors. Baidu and Tencent also entered the market by launching Baidu Crowdfunding and Tencent Succor, also known as Tengxun Lejuan (China Business review, 2016).

Today, all sub-types of crowdfunding are flourishing in China, driven by high acceptance of internet and especially mobile technologies. There are 650 million internet users in China, and 86 percent of internet usage is through smartphones. The nature of the market is especially evident in the use of electronic money; Alipay consists of 350 million users, with WeChat Wallet, Baidu Wallet, and many others vying for market share (China Business review, 2016). These factors have combined to form a prognosis of forming a world’s biggest crowdfunding market. Estimates by the The World Bank put China’s crowdfunding market at $50 billion in 2025, more than half of the estimate of the total amount of funds raised through crowdfunding in the developing countries (The World Bank 2013).

Still, the progress in the crowdfunding market didn’t come without drawbacks. In 2016, Chinese police have arrested 21 people involved in the operation of peer-to-peer (P2P) lender Ezubao over an online scam. Ezubao was accused of operating a large Ponzi scheme. It took in some 50 billion yuan ($7.6 billion) from about 900,000 investors (Reuters 2016). This unfortunate development has highlighted the weak regulatory framework under which crowdfunding operates in China, which will be analyzed in the next chapter in this paper.

User mentality of the Chinese users is interesting, described as “more accustomed to the role of buyer rather than investor. They tend to be more interested in the physical products and benefits such as early delivery of the good or discount prices, rather than showing support for the
entrepreneurial and inventive spirit, which has been an important element for crowdfunding’s popularity in the US.” (The World Bank 2013).

Chart 1. shows the incredible rate of growth in total online finance volumes in 2013-2015. While American market has grown 480% in these three years, and in EU the growth has been 1036%. Asia has grown for the incredible amount of 2290%. This figure looks even more impressive when we take into account that out of the 94.61 billion € in 2015 in Asia only 1.217 billion € was made outside of China. This number includes marketplace / P2P consumer lending, balance sheet consumer lending, marketplace / P2P business lending, balance sheet business lending, marketplace / P2P real-estate lending, invoice trading, equity-based crowdfunding, equity-based real estate crowdfunding, reward-based crowdfunding, donation-based crowdfunding and revenue/profit-sharing crowdfunding (Cambridge Centre for Alternative Finance, 2016). While most of the above mentioned finance models do not fall into traditional definitions of crowdfunding, the incredible rate of expansion of online alternative financing models show the fertile ground for the development of crowdfunding, which happens practically exclusively online.

Chart 2 shows us the distribution of market value by market model for online alternative finance in China in 2015. The four models of crowdfunding indicated (Equity-based crowdfunding, Reward-based Crowdfunding, Donation-based Crowdfunding and Revenue-based / Profit Sharing Crowdfunding) provide a market volume of $2 billion.
2.2. Comparison with USA and UK


Chart 3 shows the comparison of the amount of volume of transactions in three main models of crowdfunding for the worlds three biggest markets: China, USA and United Kingdom. While the crowdfunding market has been developing for quite a while in the USA and United Kingdom has not lagged behind much, China has managed to pull ahead of the USA market in just 5 years (between 2011 and end of 2015).

In comparison of segments, the cultural differences between Chinese and other users can be easily viewed from the chart. As we gave previously said, a Chinese user tends to act more like a buyer, rather than the investor. Therefore, China is taking a large lead in reward-based crowdfunding. On the other hand, USA takes precedence in equity-based crowdfunding, highlighting the investor culture. This is especially evident for the users from the United Kingdom, whose preference for the equity-based crowdfunding take up the largest ratio of total amount of market volume. Such user behavior will probably change in the future given the changing nature of Chinese society.
3. LEGAL FRAMEWORK FOR CROWDFUNDING IN CHINA

3.1. Status quo and recent changes

Chinese financial market is traditionally dominated by state-owned banks, and compared to the financing models such as direct loans, initial public offerings, or bond issuances, equity-based crowdfunding is still in its embryonic stage (Hu, Yang 2015). Conversely, there is no single legislative source regulation crowdfunding, such as JOBS Act in USA or the Financial Services and Markets Act in the United Kingdom. In the period between 2005-2013 China was regulating the banking sector, achieving greater stability and security, trying to achieve the ultimate goal of “full banking service coverage” (Weihuan et al. 2015). However, the period also saw the emergence of microfinance services, such as P2P lending, microcredit companies, village banks, etc. At the same time, non-traditional forms of digital finance have grown very rapidly in a very short time in China, bringing major challenges to policymakers and regulators (Weihuan et al. 2015). For example, a major hurdle for the development of equity-based crowdfunding in China is the strict distinction between public and private offerings. Generally, the definition of a public offering is quite crystallized, but crowdfunding invades the traditional supervisory arena of public offerings by encouraging online private offerings to the general public via an Internet platform (Hu, Yang 2015). The transfer of equity to non-specific persons and/or to more than 200 specific targets is deemed to be an issue of securities to the public and is subject to approval by state administration, in accordance with the Criminal Law. In China, the qualification requirements and approval standards for the public issue of securities are highly rigorous and thus, it is unlikely that small and medium-sized enterprises (SMEs) and start-up enterprises will be eligible for the public issue of securities. Furthermore, the cost of publicly issuing securities is far too high to be borne by SMEs and start-ups, and is too expensive compared with the amount of the capital raised. Thus, it is unrealistic for SMEs and start-ups, to conduct fundraising by strictly complying with the requirements for a public issue of securities because the approval standards required by the state administration are unlikely to be met (Peng 2015). Another issue is the definition of non-specified investor. This is usually circumvented by crowdfunding platforms by prior registration and approval of the investor by the platform, and by limiting the percentage of contribution so as to stay within the limits of 200 investors (Weihuan et al. 2015).

The Ezubao case and the issues mention above had led the Chinese government to act on regulating the crowdfunding, especially so after 2014 when the crowdfunding boom began to take place. In December 2014 The Securities Association of China has published the Consultation Draft called “Measures for the Administration of Private Equity Crowd Funding”, thus for the first time producing specific regulation for crowdfunding. The requirements for the investors were lowered, though by many, they have remained high. The draft regulations require investors to be accredited, meaning that anyone who wants to invest in equity crowdfunding projects must meet at least one of the following requirements: Invest at least RMB 1 million in a single project; Possess net assets of RMB 10 million; or Possess financial assets of RMB 3 million and having an annual income of at least RMB 500,000 for the past five years (Erdenebileg 2016).

In March 2015, the General Office of the State Council released the Guiding Opinions on Expanding Maker Space to Promote Innovation and Business Startups by General Public. More recently, in July 2015, China’s central bank and several other relevant government departments issued guideline to regulate the general online finance industry. In August 2015,
the China Securities Regulatory Commission (CSRC), the supervising government body for crowdfunding, announced that it would begin inspecting online equity financing platforms and assessing any possible illegal activities (Xinhua 2015). In December 2015, the China Banking Regulatory Commission (CBRC) issued the first draft for online lending, and in August 2016, announced the first official rules. This development indicates that crowdfunding will soon be subject to more specific regulatory requirements (Erdenebileg 2016).

The requirements in other legal documents, such as the Criminal Law, PRC Securities Law, Offenses Against Company and Enterprise Management Order and Crimes of Undermining the Order of Financial Management were not changed at this time.

3.2. Proposals for the legal framework for crowdfunding

Chinese government has shown determination to strengthen the legislative framework for crowdfunding. It faces classical dilemmas in this area – whether to introduce stricter laws and therefore provide more security for the investors, or to reduce the criteria for crowdfunding participation, therefore opening more space for embezzlement and fraud. Hu and Yang (2015) argue that any such development has to be in line with the existing Chinese legislation and culture. Otherwise, it may “easily become descriptive, mechanical, and perfunctory elements with tenuous practical value or legislative significance”. Although the Chinese government has voiced the complete dedication for the growth of economy based on mass innovation and entrepreneurship with a market orientation (China science and technology newsletter 2015), the rather non-flexible legislation does not follow those guidelines.

The proposals are:

1. To better define the illegal fundraising in PRC Criminal Law. This crime is most often linked with false advertising, but as it is not strictly defined, it may or may not be an obstacle for the development of crowdfunding (Hu, Yang, 2015)

2. Provide investor with more control over the investment. Current framework allows for only basic information and monitoring rights, which is not adequate protection for the investors right of return. Potential conflicts of interest should be announced up front, before the contract is made. This includes any financial interests of the fundraising portal and any and all relations between the portal and the fund-receiver, therefore ensuring full disclosure (Li, Y. 2016).

3. To lower the investor qualification and therefore truly allow the wider crowd to participate in crowdfunding ((Li, Y. 2016).

4. Clarify the identity and function of the equity crowdfunding platform. At the moment, the Contract Law and Securities Law (virtually unchanged from 1992) do not provide for clearly delineated obligations that such platforms must adhere to. By better defining the contract obligations between the platform and the user, users will be provided more security for their investments without any perceived loss of effectiveness of the system (Hu, Yang, 2015)

4. CONCLUSION

Although China is a latecomer to the crowdfunding movement, it has quickly embraced the movement and by the metrics studied in this paper, taken the world lead in the amount of total volume of funds in both the online alternative finance and crowdfunding. The sudden development has caught government regulators unprepared, despite similar trends in other leading economies. The size and rate of growth of Chinese economy, number of potential users, unique combination of social and economic system, a specific legal system and many other factors complicate the development. In terms of development potential, it is enormous. Yet, a
wish for harmonious and secure development is not quite as simple to fulfill. The legal framework is non-specific and undefined. Better, more concise regulation is desirable, though any regulation carries the risk of over norming the market, thus strangling its development. China has the unique advantage of being able to observe the rules already implemented in other economies and therefore pick and choose the most successful practices. The resoluteness of Chinese government to stop fraudulent practices such as the Ezubao case is commendable from every angle, unless it leads to the future regulation that is too strict, therefore preventing the even wider spread of the model, especially the equity crowdfunding. China has all the prerequisites to become world leader in crowdfunding – it will be most interesting to watch its development.
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ABSTRACT
This paper models the political budget cycle with stochastic differential equations. The paper highlights the development of future volatility of the budget cycle. In fact, I confirm the proposition of a less volatile budget cycle in future. Moreover, I show that this trend is even amplified due to higher transparency. These findings are new evidence in the literature on electoral cycles. I calibrate a rigorous stochastic model on public deficit-to-GDP data for several countries from 1970 to 2012.
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1. INTRODUCTION
The study of the ‘traditional’ political budget cycle is well established in economic literature since the publication of the seminal paper by Nordhaus (1975). Polite-economy models propose that politicians have incentives to focus on the period shortly before elections. They tend to do so as voters are easily affected in their economic well-being by government policies. This pattern is commonly known as the ‘political budget cycle’ (PBC).

This paper extends the existing PBC literature in line with recent research by Herzog & Haslanger (2014, 2016). The new research takes into consideration the impact of transparency through e-governance, the Internet, and social media. In general, I study whether the PB-cycle is less volatile in future and whether this is due to higher transparency. This paper utilizes a stochastic modelling approach of the PBC model. I calibrate the model based on public deficit data from 1970 to 2012 for different countries. I forecast the PBC and evaluate the volatility across time periods with a t-tests. Hence, this approach is novel and different to the econometric estimation of the PBC in relation to transparency by Herzog & Haslanger (2016).

To my knowledge, this paper is the first that models and analyses the problem of the PBC in respect to transparency in a stochastic framework. In order to study this case, first I build a stochastic model and calibrate it. In a second step, I forecast the PBC. Finally, I compare the variance of the deficit-to-GDP cycle between the historical data period and the forecasting horizon. In addition, I include transparency dynamics in an extended model. I expect an smaller PB-cycle in the extended stochastic model.

The study of transparency and the development of transparency measures is a new topic in the literature of budget cycles. It is mainly due to a growing public demand of transparency in government processes since the onset of the Internet age. Therefore, the role of the Internet has gained importance in the political process even in political election campaigns all around the world. This new demand of higher public transparency by citizens and their implications on the budget cycle, however, is difficult to measure. Overall, I demonstrate the proposition that transparency mitigates the political budget cycle.

The paper is structured as follows: in the section 2, I review the literature. The model is introduced in section 3. Finally, I discuss the simulation results in section 4. Section 5 concludes the paper.
2. LITERATURE REVIEW
Seminal papers on the topic of political budget cycles are by MacRae (1977), Alesina (1988), Rogoff & Sibert (1988), Nordhaus (1989) and Persson & Tabellini (1990). Despite this well-established literature there is remarkably little literature on the issue of transparency and the political budget cycles. To my knowledge, the only exception is Klomp & De Haan (2011) and the recent research by Herzog & Haslanger (2014, 2016).

The origin of the political budget cycle literature is the seminal article by Nordhaus (1975). He studied why politicians spend more money in upcoming elections despite an obvious economic trade-off. Governments have to ‘chose between present welfare and future welfare’ (Nordhaus 1975). The main finding was that unemployment rates will rise in the beginning and fall in the second half of a government’s term and that the opposite is true for public expenditure. Paldam (1979) find similar actions during an election period. This means ‘a restrictive policy in the beginning of an election period followed by an expansive phase later on’ (Paldam, 1979). Hence, governments try to make the immediate time before elections as good as possible for their voters in order to be re-elected. This theoretical argument coined the idea of the political budget cycle in general.

Broadly speaking, my paper is in line with this research, however, goes beyond in respect of two dimensions. First, I study the relationship of the political budget cycle and transparency. Second, I study the consequences within a newly designed stochastic model. Thus, I extend the existing literature and give evidence in line with recent research by Herzog & Haslanger (2016). There exists empirical literature in relation to this paper. According to Rogoff (1990) governments ‘engage in a consumption binge, in which taxes are cut, transfers are raised and government spending is distorted towards projects with high immediate visibility’. Although this behavior seems to influence the decisions of voters, there is evidence that expansionary fiscal policy actions do not necessarily create higher well-being (Alesina, Roubini & Cohen 1997). However, those policies someway create positive psychological feedback to human behavior and the overall economy. Drazen (2002) states that although there is ‘agreement that aggregate economic conditions affect election outcomes (...), there is significant disagreement on about whether there is opportunistic manipulation’. In other words, it is hard to determine whether politicians have the power to shape economic conditions in a way that influences voters' behavior. The empirical literature demonstrates that the political budget cycle is more noticeable in developing countries (Shi & Svensson 2006, Grier 2008, Ames 1987, and Rojas-Suarez, Canonero & Talvi 1998). One explanation of this phenomenon is either the higher trade-openness (Murao 2014) or perhaps the lower transparency in developing countries. The last explanation is the proposition of this paper.

3. THE MODEL
The following model simulates the PB-cycle using a mean-reverting stochastic differential equation with seasonality and a jump component. The model is calibrated under the real-world using historical public deficit-to-GDP data from 1970 to 2012. In a second step, I conduct a Monte Carlo simulation using the calibrated model. The simulation results are finally evaluated and statistically tested. The modelling and simulation is conducted in MATLAB (Appendix B). The deficit-to-GDP cycle exhibit a prominent seasonal component, along with mean-reversion. In addition, the PBC displays jumps during periods of recessions. Therefore, I have to account for both components inside the stochastic model. The PBC is modeled according to the following rule:

\[ PBC(t) = f(t) + X(t), \]

where \( PBC(t) \) denotes the public deficit-to-GDP over time, \( f(t) \) is the deterministic seasonal component of the model and \( X(t) \) captures the stochastic part of the model.
The modelling of the seasonal component \( f(t) \) is as follows:

\[
f(t) = s_1 \sin(2\pi t) + s_2 \cos(2\pi t) + s_3 \sin(4\pi t) + s_4 \cos(4\pi t) + s_5 \tag{2}
\]

where \( s_i \), \( i = 1, \ldots, 5 \) are estimated constant parameters. These five parameters are estimated by a dynamic OLS regression. I calibrate this model for selective countries such as Australia, Canada, Sweden, Spain, Netherlands, the United Kingdom and the United States. I use the public deficit-to-GDP data over the period from 1970 to 2012.

The stochastic component \( X(t) \) is modelled as an stochastic mean-reverting Ornstein-Uhlenbeck process with jumps

\[
dX(t) = (\alpha - \kappa X_t)dt + \sigma dW_t + J(\mu_j, \sigma_j)d\Pi(\lambda), \tag{3}
\]

where the parameter \( \alpha \) and \( \kappa \) are the mean-reversion parameters. The term \( W_t \) is a standard Brownian motion and \( \sigma \) denotes the volatility. The jump size is \( J(\mu_j, \sigma_j) \) with normal distribution and mean \( \mu_j \) and standard deviation \( \sigma_j \). The jump is modeled with a standard Poisson process \( \Pi(\lambda) \), and has jump intensity of \( \lambda \).

In a final step, I extend the benchmark model of equation [3] with a transparency parameter. According to the paper hypothesis and the evidence by Herzog & Haslanger (2016), transparency reduces the variance of the political budget cycle. This means that the volatility, \( \sigma \), is lower. Indeed, I model transparency by a new parameter \( \theta \), and included this term in equation [3]:

\[
dX(t) = (\alpha - \kappa X_t)dt + \theta * \sigma dW_t + J(\mu_j, \sigma_j)d\Pi(\lambda). \tag{4}
\]

In the extended model, I choose for \( \theta = 0.9 \). This imitates a 10 percent decline in the simulated volatility based on the historical data due to transparency while the jump size is still unaffected. The calibrated and estimated model according to equation [1] is finally discretized for forecasting purposes. The model simulation is performed without the seasonal trend. The simulation is conducted for approximately 20 years with 10,000 trials by utilizing Monte Carlo’s method. At the end of the Monte Carlo simulation, I add the seasonality back on the simulated paths and plot the results.

### 4. SIMULATION RESULTS AND DISCUSSION

According to Herzog & Haslanger (2014), the political budget cycle (PBC) is getting less volatile especially in terms of the amplitude and standard deviation for more than 100 countries, including G8 (Figure 1). However, the ups and downs of the cycle itself, measured by the mean value, are almost unchanged over the past three decades. Whether this trend is due to higher transparency remains to study.

**Figure 1: PBC of G8 Countries, Debt Levels, 1981-2010**

Source: OECD, author’s calculation.
The model simulation is based on real-world deficit-to-GDP data (Appendix A). In the following, I demonstrate the methodology for the United Kingdom (UK). In Figure 2, you see the deficit-to-GDP cycle from 1970 to 2012. Undoubtedly, the UK deficit-to-GDP has large swings in particular in the last decade. Around the millennium year 2000, there was a surplus due to an economic boom and the IT-bubble aligned with the public auction of mobile frequencies to private telecom providers. In 2009 on the other hand, the so-called ‘great recession’ moved the deficit-to-GDP significantly downwards. This was due to public expenditures to stabilize the financial system and a fiscal stimulus package in response to the financial and economic crisis of 2007-2008.

Figure 2: PBC of the UK, 1970 to 2012

Despite the large swings in the deficit-to-GDP ratio in recent decades, I attempt to study whether the volatility in the PB-cycle is declining and what is the role of public transparency. The stochastic model is calibrated on the historical deficit-to-GDP from 1970 to 2012 (Appendix A). Based on the calibration, I simulate the future development of the deficit-to-GDP.

The top-panel in Figure 3 illustrates the deficit-to-GDP of the UK (blue line) together with the estimated seasonal trend (red line). The seasonal trend is estimated and computed by sophisticated smoothing and OLS methodology (Appendix B). The bottom-panel in Figure 3 subtracts the seasonal trend from the deficit-to-GDP ratio. Finally, I obtain the so-called de-trended deficit-to-GDP curve. This de-trended time-series is utilized for the stochastic simulation in the next step.

Figure following on the next page
The stochastic simulation is based on the Monte Carlo method of equation [3]. The MATLAB code for this simulation is in Appendix B. The simulation runs 10,000 trials and uses the most likely outcome (average) of all simulations. Finally, I add the seasonal trend component to the simulated curve and obtain the final dynamics of the deficit-to-GDP over 20 years.

The top-panel in Figure 4 illustrates the Monte Carlo simulation. The blue curve is again the historical deficit-to-GDP data from 1970 to 2012. The green curve represents the seasonal trend including the forecast from 2013 to 2030. The red line denotes the simulated deficit-to-GDP based on the historical model parameters. It turns out that the simulation based on historical data contains already a declining volatility of the deficit-to-GDP ratio in the future. Thus the red curve is less volatile than the blue despite the whole simulation is based on the data period from 1970 to 2012. The bottom-panel contains all Monte Carlo simulations of the deficit-to-GDP ratio over the forecasting horizon of about 20 years. I use the mean scenario in the top-panel (red curve) which is the most likely outcome of all Monte Carlo simulations.

**Figure following on the next page**
This stochastic simulation model is run for the following set of countries: UK, US, Canada, Japan, Sweden, Netherlands, Italy, Austria and Spain. The country selection is due to data availability. Most other countries have either shorter time-series or a significant data break, for instance in Germany due to the reunification in 1990. The simulation result for all countries is summarized in Table 1.

### Table 1: Summary of Model I: Benchmark

<table>
<thead>
<tr>
<th></th>
<th>USA</th>
<th>Canada</th>
<th>Japan</th>
<th>Sweden</th>
<th>Netherlands</th>
<th>Italy</th>
<th>Austria</th>
<th>Spain</th>
</tr>
</thead>
<tbody>
<tr>
<td>1970 to 2012</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Forecasting Horizon</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test of Difference: p-value</td>
<td>0.0245</td>
<td>0.0008</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.7353</td>
<td>0.0160</td>
<td>0.0000</td>
<td>0.1049</td>
</tr>
<tr>
<td>Evaluation of Difference</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
</tbody>
</table>

The first row denotes the variance of the deficit-to-GDP ratio in the calibrated model based on historical data. The second row displays the variance of the deficit-to-GDP based on the simulated model. It turns out that the future variance is lower in all cases despite the model dependence on historical data. The bottom rows demonstrate the test of significance. For the majority of countries, the variance is already significantly lower in the benchmark model. Keep in mind, the benchmark model does not contain any transparency parameter. Only for three...
countries Sweden, Austria, and Spain the variance is not significantly different. Consequently, I run the extended version of my stochastic model according to equation [4]. The extended model includes the transparency parameter and computes the significance tests again. The transparency parameter is set at 0.9, which means a 10 percent increase in transparency. The result of this simulation is summarized in Table 2. The countries of interest are Sweden, Austria, Spain – the three outliers in my benchmark model above. Now, the result is a significantly lower variance for all countries, including Sweden, Austria and Spain.

**Table 2: Summary of Model II: Higher Transparency**

<table>
<thead>
<tr>
<th></th>
<th>Sweden</th>
<th>Austria</th>
<th>Spain</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variance PBC</td>
<td>18.2281</td>
<td>3.3766</td>
<td>11.4396</td>
</tr>
<tr>
<td>(1970 to 2012)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Variance PBC</td>
<td>17.7075</td>
<td>2.7454</td>
<td>6.1290</td>
</tr>
<tr>
<td>Forecasting Horizon</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test of Difference:</td>
<td>0.0295</td>
<td>0.0427</td>
<td>0.0421</td>
</tr>
<tr>
<td>p-value</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test of Difference:</td>
<td>-2.3443</td>
<td>-2.1643</td>
<td>-2.1712</td>
</tr>
<tr>
<td>t-value</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Evaluation of</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
</tr>
<tr>
<td>Difference</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Source: Own simulations and computations.
Significance test at 5% level.

In summary, I confirm the hypothesis in this paper, however, with a completely different model in contrast to the econometric evaluation of Herzog & Haslanger (2014, 2016). In fact, I find the mitigation of the PBC within a stochastic framework based on historical data. If I include a transparency parameter in the stochastic model, the overall result is even more significant. In fact, the hypothesis is confirmed at a significance level of 5 percent for all countries. Consequently, transparency will mitigate the amplitude and thus variance of the public budget cycles over time and across countries. Of course, the model has limitations. But most of the limitations are excellent topics for further research. One issue is the data limitation and the sensitivity of the calibrated model on the future path of simulations. Despite these limitations, my finding completes the picture of the recent econometric findings by Herzog & Haslanger (2016). Hence, further research is needed but there is preliminary evidence of the PBC-transparency hypothesis.

5. CONCLUSION

The paper demonstrates that transparency mitigates the variance of the public budget cycle over time and across countries. My theoretical finding is in-line with recent econometric research based on large samples such as of 99 developing and 34 OECD countries. However, the utilized stochastic model has the advantage that all simulations are based on historical data. Hence, the simulation of the deficit-to-GDP ratio is replicating all historical trends accordingly. Overall, the model proposition is verified. I do not reject the hypothesis that transparency will mitigate the public budget cycle in future.
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Appendix A: Overview of Budget Cycle in Selected Countries from 1970 to 2012

Appendix B: Stochastic Simulation Model: MATLAB Code

```matlab
%% PBC Stochastic Simulation Model
figure;
plot(year1, UK);
title('PBC');
xlabel('Date');
ylabel('Deficit-to-GDP in Percent');
PriceTimes = yearfrac(year1(1), year1);

%% Model Calibration
seasonMatrix = @(t) [sin(2.*pi.*20*t) cos(2.*pi.*20*t) sin(4.*pi.*20*t) ...
                    cos(4.*pi.*20*t) t ones(size(t, 1), 1)];
C = seasonMatrix(PriceTimes);
seasonParam = C/UK;

% Plot PBC and seasonality
figure;
subplot(2, 1, 1);
plot(year1, UK);
title('PBC UK and Seasonality');
xlabel('Date');
ylabel('PBC UK');
hold on;
plot(year1, C*seasonParam, 'r');
hold off;
legend('PBC UK', 'seasonality');

% Plot de-seasonalized PBC
X = UK-C*seasonParam;
subplot(2, 1, 2);
plot(year1, X);
title('PBC UK with Seasonality Removed');
xlabel('Date');
ylabel('PBC UK');
```
The model for $X_t$ needs to be discretized in order to conduct the calibration. The discretized equation is:

$$X_t = \alpha \Delta t + \phi X_{t-1} + \sigma \xi$$

with probability $(\lambda \Delta t)$, and $X_t = \alpha \Delta t + \phi X_{t-1} + \mu_J + \sigma_J \xi_J$ with probability $(1 - \lambda \Delta t)$, where $\xi$ and $\xi_J$ are independent standard normal random variables, and $\phi = 1 - \kappa \Delta t$.

The density function of $X_t$ given $X_{t-1}$ is:

$$f(X_t|X_{t-1}) = (\lambda \Delta t) N_1(X_t|X_{t-1}) + (1 - \lambda \Delta t) N_2(X_t|X_{t-1})$$

Learning Toolbox(TM) is well suited to solve the above maximum likelihood problem.

```
% PBC at t, X(t)
Pt = X(2:end);
% PBC at t-1, X(t-1)
Pt_1 = X(1:end-1);
% Discretization
dt = 1/365;
% PDF for discretized model
mrjpdf = @(Pt, a, phi, mu_J, sigmaSq, sigmaSq_J, lambda)
    lambda.*exp((- (Pt-a-phi.*Pt_1-mu_J).^2)./(2.*sigmaSq+sigmaSq_J)).* (1/sqrt(2.*pi.*(sigmaSq+sigmaSq_J))) +
    (1-lambda).*exp((- (Pt-a-phi.*Pt_1).^2)/(2.*sigmaSq)).* (1/sqrt(2.*pi.*sigmaSq));
lb = [-Inf -Inf -Inf 0 0 0];
ub = [Inf 1 Inf Inf Inf 1];
% Initial values
x0 = [0 0 0 var(X) var(X) 0.5];
% Solve maximum likelihood
params = mle(Pt, 'pdf',mrjpdf,'start',x0,'lowerbound',lb,'upperbound',ub,'optimfun','fmincon');
% Obtain calibrated parameters
alpha = params(1)/dt
kappa = params(2)/dt
mu_J = params(3)
sigma = sqrt(params(4)/dt)
sigma_J = sqrt(params(5))
lambda = params(6)/dt
```

%% Monte Carlo Simulation
```
%sigmaT = 0.90; include as a product sigmaT*sigma in simulation equ. below!
nPeriods = 2+20;
nTrials = 10000;
n1 = randn(nPeriods,nTrials);
n2 = randn(nPeriods, nTrials);
n3 = randn(nPeriods, nTrials);
j = binornd(1, lambda*dt, nPeriods, nTrials);
SimPrices = zeros(nPeriods, nTrials);
SimPrices(1,:) = X(end);
for i=2:nPeriods
    SimPrices(i,:) = alpha*dt + (1-kappa*dt)*SimPrices(i-1,:) + ...
                    +sigma*sqrt(dt)*n1(i,:) + j(i,:).*(mu_J+sigma_J*n2(i,:));
End

% Add back seasonality
SimPriceDates = daysadd(PriceDates(end),0:nPeriods-1);
SimPriceTimes = yearfrac(PriceDates(1), SimPriceDates);
CSim = seasonMatrix(SimPriceTimes);
logSimPrices = SimPrices + repmat(CSim*seasonParam,1,nTrials);

% Plot simulated PBC
figure;
subplot(2, 1, 1);
plot(year1,UK);
hold on;
plot(SimPriceDates(2:end), logSimPrices(2:end,1), 'red');
seasonLine = seasonMatrix([PriceTimes; SimPriceTimes(2:end)])*seasonParam;
plot([PriceDates; SimPriceDates(2:end)], seasonLine, 'green');
hold off;
title('Actual PBC UK and Simulated PBC UK');
xlabel('Date');
ylabel('PBC in Percent');
legend('market', 'simulation');

PricesSim = exp(logSimPrices);
subplot(2, 1, 2);
plot(PriceDates,UK);
hold on;
plot(SimPriceDates, logSimPrices, 'red');
hold off;
title('Actual PBC UK and Simulated PBC UK');
xlabel('Date');
ylabel('PBC in Percent');
legend('market', 'simulation');

% Computation of Variance and Test of Significance
var(UK)
var(logSimPrices(2:end,1))
[H,P,CI,STATS] = ttest(logSimPrices(2:end,1),mean(UK))
[P,H] = signtest(logSimPrices(2:end,1),mean(UK))
[P,H] = signtest(UK,mean(logSimPrices(2:end,1)))
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ABSTRACT
Decision making is complex and time limited process that begins with insight of problem and it ends with making a decision. Significance of decision making in today business world is growing, especially because of market situation, what is in primary caused by global financial crisis. Furthermore, it is important to accent that because of opening towards european and world market, where competition is extremely big, encirclement is dynamic and quickly adaptable, it is impossible to survive if management is not prepared to make decision rapidly, with no space for mistakes, because wrong decision can destroy the whole business.  
In order to make good business decisions, management must be in dispose of correct and well – timed information and data. Key information for management are correct information about costs that are related to certain decision. Because of that, in this paper are analyzed key terms that are related to costs and importance of cost function in business decision making. Furthermore, the hardest and most responsible thing in managing is making decision. Making decision, i.e. capability and readiness for taking responsibility is a characteristic that is typical for only small number of people. Without reliable information about costs and their influence on the price, revenues and quality of products or services, it is not possible to make quality decision. Because of importance of costs in business decision making, so as different possibilities of appliance, depending on activities, there are many number of models of cost management that are developed, and in sequel of this paper there will be more word about them. According to that, in this paper are analyzed basic determinants of costs and importance of cost function in business decision making. Basic framework of this paper is presentation of cost management based on activities that is in function of enlargement of profitability, so as presentation of costs of providing services to buyer and analysis of profitability.  
Keywords: managerial economics, cost management

1. CIRCUMSTANCES OF BUSINESS DECISION - MAKING AND PHASES OF INTEGRAL PROCESS OF DECISION - MAKING
Each individual in personal life and each manager in a company is going through different circumstances in which they are making decisions. Common matter for them is search for best information in the pool of imperfect information and desire for decision making, with purpose of problem solving or getting advantage in front of competition. Main objective is to overcome limiting factors which are standing in the way of achieving desirable goals. In purpose of completing required knowledge about decision making, it is important to perceive each phase of process of decision making. All phases are equally important because each previous phase is a base for next one. In sequel will be explained characteristics of circumstances in which are business decisions made and also phases of making that decisions.
1.1. Characteristics of circumstances in which business decisions are made

Manager will rarely make decision in situation where he is absolutely sure in outcome of selected alternative. Decision making in safe conditions can only be applied at lowest levels of management and only for routine and operational decision that are determined by the time of use. As much it is moved hierarchically from routine decisions it is coming up to higher degree of risk and uncertainty. Managers are those who have to recognise and overcome those limiting factors that are standing in the way of achieving desirable goals. Usually used models are referred to mathematical models, models of evaluation and models that are based on experience.

Most unfavorable situation for decision making is making decision in uncertain condition. This situation is almost ordinary in world of business and it is putting manager on a test. Characteristics of uncertain situations are: 1. lack of valid information; 2. insecurity of available information; 3. lack of cognition about possibilities of evaluation of decision making situations; 4. unfamiliarity with relations between different variables that can affect on process of decision making. Managers efficiency in risky conditions is reflected in availability of information and his experience in similar risky situations. Different models are made for each situation in decision making with the use of reducing risk for decision maker.

1.1. Phases of business decision - making

Making decisions is old as much as the humanity. Each human activity is a consequence of some earlier process of decision making or itself it is a decision making. According to that, everything that people do today, in certain moment or now is a decision making or realisation (implementation) of that process. This process takes certain time period which duration depends on complexity and importance of individual decision. Despite many classifications of phases of decision making, next classification on four phases is accepted:

- decision preparation (with sub – phases),
- making decision,
- conduction of decision and
- controlling conduction.

Picture 1. Phases of process of decision making

Picture 1 is showing standard procedure of decision making in broader sense because the whole process of decision making is not ending with making decision, but with conduction and control of decision conduction.

Further looking, key phases of integral process of decision making are:

- problem identification,
- task defining,
- recording and analyzing current conditions,
- looking for different versions of problem solving,
- evaluation of versions of problem solving.
• making decision,
• decision conduction and
• controlling decision conduction.

Each of these phases has its own specificities. Process of decision making enables feedback between observed phases. Phase of problem identification is connected to problem diagnosis that can be compared to making choice of the direction while walking the street to some objective. Wrongly chosen direction will lead to lose of more time and energy in the way to the goal. This phase is essential for the success of whole process of decision making, because wrongly identified problem is forcing decision maker to solve some other problem even that second problem was not the goal at first, and if this situation occurs - the whole process makes no sense. Problem identification begins with cognition of symptoms, outside manifestation of problem and then insight of real problem. Example of symptom is sale decline of ready – made meals in Konzum (in Šibice next to Zaprešić). Management thinks that the problem is in competition (Plodine, Spar in Zaprešić) but the real problem is in quality and range of those ready – made meals. Recognition of problem is followed by next phase of decision making – task defining, determination of things that has to be done, determination of achievement to be made by the process of decision making\(^1\). In example of Konzum, defined task would be to stop further sale decline of ready – made meals. Defining task is much easier than identifying problem. Phase of recording and analyzing current conditions defines disposable ways for solving problem that is noticed and needs to be solved. In this phase are analyzed material, financial and human resources. In this cycle are appearing some limitations in decision making. Reasons for that limitations are availability of information, resources and time, unclear circumstances of decision making and personal limits of decision maker. Listed reasons are also characteristics of insecure situation. On example of Konzum will be made analysis of sale by each meal in the whole assortment, analysis of quality of ingredients, analysis of qualifications of staff etc. Reason for gathering larger number of versions is that they represent larger possibility for choosing the best solution. Managers must have in sight that certain problem can have larger number of optimal solutions, so it is necessary to consider all possible variances of solutions. In example of Konzum different versions can appear as possible solution. One of those versions can be that they do not use food (especially meat) which expiry date is due; employing quality chef so he can process food in better and superior way; induction of new meals and always popular reducing prices are options. Evaluation of versions of solving problem is the last preliminary phase in process of decision making in which all possible versions are graded through quality and quantitative methods. Grading is followed by screening smaller number of versions, in the way of comparing positive and negative aspects of each version of problem solving. In given example it is given overview of all positive and negative aspects of bringing fresh ingredients into process of making ready – made meals. Main positive aspect would be increase in quality of ready – made meals that would have immediate impact on sales increase, while negative impact would be higher cost due to bigger amount of writing – off ingredients that expired. After five detailed phases it is coming to phase in which best graded version is being chosen. Managers efficiency is evaluated through ability of choosing most satisfying solution. In example of Konzum, best graded version will depend on previous cycle. In this case that is the version that will, in short - term, stop decrease in sales of ready – made meals with biggest probability of increase in sales. Quality implementation of decisions that are made is one of the most important skill with which successful manager differs from unsuccessful manager. Management of entire organization must be capable to coordinate all decisions that are made – those that are made on different organizational levels and those that

are made by different decision makers. In this phase it is expected from the manager that he implement carried decision and take responsibility for that choice. Control of decision implementation is the last phase in process of decision making, but also equally important as ones before it. Control gives answers on questions, is decision implemented and in which way and what results has it given, all in favour of determining possible divergence and introducing changes. In example of Konzum, management should track stopping of sale decline, meaning by that, comparing financial results from sales projections and real state of sales. In state of divergence, it should get back to previous phases and with compatible changes try to get back on the right way.

2. CHARACTERISTICS OF COST FUNCTION IN BUSINESS DECISION-MAKING

Because of business process management, from competitive point of view, it is important to overview the validity of costs that appeared through accomplishment of managerial goals. In purpose of getting to essence of this theme, it is necessary to explain elementary terms like cost definition, terms connected to costs, their classification and by gradation, come to most important terms for decision making in business - critical points in cost motion. Costs are value expressed expenditures of work, materials, short – term asset, long – term asset so as needed services from other participants, all in favour of production of certain product or service. Considering the fact that every business decision is related to costs, it is undisputed that costs have key role and they have to be considered with special attention, and that is possible through cost management. Purpose of this chapter is not to explain every possible classification and every type of cost, but only to explain certain classifications that would be helpful to understand participation of costs in decision making. According to that, in the sequel, it will be explained basic determinants of costs and importance of cost function in business decision making.

2.1.1. Basic concepts and types of costs

Traditionally looking, there are three basic concepts of costs: explicit, implicit and opportunity (alternative) costs. First, explicit costs are explicit, because they undoubtedly and indisputably show all values of indispensable factors that were payed in advance and spended in favour of realizing value of product. Mainly, they are resource costs that do not belong to the owner of company. Payouts of wages to employees, payed interests on credits, amortization of stable resources etc., are belonging to explicit costs. In generally speaking, implicit costs define amount of money that had to be payed for some resource in favour of acquiring practical possibility of its usage in production. Unlike explicit, implicit costs relate on spending resources that belong to the owner of the company. Even implicit costs do not enter in booking evidence, it does not mean that they do not have to be calculated in all costs of company. Accent at opportunity (alternative) costs is put on known, available and feasible alternative use. Only one alternative use is keeping existent, even number of possible scenarios can be bigger than one, i.e. the one that is considered. For example, company that is producing textile has four production workshops (A, B, C, D). Because of positive longtime profit they are planning to expand their production on production of footwear. Because this change have to occur succesive, they are having in mind that only one workshop would be in charge of the production of footwear. Organisation came to cognition that only workshops A and C can deal with extra specification of work. From this statement, it is visible that company would, by choosing one

---

option, lose value of another option that is better in some other parts of production than the first one. Furthermore, looking at alternative costs, it is not necessary to focus only on costs, but on the other relevant dimensions such as: neto value, revenues, profit, contribution to cover etc. Classification of costs can be made by various criteria. This classification has evolved due to development of economic science. Most common and familiar classifications of costs are:

- by natural kind or appearance form,
- by business functions,
- by segments (centers of responsibility) and locations of costs,
- by ways of allocation on holders,
- by reaction on degree of capacity employment (dynamism),
- by way of account to each period,
- by influence on business result,
- by the amount of investment in business process,
- by contribution to quality.

<table>
<thead>
<tr>
<th>No.</th>
<th>Criteria</th>
<th>Type of cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>Costs of natural kinds or appearance form (natural costs)</td>
<td>Costs of long-term asset</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Costs of short-term asset</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Labour costs</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Service costs</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Other costs</td>
</tr>
<tr>
<td>II</td>
<td>Costs by the way of including due to business functions functional costs</td>
<td>Costs of planning, construction and projecting</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Costs of labour preparation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Costs of indirect production</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Procurative costs, costs of production, distribution, storage</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Costs of financial transactions</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Costs of control</td>
</tr>
<tr>
<td>III</td>
<td>Costs by segment (centers of responsibility) and cost centers</td>
<td>Costs of segments (production, organisational unit, geographical segment)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Costs of profit center, cost center, revenue center, investment center</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Costs by cost centers</td>
</tr>
</tbody>
</table>

Table 1. Classification of costs by different criteria (Continues on the next page)

---

As it is seen in Table 1., costs can be divided by natural kind or appearance form, business functions, segments and locations of costs, ways of allocation on holders, reaction on degree of dynamism, way of accounting, influence on business results, amount of investment and by contribution to quality.

### 2.1.2. Cost management methods

Cost Management can be defined as achieving managerial goals based on optimal engagement of costs. Basic goal of cost management is to maintain the biggest possible longterm benefits from committed costs or to maintain certain managerial goal with the smallest costs without longterm negative consequences on business result and competitive position. Author asserts that primary goal of cost management is, with the lowest costs, maintain planned managerial goal without endangering competitivness and longterm results of company. In that purpose are developed methods and procedures, many models, that are ensuring critical amount of informations based on certain facts for management unavoidable for decision making with intention of costs optimisation. Those are models/methods of:

- cost management based on product costs (traditional),
- cost management based on processes,
- cost management based on activities,

---

target costs,
- budgeting based on activities,
- balance sheet of attainment,
- „Kaizen“ costs,
- value analysis,
- cost management based on quality costs and
- other managerial concepts with influence on development of models of informational systems for managing business processes - whole system of organizational management.

Traditional Product Costing (TPC) model is used for allocation of costs. It is based on cost allocation in several basic groups:

- direct material costs,
- direct labour costs,
- utility costs.

Direct material and labour costs, are tracked and controlled by each product category, and utility costs are joined to direct product costs on the basis of participation of labour costs. Because of its simplicity, traditional model is a base for understanding other model, even it is not more in use today. Process Based Costing (PBC) model tracks and evaluate production costs due to movement through phases in production process. In PBC model direct material and labour costs are allocated and tracked due to phases in production process, and utility costs are added to direct costs at each phase with usage of certain keys of allocation based on cost drivers. PBC models should show causes of utility costs and degree of their joining to direct costs of each phase in production process.  

Author is explaining Process Based Costing (PBC) model that is used in production processes in the way that direct material and labour costs are recorded and charged by each phase of production, while utility costs are added to direct costs at each phase with usage of certain keys of allocation based on cost drivers. Process costs that are made on the level of whole organisation can be reduced by simplification of product processes, by improving the core of processes, and by shortening and synchronizing processes. Activity Based Costing (ABC) model is model of classifying costs by activity. This method is tracking costs motion by each activity or part of the business process. By this actions, it is given better control of costs and by that, managers can focus easier on elimination of redundant costs and actions. Establishment of costs through activities is accounting procedure that allows business subject recognition of, and connection between actual costs of company and each product or service that is produced or given by the company. Authors are asserting that ABC model is based on connecting actual costs of company and each product or service that is produced or given by the company. Target Costing (TC) model is relatively new accounting form of comprehension and systematic measurement of those costs that are involved into product or service and that with those costs product is still making profit. According to author, his accent in defining target costs and model that is describing their usage, is on existence of detailed analysis that will show those costs that are involved into product or service and that with them product is still making profit. In order to further usage of TC model, it is neccessary to understand current costs structures. This fact is crucial, because primary interest of company is...
to maintain balance between quality, functionality and design of products in combination with price level that is accepted by market. Activity Based Budgeting model is starting from determination of buyers demands and not from determination of costs. Interest of this method is directed towards capacity of equipment and number of employees, all in favour of defining company possibilities. By this method, management is making more quality decisions related to capacity and it is confronting easier with question of new product or service development. Balanced Score Card (BSC) model is a set of carefully choosen indicators and measures, deducted from companies strategy with which activities and success measures are planned from different perspectives based on connecting and balancing most important factors for success of the whole company. Author is explaining Balanced Score Card model and asserts the fact that model is based on set of indicators and measures that are connected to corporate – level strategy by which company activities are planned.

2.2. Importance of cost function in business decision - making

In order to better and more efficient cost management, it is neccessary to understand one of the most important accounting principle, and that is confrontation of revenues and expenses (expenditures) and recognition of economic changes at the moment of occurence. Confrontation of revenues and expenditures – matching principle, is related to determination of business results (profit/loss). Business result is always determined for certain accounting period, so it is necessary to confront revenues and expenditures of the same accounting period. Principle of recognition of economic changes at the moment of occurence - accrual principle, demands that revenues and expenditures are determined and admitted at their moment of occurance, not at their charging or payment. From this quote, it can be concluded that it is important to confront revenues to expenditures that have appeared because of realization of those revenues, and due to that, get actual business result (profit/loss) for that accounting period. Furthermore, it is given accent on fact that charge of revenue and expenditures does not have a role that is having the moment of occuration of revenues and expenditures. Financial and managerial accounting are tracking costs and preparing informations to ultimate users, but they are also of essential importance to manager for quality business decision making. Financial accounting is tracking costs by natural types, what is secured through elaboration of costs in chart of accounts. By elaboration of this chart it is given the structure of the main book, for what is in accounting important to firstly decide about next things:

- evidence of costs only in the main book (at smaller number of locations of costs and cost holders) or in internal accounting of certain workshop;
- decide about faculty usage of class 5 – Locations and cost holders;
- accept demands from IAS 2 about accounting stocks in financial statements, production stocks and done products in balance sheet, and period expenditures in profit and loss statement;
- accept demand of managers for information, including demands from IAS 2, that are important for decision making, controlling costs etc.

Author is considering the fact that the way of costs evidence and elaboration of chart of costs depends on type of activities and number of locations and cost holders. In all business subjects, not depending on their core business (production, services, trade), and also not depending on the size or costs, are tracked through effects (products, services, merchandise of each department, product line or type of activity. In subjects that are engaged in production activities,
product costs are the most important. Informations about costs given from financial and managerial accounting should be reliable because of making business decisions like those\(^\text{13}\):

- in which price products should be selling in order of bringing a satisfactory profit;
- is it possible to produce certain version of product with costs that will allow selling that product in competitive price;
- would it be more affordable for business subject to buy certain parts needed for the production or it would be cheaper to produce those parts;
- does it need to install highly automatized line for production etc.

Author also asserts the need for accuracy in cost data at production activities, all in favour of more precise making business decisions and predicting profit. This need is especially related to managers and their process of decision making. Furthermore, it is necessary to know well the production costs of own company, so that the most quality decision can be made. Even though, it is important to mention the fact that in nowadays terms, most informations that managers are getting about costs, are coming from accounting systems that are directed to external users – mostly governmental control authorities.

2.2.1. Graphic review of cost movement and critical points

Here it will be shown the elaboration of break – even point and other points, i.e. two corellated charts that are showing costs movement and break – even point. There will be no numbers (excluding zero) on x and y axis because they are irrelevant for explaining the functioning of costs, points and zones. If are considered two charts on page 17, it can be observed how does costs are standing in mutually determined relation (1–7) and also how they stand towards total revenue. Word is about critical points (intersection of individual curves). Total cost curve is obtained by summing fixed and variable costs.

\[
TC = FC + VC
\]

It is starting from fixed costs (FC) and is moving over the total revenues (TR) curve. If it is looked at point \(x_1\), it is seen how TC curve intersect curve of total revenue that is obtained by sale of products and services, i.e. financial result (FR) is equal to zero. Also, on the chart of average costs (AC), it is seen that average variable cost (AVC) is equal to selling price (SP). That is first critical point and it is named threshold of rentability or lower break – even point. From this point, company is starting to gain profit.

In second critical point \(x_2\), total costs are equal to total revenues, i.e. average total costs are equal to selling price. That point is named rentability limit or upper break – even point. By that point, company is working with profit and that point is critical because it is giving signal that in case of extension of production, it will found itself in loss, because of progression of total costs. From that two points, following statements can be made:

- \(TR = TC, FR = 0\);
- \(TR = SP, FR = 0\).

Next important points are points of buissnes minimum and business maximum. At critical point \(x_3\) of business minimum, total variable costs are equal to total revenue, i.e \(VC = PC\) (it is important to mention that average variable costs are mean of variable costs in all layers). At point \(x_4\), it comes again to equality of the same variables, and that point is called critical point of business maximum. It does not pay out to the company, produce to business minimum point, because they can not, with total revenues, cover all costs (material costs, wages etc.). Looking

---

\(^{13}\) Ramljak, B. (2013.) Racionalizacija troškova u funkciji ostvarenja poslovnog rezultata. Računovodstvo, financije i porezi u praksi, Split: Udruga računovoda i financijskih djelatnika Split, str. 5
at the chart, in that point, only variable costs are covered while fixed costs are not. Business maximum is critical point that is reached during the great expansion of production or when selling price has a downfall trend, altogether with increase of capacity usage (monopol, olygopol)\textsuperscript{14}. Author, with this statement, want to say that usage of capacity in production has a significant role and how and in which way it needs to be balanced by that measure that would prevent unfavorable situations in company and on market. That point warns, that is better to reduce production or if is causing downfall of selling price, then it should also go at lower level of production or take better care of assortment, in order to preventing further downfall of selling price. Legalities of this points are next:

- $VC = TR$,  
- $VC = SP$.

Point $x_5$ is called critical point of optimal costs. It is situated between threshold and limit of rentability. In that point, total average costs are at lowest level and there is proportionality of total and average costs. According to that, in state of optimal costs, margin costs (average variable costs that are occurring at the final layer of production) always intersect total average costs, i.e. total margin cost intersect total cost ($MC = TC$). Next characteristic of this optimum point is that, with requirement that selling price is constant, average financial result (AFR) is gaining its maximum at that point. Last characteristic of this optimum of costs is that margin financial result is equal to average financial result, i.e. $MFR = FR$. All legalities of optimum of costs:

- $tc – minimum$,  
- $TC$ and $tc = proportional$,  
- $mc = tc, MC = TC$  
- $fr = mfr, FR = MFR$.

The last two critical points are showing maximum positive and negative financial result ($\pm FR$). Point of maximum positive financial result $x_6$ is accomplished between $x_1$ and $x_2$, so as optimum point of costs. However, by condition of constant selling price, point $x_6$ ($FR$ and $fr$) is always standing at higher utilization of capacity of production. At total cost chart, point of positive maximum can be established over tangent 1 (tang 1 at chart) which is parallel with total revenue chart. It is touching total costs when they are smaller than total revenues. Contact of that tangent is showing that $TC$ is parallel with $TR$, and from that, it can be shown that $FR$ is the biggest at that point ($FR = TR − TC$). Looking from total cost chart and from formula $MFR = TR − MC$ (with $MFR = 0$) it is seen that it needs to be $MC = TR$, i.e. if average cost chart is being observed $mfr = 0$, then it needs to be $sp = mc$ ($mr = mc$). Legalities of maximum positive financial result are next:

- $TR > TC, TR \parallel \parallel TR, + FR$  
- $mfr = 0, MFR = 0$  
- $mc = sp, MC = TR$

\textsuperscript{14} Majcen, Ž., (1971.) Troškovi u teoriji i praksi. Zagreb: Informator, str. 117
Maximum loss point (- FR) is appearing at starting phase of TC movement over TR. It is established by tangent line 2 that is also parallel with total revenues, only now TC are bigger than TR. All other legalities are identical as legalities for point of maximum FR.

Legalities of maximum loss of financial result are next:

- TR < TC, TR \parallel TC, - FR
- mfr = 0, MFR = 0
- mc = sp, MC = TR
3. COST MANAGEMENT IN FUNCTION OF ENHANCEMENT OF PROFITABILITY

Costs are one of the most important areas of business decision making. They are extended through all company activities related to production and it is very important to know how to manage them. Quality cost management is a characteristic of educated, motivated and ethical management and in first place of successful organizations. In nowadays terms of business, when companies do not have big influence on defining selling price level, their main role is to answer at question how to reduce costs in order of gaining targeted profit. In praxis, often are applied so called „fire measures“, that give only short – term effects, and they are implemented from managers that are called „the costs cutters“. Costs are reduced without objectional criteria or thinking about long – term effects, wages are reduced, cheaper resources are purchased with questionable quality, educations are cancelled, marketing activities etc.15

Authors opinion is that in praxis, managers often cut costs without analysis and criteria, also not thinking about long – term harmful consequences of that decisions.

In short term, effects of that kind of measures, can and will reduce costs, but in long term they will usually have harmful consequences. Those so called „costs cutters“ do not see clearly enough, that all cost must have purpose. Managers usually, especially in crisis period because of lack of analysis and pressures from crisis situations, indiscriminately reduce costs.

It is process of saving on wrong things, while costs that do not make newly value are „leaking through fingers“. Reasons for wrong cutting of costs are many, but one is, for sure, wrong and inappropriate cost classification by kinds and holders. Decisions made by managers, for sure, would be much more correct if the base for decision making is clearer and understandable. Contrary to cutting of costs stands cost management. Nowadays of business management want to answer on next questions16:

• what is the real amount of production or procurative costs of product or merchandise and what does affects on their value;
• what management can do in order to reduce listed costs with condition of same quality of product or merchandise;
• what costs are generated from other sectors that are not directly connected with production or procurative, like i.e. sale or marketing;
• how to maintain control at all costs and establish responsible persons for each supervision;
• how to motivate all employees that each one of them is participating in reducing costs;
• where to invest effects made by quality cost management,
• does it and in which way organisational structure effects on irrational spending or at their rationalization.

Authors are considering that it will be more useful when managers would, instead cutting costs, implement cost management, and through cost management came to answer on questions about irrational spending and about way of access to rationalization of costs. Essence of managerial accounting is systematic classification and evidence of costs by listed categories (storable, unstorable, direct, indirect, fixed, variable) that are also basic precondition of managerial decision making. In sequel it will be explained characteristics of cost management, conception of management based on activities and costs of customer service and profitability analysis.

16 Ibid
3.1. Cost management features
Nowadays it is almost impossible to imagine business without tracking and cost management. Costs are surely the best indicators of success of some company. Cost analysis is giving insight in efforts and results of increasing the scope of company, increasing productivity, rationalizing in resource using so as success in work organization. In global economy terms, profit gaining still imposes as primary goal for each company. Even, in last few years, there are attempts of developing social entrepreneurship, which goal is creation of social values and improving living quality; profit is still basic initiator, also key goal of modern business, because it is obvious that without profit all other economic and social goals cannot be achieved and realized. Author points up that key initiator and business goal is profit and that without it all other – economic and social, goals can not be realized. Social entrepreneurship concept includes wide spectre of activities, entrepreneurial individuals that want to make changes, philanthropists that are supporting entrepreneurial capital as portfolio investment and non–profit organisations. Social entrepreneurship is a modern phenomenon and it is obtaining popularity by virtue of idea of changing people conscious and different ways of thinking. Today, social entrepreneurship is situated in upper phase of research work. Most important fact about research work is coming to new knowledges and conclusions, all in favor of getting intelectual integrity. According to that, it is necessary to carry out ambitious researches what would bring to development of this area. Social entrepreneurship, despite the fact that it is original, it is also innovative and has social value of creating activities that can be found later in non–profit, public or private sector. Surely, it needs to be said, that cost management enables reducing of costs what results with increase of business result (profit), so as cash flow, i.e. it contributes to maintenance of appropriate liquidity.

3.2. Conception of management based on activities
Cost management can be implemented on different ways and through different models. In terms of selection of the optimal ways and models is difficult to speak in a vacuum. The fact that can be said with certainty, is that for positive result of the process of cost management of whole organisation is necessary to knew in details current structure of total costs of organisation. That is starting point for further analysis of cost management concept. Next important term is optimisation of costs. Optimisation of costs is a process of balancing the amount of resource spended in process of gaining effects, which means fulfillment of buyers/users requirements, what in other word means maximization the amount of quality effects with minimization of total costs. The best way of cost management is through management of business processes. Optimization of business processes is a set of actions by which, through application of methods and technologies, goings – on of process are brought into limits of allowed deviations, what will result with total costs optimization of whole process. Authors opinion is that the biggest influence on cost management, has optimization of business processes by which we can get acceptable deviations, and the final result would be total cost optimization of whole process. In sequel, it will be explained usage of cost accounting based on activities and development of concept of management based on activities – activity – based management.

3.2.1. Appliance of cost accounting based on activities
Activity – based management (ABM) is a managing process that in first place has a goal of cost reduction and improvement of asset and resource usage. It appears in strategic and operational form. Operational ABM is engaged in improvement of resource usage (human and material), eliminating activities that do not contribute to creation of value, while strategic ABM is related

to adjustment of current and development of new business activities\textsuperscript{19}. Author is explaining that ABM model as a managing process has a goal of cost reduction and improvement of asset and resource usage. It can be operational – it is engaged in improvement of usage of human and material resources; and strategic – it is engaged in improving current business activities and developing new business activities. ABM model is implemented through two different activities: conduction of activity based cost management (ABC model), and through reaction on analysis result. Managements accent is on the question how to implement changes and increase productivity in organisation. Answers on next questions are found based on implemented ABC method: if distributive channel or market are unprofitable, where does the company can reduce costs and make them profitable; if company set aside some unprofitable product or service, how much would save on costs; if company reduces prices of services or products in order to increase volume of production, how will that affect on unit cost; what is the reason of cost appearance and how to manage them, how to decide about the amount of charging each user for service that the company is serving him etc.\textsuperscript{20} Author explains in this quote the use of ABC metod and the possibility of reducing costs in order of making unprofitable product profitable or if company abolish unprofitable product, how much would it be saving in cost, and if it is reducing price withal increasement that will change affect on unit cost, what is the reason for appearance of costs and how to manage them.

3.2.2. Development of management concept based on activities

In the last few years, many companies have acknowledged the fact that operational methods based on activities are giving all necessary information for succesfully understanding of costs and managing them. Using ABM model they are in state of managing business and they are giving answer what is reason for appearance of costs and how to manage them. It is absolutely indispensables for managers to identify which activities are incorporated in providing each service and to understand cost holders which are caused by that activity, i.e. service. In most cases, creation of cost accounting system based on activities is based on three main phases\textsuperscript{21}:

- initial frames;
- process of revision of service layer;
- use of activity – based frame.

Author is explaining wide use of ABM model in many companies and the fact that managers have realized the importance of understanding cost holders and activites that are related to it. Accounting system goes on in three phases: initial frame, process of revision of service layer and use of activity – based frame.

In first phase all efforts are directed towards collection of information about activities and costs, defining relations between activities, services and costs, and then all collected information are „pulled through“ ABC model.

Second phase contains information about provision of services, analysis of costs based on activities for each service. Also are analyzed service from aspect of past, i.e. through which

\textsuperscript{19} Gabelica, J. (2011.) Utjecaj primjene ABC metode na alokaciju troškova u proizvodnom poduzeću. Split: Sveučilište u Splitu, str. 15
\textsuperscript{20} Gabelica, J. (2011.) Utjecaj primjene ABC metode na alokaciju troškova u proizvodnom poduzeću. Split: Sveučilište u Splitu, str. 15
\textsuperscript{21} Ibid
levels is service provided before, bases of costs that are caused by service and real, i.e. current amount of costs for that service. Author divides each phase and emphasizes the analysis of costs for each service especially from aspect of the past or through which levels is service provided before, costs that are caused from service and real (current) amount of costs for the service.

After every service is being examined, it is making decision, will the service be provided in the future and in which volume, i.e. through which levels, simulating operational, selling and cost changes. ABC model helps managers to identify costs of possible alternatives before they make a final decision.

Largest contribution is reflected in frame of changes and improvements, meaning by that processes of re-engineering and measuring performances. Activity – based management means integration of information about accounting costs based on activities in whole process of management.

3.3. Costs of providing services to customer and profitability analysis

Cost management has appeared as a source of information for managerial decision making about questions related on production. Bigger share of costs that are appearing outside the production in total costs of company, has stimulated the developing process of instruments for cost management that are appearing outside the production, primary in marketing and logistic activities. Author points out that cost management has appeared because of need for managerial decision making in production, and with enhancement of costs that are appearing outside of production (marketing and logistic activities), he stimulated the importance of managing costs that appeared outside production process. According to that, cost management does not includes only costs based on products and its departments, but also costs made by distribution channels and certain buyers. Key factors that are appearing nowadays are development of IT technology and modern managerial methods. Due to their development, it came to widening of the area in which cost management contributes to profitability of whole business process in production, retail and service companies. Especially significant area of new breakthrough of concept of cost management are costs of providing services to customers, that are enabling analysis of profitability of distribution channels and certain customers. Author has came to acknowledgment that in new time, cost management is appearing more often, especially at providing services to customer with possibility of analysis of profitability by distribution channel and each customer. Business success is defined from economic, technical, legal and art view, so according to those views, efficiency of whole business is evaluated. From economic view, economist will consider that company has gained the goal of its business, only in case of positive economic success or profit. It is important to accent that, even if main goal of company is that business result must be bigger than business investments, that is not enough indicator for efficiency of business. In order to answer at question how much is company successful, it is necessary to measure accomplished level of economic success. Each company is tending to accomplish highest level of profit with its activities. Company is achieving that goal through reducing costs by unit cost, i.e. maximizing production and sale. In economic literature are considered different economic measures of success, i.e. efficacy of business. As most common economic measures of business success are used next: a) labour productivity, b)

23 KARIĆ, M. (2010.) Utjecaj novih metoda upravljanja troškovima na profitabilnost poduzeća. Poslovna logistika u suvremenom menadžmentu, Osijek : Ekonomski fakultet u Osijeku, str. 27
24 Ibid
efficiency, c) rentability or profitability. It is important, for economic success of business, to know, are the made products or provided services adequate, looking from quality and quantity view, regarding demands and buyers needs and also regarding quality and quantity of elements that are invested in working processes. Further question that management must ask itself is related to rationality of use of resources, i.e. is the best result achieved, regarding the amount of resources that are spended for production. Economic success of business is determined with success standards that are applied in analysis of financial statements. Information that can be found in basic financial statements are not enough for determination and objective evaluation of quality of business efficacy, looking from each factor of business and its overall influence. Indicators of business efficacy are very helpful in making good decisions, in favor of making the best result for company. Depending on type of information that each indicator is giving, two different groups can be distinguished – indicators of efficacy and indicators of business stability. Despite listed indicators, in theory and practice can be also found indicator of activities.

Author asserts that there are many types of indicators - indicators of efficacy, stability and activities which have to be combined in order of making good decisions and gaining good business results. It is expected, considering the benefits of indicators of business efficacy, that owners and management would apply listed indicators of business success. It is necessary, in order of making chance to success, that management is in dispose of sufficient level of knowledge so they can manage resources, analyze financial statements and apply listed indicators.

4. INFLUENCE OF ORGANIZED COST MANAGEMENT ON BUSINESS DECISION - MAKING

Cost management is challenging and continuous process, it is a result of positive relation of manager to whole business and constant analysis of relation of costs and benefits that are brought by them. One of most important item in this process is profit by unit cost. Benefits of cost management do not come over night, but long – term work on cost management can result with excellent results. It is important to determine what are comparative advantages of company on the market and what goals are set in front of company. Because of the fact that companies are founded primarily with goal of long – term earning, we will look at long – term goals in that way. In next step, all costs must be listed and ranked and their importance must be determined in company activities. Because of ignorance, managers, in crisis periods (depending on time interval), instead of reducing costs, are choosing to increase selling prices that can result with lots of damage for company. That technique can, oftentimes, trigger counter – reaction of buyers and competition, and also sales decline so in general this move is considered as risky move. Economy as a science and through practice, is engaged in, for long time, studying and use of certain methods in cost management and endeavoring, that made costs bring maximum performances. Through that process, certain rules and guidelines are developed, and few of them should be accepted:

- in long – term it is crucial to be cheaper than competition through providing the same amount of services/products or offer more for the same price;
- in order of maintaining competitiveness, all costs must be designed in constant, but also they need to be reduced constantly;
- it is necessary, in every moment, to track precisely real costs, revenues and profits for each part of business;

• real prices and profit for each service/product must be known at any time (this worth especially for key customer relations);
• take care of cash flow and liquidity sources.

Cost management is a process with which operational margins are raised so as business result through reducing costs by made profit unit, but not in a way certain companies are functioning – endangering their own position with decreasing quality of products or sale profits. This process, when it is regularly and successfully guided, ensures continuity of revenue streams and competitiveness of the company what are necessary preconditions for long-term development and existence at market.

5. CONCLUSION
Decision making is a process of choosing between various possibilities. That is basic thought process that is consisted of recognizing and choosing possible solutions that are leading to desirable state. For quality decision making, it is neccessary to comprehend the demand for decision making and be aware of time limit that exists in that process. That elements are natural preconditions for quality decision making. Making business decisions demands a lot more attention, knowledge, experience and responsibility. Basic difference between making decision in private and business life is, that in process of making business decisions, decision making refers to organization as unity, i.e. to all employees, stakeholders, suppliers, buyers and partners. Making decisions is old as much as the humanity. Each human activity is a consequence of some earlier process of decision making or itself it is a decision making. From view of competitiveness, it is important to realize validity of costs that appeared during achievement of general and special managerial goals of organization. It is impossible to eliminate all costs because it is apsurd situation in which the whole sense of business is coming in question. Costs optimization allows that costs are minimized with desirable result. Whereas desirable result is not only quantitative expression or measure of business activites, but also subjective feeling of buyers satisfaction. Costs can be defined as resources that needs to be sacrificed in order of achieving certain goal. Looking from cost management view, it is necessary to distinguish close categories, like expenses, costs and expenditures. In order to rectify relation between total investments and total effects, on what is really depending good business result, it is wanted to affect on inputs that are put in business process. Imperative of good business result practically enforces the management to apply different cost management methods. Costs are one of the most important areas in management. They are extended through all company activities related to production and it is very important to know how to manage them. Quality cost management is a characteristic of educated, motivated and ethical management and in first place of successful organizations. In today terms of business, when companies does not have big influence on defining selling price level, their main role is to answer at question how to reduce cots in order of gaining targeted profit. Cost management is challenging and continuous process, it is a result of positive relation of manager to whole business and constant analysis of relation of costs and benefits that are brought by them. One of most important item in this process is made profit by unit cost. Benefits of cost management do not come over night, but long – term work on cost management can result with excellent results.
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ABSTRACT
The increasing presence of agitations resulting from economic hardships and recession around the globe calls for a reassessment of the impact of unemployment on economic growth in Nigeria. This paper attempts to measure the long-run effect of unemployment on economic growth. Using data from 1970-2014, we established that the variables were cointegrated with an Autoregressive Distributed Lagged (ARDL 1, 1) Model or “Bound Testing Approach” to cointegration. The parsimonious model shows that unemployment has a negative short-run effect on economic growth. This finding validates the Okun’s Law. The Error Correction Model (ECM) shows that it will take over 3 years for the unemployment gap to be cleared. Also, the “Block Exogeneity Wald Test” shows a uni-directional causality originating from economic growth to unemployment.

The authors recommend that government should partner with the private sector to close the infrastructural gaps particularly electricity and roads. This will make economic growth more inclusive.

Keyword: Bound Test Economic Growth Nigeria Unemployment Wald Test

1. INTRODUCTION
The high rate of unemployment in Nigeria has been a crucial challenge for decades in the country’s administration. Since the 1990’s when it struck double digits, it has become uncontrollable and the trend has continued to pose grave concern to citizens, stakeholders, economists and policymakers. However, the Nigerian economy has continued in an overall positive and consistent growth trend since the late 1980’s, and not even the sub-prime crisis which started in 2008 could change this positive trend. Though the economy has been facing dwindling growth since 2015 because of the fall in oil price and resurgence of militancy and pipeline vandalism in oil rich region of the Niger-Delta (NBS News Letter, 2016)

Ogbuagu (2014) defined unemployment as a state in which people who can work are without jobs and are seeking for pay or profit. If any country experiences unemployment, it will not only put negative impact on the economic indicators of that country but, it will also hurt the social norms of such country.

Author Okun opined that GDP will experience a gain if unemployment rate decrease from 7% to 4% of the labour force. This led to the postulation of Okun’s Law which states that an increase in unemployment by 1% will cause a 3% decrease in GDP (Okun 1962 in Ochoche 2014). This research report seeks to build its foundation on this theoretical framework.

This paper seeks to investigate “The effect of unemployment on economic growth using the Pesaran and Shin Approach”. The research further verify the relation between the levels of unemployment and economic growth and ascertain whether or not its result supports the existence of Okun’s Law using Nigerian data set.
2. LITERATURE REVIEW
The relationships between unemployment and economic growth have been highly researched over the decade. An empirical investigation using simple regression showed that the rising nominal wages and the accelerated growth of population which affected the supply side through a high and rapid increase in labour force relative to the absorptive capacity of the economy appear to be the main determinant of high unemployment in Nigeria (Ogbua 2014). Researcher like Rama (1998) found a trade-off between unemployment and economic growth in African economies. Babalola et al (2013) empirically tested the validity of Okun’s law in Nigerian economy from 1980-2012. They utilized the VAR-Cointegration method and examining the direction of causality using the VAR-Granger causality/Block Exogeneity Wald test. Only one cointegrating vector and uni-directional causality from unemployment rate to real output growth. Meidani and Zabihi (2011) examined the dynamic effect of unemployment rate on per capita real GDP in Iran over the period 1971 and 2006. Using an Auto-Regressive Distributed Lag (ARDL), the study finds that the unemployment rate has a significant and negative effect on per capita real GDP in the long-run and short-run periods. Arewa and Nwakanma (2012) conducted an empirical evaluation of the relationship between output and unemployment using the first difference and output-gap models of Okun’s law. The study finds no evidence to support the validity of Okun’s law in Nigeria. Ochoche (2014) using time series data from 1985 to 2013, discovered that the present structure of the economy and output changes in Nigeria have no significant effect on unemployment.

3. METHODOLOGY
This section shall make use of the Bounds Testing Approach to cointegration by Pesaran et al (2001). Firstly, the researchers will conduct the unit roots tests to avoid spurious results. Since most data are usually integrated of order one and zero, the most appropriate technique to check for cointegration is the Bounds Test. Here, the F-Statistic (Wald Test) is compared with the Upper bound of the F-tabulated on the Pesaran table to conclude whether or not the variables cointegrate in the long run. The estimated Autoregressive Distributed lagged Model using the Least Square Technique will help to ascertain both the short-run and long run effect of unemployment on economic growth. Time series data were obtained from the World Bank Database and Central Bank of Nigeria Statistical Bulletin, 2014.

Theoretical viewpoint supports the existence of negative relationship between real GDP growth and unemployment level. Arthur Okun (1962) defined this negative relationship as the only empirical hypothesis explaining the relationship between unemployment rate and GDP growth. The model is adopted from Arewa and Nwakanma (2012) and is specified below:

Expressed Econometrically: \[ RGDPG_t = \theta_0 + \theta_1 UMP_t + \theta_2 CONS_t + \theta_3 NATS_t + \theta_4 GOVT_t + \theta_5 NX_t + \theta_6 INF_t + \theta_7 OILR_t + \mu_t \]

Where: \( \theta_1 < 0, \theta_2 > 0, \theta_3 > 0, \theta_4 > 0, \theta_5 > 0, \theta_7 > 0 \)

The Dynamic Version is in the form of an Autoregressive Distributed Lagged (ARDL (1,1)) Model: \[ RGDPG_t = \theta_0 + \theta_1 UMP(-1) + \theta_2 CONS(-1) + \theta_3 NATS(-1) + \theta_4 GOVT(-1) + \theta_5 NX(-1) + \theta_6 INF(-1) + \theta_7 OILR(-1) + \theta_8 UMP(-1) + \theta_9 CONS(-1) + \theta_10 NATS(-1) + \theta_11 GOVT(-1) + \theta_12 NX(-1) + \theta_13 INF(-1) + \theta_14 OILR(-1) + \mu_t \]

Where: \( RGDPG = \) Real Gross Domestic Product Growth Rate, \( UMP = \) Unemployment Rate \( CONS = \) Aggregate Consumption, \( INV = \) Aggregate Investment (Proxy as National Savings), \( GOVT = \) Government Expenditure, \( NX = \) Net Export (Export minus Import), \( INF = \) Inflation Rate, \( OILR = \) Oil Revenue.

227
4. RESULT AND INTERPRETATION
TABLE I: PARSIMONIOUS ARDL (1, 1) REGRESSION RESULT
Dependent Variable: GDP
Method: Least Squares

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std Error</th>
<th>t-Statistic</th>
<th>Prob. Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>GDP(-1)</td>
<td>-0.3055</td>
<td>0.1693</td>
<td>-1.8041</td>
<td>0.0806</td>
</tr>
<tr>
<td>Ln(GOV(-1))</td>
<td>-38709.30</td>
<td>19279.71</td>
<td>-2.0078</td>
<td>0.0532</td>
</tr>
<tr>
<td>Ln(NATS(-1))</td>
<td>43256.16</td>
<td>22197.40</td>
<td>1.9487</td>
<td>0.0601</td>
</tr>
<tr>
<td>OLR(-1)</td>
<td>0.0269</td>
<td>0.0080</td>
<td>3.3474</td>
<td>0.0021</td>
</tr>
<tr>
<td>D(OLR(-1))</td>
<td>-0.0186</td>
<td>0.0099</td>
<td>-1.8653</td>
<td>0.0713</td>
</tr>
<tr>
<td>D(UNEM(-1))</td>
<td>-328.87</td>
<td>740.29</td>
<td>-0.4442</td>
<td>0.6594</td>
</tr>
<tr>
<td>@TREND</td>
<td>7581.088</td>
<td>2395.633</td>
<td>3.1645</td>
<td>0.0034</td>
</tr>
</tbody>
</table>

R-Squared   0.71914          Mean Dependent Var 284749.5
Adjusted R-Squared  0.69835          S D Dependent Var 210375.5
Log Likehood    462.47           Akaike Info Criterion  24.075
Durbin-Watson  1.904877         Hannan-Quinn Criter.  24.1825
Computed by Authors

The regression result above in table II is the parsimonious model. The lagged values of economic growth, government expenditure have long-run negative effects on economic growth; while national saving and crude oil revenue have long-run positive impact on economic growth. On the other hand, the short-run effects of unemployment and crude oil are -3.329 and -0.019 respectively.

The estimation shows that an increase in GDP(-1) by 1% will reduce GDP by 0.3% holding other variables constant. This result is significant at 10% levels. From the above regression result, it is clear that the GDP growth rate in Nigeria is not stable overtime. This might be as a result of the fact that our economy is “mono” in nature, and dependent on oil which is highly susceptible to external shock. Also, the long run effect of the Ln(Govt(-1)) on GDP is negative. The estimation shows that 1% increase in Ln(Govt(-1)) will lead to 0.004% fall in GDP holding other variables constant. This result is significant at 5% levels. The above result contradicts conventional economic theory (Keynesian theory), that an increase in government expenditure increases economic growth. This is owing from the fact that historical data have shown that over 70% of the government budget allocation are spent on recurrent non-economic expenditures.

However, the long run effect of Ln(Nats(-1)) on economic growth is positive though very infinitesimal. The result shows that 1% increase in Ln(Nats(-1)) increases GDP by 0.043% holding other variables constant. This might be as a result of the fact that the level of our national savings do not transmit into favourable and vibrant monetary policy instruments which may trigger investment, employment and growth. Also, in the long run, lagged value of oil revenue will impact GDP by 0.03% when increased by 1% holding other variables constant. This little impact reflect the shock and high level of corruption in the oil sector. The result is significant at 5%. Note that in the short-run D(OLR(-1)) and D(UNEM(-1)) have negative effects on GDP. This means that if unemployment rate increase by 1% in the short-run, economic growth falls by approximately 3%. This finding upholds Okun’s Law and it supports the works of Meidan and Zabihi (2011), Arewa and Nwakamma (2013).

The Wald test result indicates that the sum of the coefficients of the variables is not jointly equal to zero. But to confirm that these variables are cointegrated in the long run, the F-Statistic (30.8) computed from the Wald test was discovered to be greater than the upper bound of the Pesaran table with trend and intersect (5.72) (see Pesaran et al 2001). This means that these variables co-move in the long-run, and so are cointegrated. Further scrutiny of the result on table II...
exposes the fact that the rate of adjustment from the short-run disequilibrium to the long-run equilibrium is approximately 0.3%.
Owing from the above, it will therefore take over 3 years for the level of disequilibrium to be cleared. In addition, the Block Exogeneity Wald Test shows that there is unidirectional causality running from economic growth to unemployment in Nigeria. It might be as a result of the growth experienced in Nigeria which is not inclusive and so, do not trickle down to the poor.

5. RECOMMENDATIONS

- Governments at all levels should spend more on capital expenditures such as fixing infrastructure particularly electricity and roads. Availability of electricity, its regularity and correct voltage will go a long way to reduce cost of production, joblessness and poverty.
- Government should formulate monitoring policy to check the channel of increase in government spending and also find out why the huge increase in spending has not transmitted into a viable economic growth.
- The monetary authorities should set up a committee that will manage and make available these pool of funds to both the public and private investors at cheap rates. This will encourage investment in the real sectors of the economy, agriculture, real estate, power, transport etc.; and then rescue our mono-economy from the socio-economic ills attached with the plague of unemployment.
- The large chunk of our national savings should be made available through the financial inclusion programme of the central bank. This will encourage small and medium scale enterprises which are the drivers of the economy and the highest employers of labour. The above will increase employment and growth will follow.
- Finally, there should be a good blend of both fiscal and monetary policies as instrument to reduce interest rate, increase investment, reduce unemployment and trigger off sustainable and all inclusive growth.

6. CONCLUSION

This paper have investigated the relationship between economic growth and unemployment in Nigeria to prove the validity of the Okun’s Law in the short-run using the bounds testing analysis. Time series data from 1970-2014 were analysed. Flowing from the empirical results is the fact that sustained inclusive growth will trigger employment. It is therefore important that fiscal and monetary instruments are channelled towards investment, wealth creation, employment and stable growth. Also, scholars can revisit the interaction between these macroeconomic variables using the bootstrap approach.
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ABSTRACT
The practice of IT service management is increasingly implemented within the modern business companies. Based on the information and communication technology (ICT), IT services have a great influence on the performance potential of the business processes and provide the business outcomes within the business company. There are different standards to implement IT service management practice such as ITIL (IT Infrastructure Library) and ISO/IEC 20000. Furthermore, there are different models for the assessment the actual level of the quality of the IT service management practice as well as the guidelines for increasing its quality. The purpose of the paper is to analyze the practice of IT service management according to existing ITIL standard as well as to assess the existing level of IT service management quality within the concrete business company using the Capability Maturity Model Integration for Services (CMMI-SVC). The obtained results of the research will be an useful contribution to managers in the decision making processes related to the implementation of IT service management practice.

Keywords: IT Service Management practice, ITIL, Assessment of the quality level of IT Service Management practice, CMMI-SVC

1. INTRODUCTION
Modern companies are increasing their dependency on the information and communication technology (ICT) and its effective support in the implementation of the business strategy. This tendency leads to an increasing need to ensure quality applications and IT services that are aligned with the business requirements. In order to realize the business value of ICT investments, the alignment of the business and IT management is very important. IT Service Management (ITSM) is a set of the processes, methods, roles and other activities to provide the business value to the customers in the form of IT services (Salle, 2004). The primary goal of the ITSM practice is to provide high-quality IT services not only to support business processes, but also for the realization of innovation and business development. Accordingly, IT managers must be business focused with the customer-oriented approach in providing IT services (Haes, Grembergen, 2015). There are different standards to implement IT service management practice such as ITIL (IT Infrastructure Library) and ISO/IEC 20000. The purpose of the paper is to analyze the practice of IT service management according to ITIL standard (described in the Chapter 2). Furthermore, there are different models to assessing the actual level of the quality of the IT service management practice as well as the guidelines for increasing its quality. One of them is the Capability Maturity Model Integration for Services (CMMI-SVC), version 1.2, described in the Chapter 3. The conducted assessment of the actual quality level of ITSM practice within the concrete business company using the Appraisal Assistant tool and CMMI – SVC model is described in the Chapter 4.
2. IT SERVICE MANAGEMENT PRACTICE ACCORDING TO THE ITIL STANDARD
The Information Technology Infrastructure Library (ITIL) standard provides a consistent concept of the best practices within the IT service management. ITIL provides guidelines for the management of IT processes, IT infrastructure, IT services with an emphasis on the monitoring of their performance and continuous improvement (OGC Office of Government Commerce, 2002). We can discuss about different benefits of the ITIL implementation such as: improved performance of the business processes supported by ICT; quality of IT services and lower costs; managed ICT incidents and ensured the continuity of IT services; improved change management; customer satisfaction and etc.

The business value of IT service, provided by the IT service provider in order to meet the user requirements and support their business activities, is described by the two major components: utility and warranty (availability, capacity, continuity and security). The concept of the business value of IT service is shown in Fig.1 (AXELOS Global Best Practice, ITIL Service Strategy, 2011). The customers pay for the value they receive, and IT service provider ensures adequate ROI / ROA.

![Figure 1: The concept of the business value of IT service](image)

IT assets include the capabilities and the resources to create the business value of IT service. IT services have an influence on the performance potential of the customer assets and create the business outcomes. Such business outcomes can be measured using the different quantitative and qualitative metrics such as better organization of work with users; improving the decision-making process; improving the process of knowledge management; better use of resources; reducing the user costs; reducing the business risk and others.
Fig. 2 shows the concept where IT services enhance the customer assets and increase the performance potential of the customer assets and create the business value (business outcomes) (AXELOS Global Best Practice, *ITIL Service Strategy*, 2011).

**Figure 2: IT services have a great influence on the performance potential of the customer assets**

IT service management is concerned with planning, sourcing, designing, implementing, operating, supporting and improving IT services that are appropriate to the business needs. IT Service Management provides the strategic alignment between the business company and IT organization (service provider), shown in Fig. 3 (OGC Office of Government Commerce, 2002).

**Figure 3: IT Customer Relationship Management**

The strategic level of communication is very important because it aligns the strategic objectives of both organizations (customer organization and IT organization) and directs the development of IT solutions (services) to meet customer needs and solving their business goals. At the tactical level, the Service Level Management (SLM) defines Service Level Agreements (SLA) which include specifications of the customer requirements regarding to the functionality, availability, support, implementation of the changes as well as the cost of IT services. If the
customer wants to change some of IT service, the change management will conduct the required request for change. On the operational level users contact the Service Desk function for all operational issues, incidents and problems. The vertical communication refers to a variety of reports that can include the customer feedback and its satisfaction as well as other performance indicators of IT service management processes. In this way, the service quality plans and policy ensure the quality of IT services in accordance with the customers needs and the business goals.

The processes and functions within the life cycle of IT services according to the ITIL V3 standard are shown in Fig.4 (OGC Office of Government Commerce, 2007).

![ITIL V3 processes and functions](image)

**Figure 4. ITIL V3 processes and functions**

The life cycle of IT services is initiated by the business requirements (based on the different business strategies). The requirements can be identified and modified through the package of the agreed service levels (Service Level Package (SLP)) within the Service Strategy. IT organization as a service provider must identify the customer needs and increase competitiveness in the market to provide services. The IT service providers have to achieve the ability to recognize the users of their services not only to support the business processes, but also for the business development and innovation. The Service Design creates all the necessary arrangements for the implementation of IT services and stores them in the Service Design Package (SDP). The Service Transition is the following phase for the evaluation and testing the IT services. The Service Operation is focused to the operational use of IT services and Continual Service Improvement is focused to the continual measurement and improvement of the IT service management processes as well as the quality of IT services.

3. **CMMI-SVC MODEL**

SPI (Software Process Improvement) methodology is increasingly applied for the improvement of the software development. The concept of the SPI models are based on the two
dimensional reference model for describing the processes and their capability, so called Process Assessment Model (PAM). The PAM defines a set of the key process areas and their domains, purpose and outcomes. Furthermore, the PAM defines also a measurement framework for evaluating the capability each of the key process areas through the following capability levels: 0= incomplete; 1= performed; 2= managed; 3= defined; 4= quantitative managed; 5= optimizing (ISO/IEC 15504-2:2003). Capability Maturity Model Integration (CMMI) belongs to the modern SPI models that are based on the PAM concepts and provide the integration of the best practice not only for the software development, but also for the IT service management and other disciplines. Furthermore, CMMI defines the approaches for the process capability determination and the process improvement. Accordingly, there are more CMMI frameworks: CMMI-DEV (CMMI for Development), CMMI-ACQ (CMMI for Acquisition), CMMI-SVC (CMMI for Services), P-CMM (People Capability Maturity Model), etc. There are also different SPI methods: SCAMPI A v1.2, SCAMPI B v1.1, SCAMPI C v1.1, etc.

The basic components of the CMMI-SVC model are shown in Fig. 5. CMMI-SVC (version 1.2) contains 24 process areas (CMMI Product Team, CMMI for Services, 2009). Each process area has its defined purpose. In addition, the goal (specific/generic) is achieved by implementing the practices (specific/generic). The practice describes the activities that are important for the implementation of the objectives (goals). Work products are the results of the specific practice (typical work products) as well as the results of the generic practice. Work products are the important indicators for the assessment of the practice implementation and achieving the goals.

Figure 5: The basic components of the CMMI-SVC model

CMMI-SVC model has 24 process areas related to the IT service management practice. These process areas are assigned to the maturity levels from ML2 to ML5 (shown in Fig. 6).

Figure following on the next page
Below, the differences between the capability level and the maturity level are described.

**Capability level (CL)** for some of the process area is a measure that shows how the process area is capable to perform its purpose. Capability level CL1 is related to the performed process. This is an implemented process that achieves its process purpose. Capability level CL2 is related to the managed process i.e. performed process that is planned, monitored and adjusted, and its work products are appropriately established, controlled and maintained. Capability level CL3 is related to the defined process. Capability level CL4 is related to the quantitative managed process i.e. defined process that operates within defined limits to achieve its process...
outcomes. Capability level CL5 is related to the optimizing process i.e. quantitative managed process that is continuously improved in order to achieve the business goals.

**Maturity level (ML)** shows the maturity of the organization as a whole. So e.g., maturity level ML1 (initial) according to the CMMI-SVC model has no assigned process areas (shown in Fig. 6). This is initial maturity level that include mainly incomplete processes within ITSM practice. Their capability levels are mainly CL0 because that these processes are not implemented or fails to achieve the process purpose.

To achieve organizational maturity ML2 (Managed), all processes assigned to level ML2 should achieve capability level CL2 (managed process). To achieve organizational maturity ML3 (Defined), all processes assigned to level ML2 and ML3 should achieve capability CL3 (defined process). To achieve organizational maturity ML4 (Quantitative Managed), all processes assigned to level ML2, ML3 and ML4 should achieve capability CL3. To achieve organizational maturity ML5 (Optimizing), all processes assigned to level ML2, ML3, ML4 and ML5 should achieve capability CL3 (shown in Fig. 6).

### 4. THE MATURITY ASSESSMENT OF IT SERVICE MANAGEMENT USING CMMI-SVC MODEL

This chapter describes the assessment of the actual quality level of the ITSM practice within one business consulting company. This company is the service provider for the public sector services and uses ITSM standards such as ITIL and ISO/IEC 20000. CMMI-SVC model and Appraisal Assistant tool (Software Quality Institute, Appraisal Assistant, 2016) were used within this assessment. An example of the assessment of the actual maturity level within the business consulting company will be explained through the following steps.

**Step 1:** the initial target maturity level of the company is ML2 (Managed).

**Step 2:** the target capability level for each process assigned to the ML2 is CL2 (managed process), shown in Fig. 6. It is necessary to assess the actual capability level (CL) for each process assigned to the maturity level ML2. The capability assessment was conducted for all 8 processes assigned to the ML2: project monitoring and control (PMC), project planning (PP), requirements management (REQM), supplier agreement management (SAM), configuration management (CM), measurement and analysis (MA), Product and Process Quality Assurance (PPQA) and Service Delivery (SD).

The assessment for the Service Delivery (SD) process area is described in the paper in detail. However, the assessment procedure is equal for all other 7 processes.

**Step 3:** It is necessary to assess the specific goals (SG1, SG2, SG3) and specific practices (SP1.1, SP1.2, SP2.1, SP2.2, SP2.3, SP3.1, SP3.2, SP3.3) for the process area – Service Delivery using the relevant input/output work products as assessment indicators (example: SLA, plans, lists, records and etc.), shown in Fig. 7.
Step 4: It is necessary to assess the generic goals (GG1, GG2) and generic practices (GP1.1, GP2.1, GP2.2, GP2.3, GP2.4, GP2.5, GP2.6, GP2.7, GP2.8, GP2.9, GP2.10) for the process area – Service Delivery using the relevant work products as assessment indicators (example: policy, plans, education materials, descriptions of the process, reports of the configuration management and etc.), shown in Fig.7. Rating scale for the assessment of the practice implementation is: fully implemented practice (80-100%); largely implemented practice (50-80%); partially implemented practice (20-50%); not implemented practice (0-20%); not yet (0%). Rating scale for the goal satisfaction is: satisfied, unsatisfied. Rating scale for the process area capability level (CL) is: CL0 (Incomplete), CL1 (Performed), CL2 (Managed), CL3 (Defined), CL4 (Quantitative Managed) i CL5 (Optimizing).

Step 5: It is necessary to analyze the obtained results from the Step 4. The actual capability level for Service Delivery process area is CL2 (managed process) because all specific and generic goals are satisfied within this process areas, shown in Fig 8. Other words, the actual capability level for the Service Delivery process areas is equal to the target capability level for this process area.
Step 6: It is necessary to assess the capability level of other process areas assigned to ML2: PMC, PP, REQM, SAM, CM, MA, PPQA. The assessment results are shown in Fig. 9.

Figure 9: The assessment results of all process areas assigned to the ML2 (adjusted to Appraisal Assistant tool)

According to the obtained results, the observed company has 6 process areas with capability level CL2 (managed processes), but the process areas such as CM (Configuration Management) and PPQA (Process and Product Quality Assurance) have the capability level CL1 (performed processes). To achieve the target organizational maturity ML2 (Managed), all processes assigned to the maturity level ML2 should achieve the capability level CL2 (managed processes). In this study, it has not been achieved. The actual maturity level of this company is the initial maturity level i.e. ML1, shown in Fig. 9.

The observed company has also other ITSM processes that are assigned to the maturity level ML3, ML4 and ML5 (shown in Fig. 9). However, these processes were outside the scope of the assessment through this research. According to the obtained results, the company has to initiate the improvement projects related to the process areas CM and PPQA in order to achieve ML2. If the company wants to achieve the maturity level ML3, all process areas, assigned to ML2 and ML3, need to improve in order to achieve the capability level CL3 (well-defined processes).
5. CONCLUSION
IT Service Management is a set of the processes, methods, roles and other activities to provide the business value to the customers in the form of IT services. The business companies are increasing their dependency on the information and communication technology and it leads to an increasing need to ensure quality applications and IT services that are aligned with the business requirements. The main principles that apply through the IT service management practice are described in the paper with special emphasis on the concept of the business value of IT services. IT services have an influence on the performance potential of the customer assets and create the business outcomes. ITIL standard provides guidelines how to conduct the implementation of the IT service management practice as well as its continual improvement. Furthermore, the assessment of the existing quality level of IT service management practice in the case of one consulting company was conducted and analyzed in the paper. CMMI-SVC model was used for this assessment. According to the obtained results, the company should invest in the further improvements of the ITSM practice.
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ABSTRACT
The introduction of 4G or fourth generation telecommunication technology in both voice and data services in India by Reliance Jio Infocomm (RJio) is widely celebrated in the country. Apart from this, the company has also made provision for a very lucrative trial period from 1st September 2016 to 31st December, 2016 where the subscribers are allowed to use both the voice and data services of the operator for free. However, a little is known or understood about its effect on competition in the telecommunication business in India. Many allegations had come up regarding the company resorting to predatory pricing to acquire larger market share. However, this was countered immediately as according to the competition law provisions in India, predatory pricing is a kind of ‘abuse of dominance’ and since the operator in question did not enjoy a dominant position, it could not have deployed predatory pricing in the eyes of law.

This paper analyses how the introduction of a seemingly customer-friendly service, although not per se anti-competitive according to the provisions of the Competition Act, 2000, disrupt the competition in the telecom business in India. The modus operandi deployed by RJio in acquiring the 4G spectrum in 2010 along with the retrospective amendment in 2013 to permit the use of the spectrum for both data as well as voice services and the TRAI recommendation in 2016 to quash the IUC makes the author wonder if it is actually ‘being at the right place at the right time’ that worked in case of RJio.

Keywords: Competition, Internet Protocol, Predatory pricing, RJio, Telecom business, 4G spectrum

1. INTRODUCTION
The commercial launch of Reliance Jio Infocomm (hereinafter referred as RJio) on September 1, 2016 was the first of its kind to introduce fourth generation (4G) telecommunication technology in both voice and data services in India. Currently, it is the only telecom operator in India to have both its voice and data services wholly based on Voice over Internet Protocol (VoIP) technology. This way, the voice is transferred over an internet protocol network making it much faster compared to the existing second generation (2G) and third generation (3G) communication technologies.

With an investment of Rs.1,50,000 crore, RJio is said to be the biggest start-up in the world. The whole nation is overwhelmed with the launch of 4G in India and the lucrative free trial period which was supposed to end by December 31, 2016 but got extended by their Happy New Year offer till March 31, 2017 whereby the subscribers, both new as well as existing, are allowed to use the operator’s services for free. This has resulted in the company crossing 50 million subscribers in as short as eighty three days, making it the fastest growing company in the world.

A Public Interest Litigation challenging the allocation of the spectrum was dismissed by the Supreme Court of India and the final decision whether to allow voice services of RJio on 4G spectrum as left to the government to decide. This paper is an effort to bring to light the effect
of RJio on the telecom market in India, strictly from a competition law point of view. The following chapters elucidate on the acquiring of the spectrum, the coincidental amendments or liberalisation in the spectrum usage, the accusations made by competitors of anti-competitive practices and the fate of it. It also touches upon the grounds on which the Public Interest Litigation was quashed by the apex court. Finally, the research concludes with the grounds which according to the author make RJio liable for anti-competitive behavior.

2. ALLOCATION OF THE SPECTRUM
Mobile service providers (MSPs) build and maintain network through the electromagnetic waves travel, which in turn enables mobile communication. For this purpose, the government allocates each one of the providers specific blocks of frequency within which they are allow to operate. This allocation takes place by way of a public auction where MSPs compete for frequency blocks. Batches of unallocated spectrum are thus auctioned by the Department of Telecommunication (DoT). For administrative purposes, the country is divided into twenty two ‘service areas’ or ‘telecom circles’. Spectrum blocks of each telecom circle are sold separately.

2.1 The Background of Allocation
The DoT announced the auction of 3G and 4G spectrums on 25.02.2010. The notice inviting applications provided the criteria that would make a company eligible to participate. It also specified what the spectrum being sold could be used for, according to which the 3G spectrum could be used for any purpose – both voice services and internet or data services and 4G spectrum of a type BWA could only be used for internet purposes. The BWA/4G auctions took place in May-June 2010 and a seemingly small and unheard-of company named Infotel Broadband Services Private Limited (IBSPL) which had a net worth of Rs.2.49 crore won, getting one block each in all the 22 telecom circles for a total amount of Rs.12,847.44 crores. The remaining blocks were shared between five Indian/foreign MSPs (BWA Auction Final Results, GOI).

The DoT mandated that all the aspiring bidders to make an ‘earnest money deposit’ to show their commitment to bidding in the auction which was set at Rs.252.5 crore. IBSPL, despite lacking the financial backbone to pay such an amount, did furnish the amount at the stipulated time with the help of a bank guarantee from Axis Bank for the same amount (Guha Thakurta, 2016)

2.2. The Draft CAG Report
A draft report of the Comptroller and Auditor General (CAG) of India leaked to the media in 2014. It noted that IBSPL had submitted an allegedly forged bank guarantee to the DoT in order to participate in the auction and that the auction is allegedly rigged and also that IBSPL acted as a front company for Reliance Industries Limited (RIL) as they did not disclose about the talks they were having with RIL on RIL acquiring IBSPL.

The report made certain keen observations. Firstly, it mentioned about the non-disclosure about IBSPL’s relationship with RIL as an associate or partner in its application to participate in the auction when the details of all applications were to be disclosed on the DoT website. Secondly, it pointed out that such a non-disclosure deprived the other bidders of their right to know the financial capacity of IBSPL and thus caused obscurity and violated the sanctity of the auction. In addition to it, the report also indicted Dot as having failed to recognize the signs of bid rigging where a small ISP emerged as the winner by bidding 5000 times its net worth. The report finally recommended that the government should get the matter investigated and penalize the bidders who violated the conditions of the auction and cancel the allotment of the BWA
spectrum along with exemplary punishment on the colluding firms. However, none of these recommendations were found in the final report (Guha Thakurta, 2015).

3. AMENDMENTS IN THE REGULATORY FRAMEWORK

On 17 June 2010, less than a week after the auction ended, IBSPL’s board of directors authorized the allotment of 4.75 billion equity shares of 10 each to RIL allowing it to own 95% of the company. Following this, on 22 January 2013, IBSPL was renamed as Reliance Jio Infocomm Limited.

3.1. The Creation of a Unified Licence Regime

The DoT in 2008 had held that requests made by prospective BWA spectrum holders to provide voice services in addition to the data services may be considered if they apply to the government for the same. However, it was later clarified in 2010 that voice services were only permitted using 2G and 3G spectrum, while 4G/BWA spectrum was meant for faster diffusion of broadband and data services only. These were the conditions that were known to the bidders at the time of the auction (Guha Thakurta, 2016 B). In 2012, DoT set up a committee to look into issues relating to the creation of a unified licence (UL) regime. The committee held that the bidders during the auction process could not make an informed choice as their bidding patterns would have been different if they had known that the spectrum could be used for both data and voice services.

In 2013, another DoT committee decided that Internet service providers (ISPs) could convert their licences to include Cellular mobile telephone services (CMTS) under the new UL regime, so as to use their spectrum to provide both data and voice services. Thus, the pre-condition fixed on the BWA/4G spectrum resource at the time of the auction, namely, to provide only data and internet services was overturned in 2013 after IBSPL won the auction in 2010. (Bhatia, 2016).

Not surprisingly, RJio was the first beneficiary of this regulatory change as they could, under this scheme, convert their ISP licence to a Unified Access Service (UAS) licence combining the possibilities of the CMTS and ISP licences. The company was granted a UL in October 2013 on payment of an entry fee of Rs.15 crore and a migration fee of Rs. 1,658 crore in August, 2013. The CAG in its draft report also pointed out the undue advantage to RJio as the migration fee paid by the company was the amount decided in 2001 and was not the 2013 value of the spectrum which according to the estimates would be around 5,025 crore, i.e., RJio made an undue advantage of about Rs.3,367.29 crore.

3.2. Spectrum Usage Charge

Spectrum usage charges (SUC) is a recurring annual fee that telecom operators need to pay in exchange for acquiring or being assigned a spectrum. It is set at different rates depending on the specific band of spectrum. Currently, telecom operators who provide voice and data services cough up anywhere between 3% and 8% of their adjusted gross revenue (Srivas, 2016). Since the BWA/4G spectrum was originally only meant for data services only, the SUC for the BWA spectrum was fixed at 1%.

Even after the 2013 amendment by the DoT giving the spectrum winner (RJio/IBSPL) the opportunity to use the spectrum for voice services as well, the SUC was not revised thereby giving RJio a substantial advantage over its competitors. In effect, other telecom operators would pay around 3% - 5% of their gross revenue as SUC, but RJio will pay only 1%.

3.3. Interconnect Usage Charge
In order to connect a call, operator A must pay an Interconnect Usage Charge (IUC) to operator B, when A’s customer wishes to call B’s customer. From February 2015 till now, the IUC has been fixed at 14 paise per call terminated and total IUC charges comprise around 20,000 crore of revenues by all telecoms operators put together.

In August 2016, TRAI published two separate documents which considers a change in the payments regime and potentially, a reduction or a complete doing away with the IUC on both traditional and IP-based networks. The Cellular Operators Association of India (COAI) termed this development as indicative of a “bias” in favour of RJio. Since voice calls are free for RJio subscribers, it is obvious that its subscribers would make more outgoing calls than receive incoming calls. Since RJio customers will be calling relatively more people on other networks, it will have to convert the VoIP/PS signals for a CS network, thereby incurring interconnection charges.

A Bank of America–Merrill Lynch estimate is that in the first year of operations and assuming a subscriber base of 30 million, RJio would incur an IUC bill worth Rs.2,400 crore (Parbat, 2016). If the IUC is brought down to zero, it could potentially shrink the annual revenues of the top three operators (Airtel, Idea and Vodafone) by about Rs.5,000 crore and provide a distinct cost and competitive advantage to RJio. Since the subscriber base has already reached 50 million in less than three months and also taking into account the subscriber base the Chairman of RJio aspires to have, it is calculated to be a bill that is more than three times this estimate, which will be around Rs.7,200 crore.

4. FATE OF PUBLIC INTEREST LITIGATION

The means used by RJio in acquiring the spectrum in the Broadband Wireless Access or 4G auction 2010 using a front company, viz, the Infotel Broadband Services Private Limited (IBSPL) was challenged in a Public Interest Litigation (PIL) in the case of Centre for Public Interest Litigation v. Union of India.

The petition filed by lawyer and activist Prashant Bhushan requested the Court to conduct an investigation into the forged bank guarantee furnished by IBSPL at the time of the auction. The petition also prays the apex court to pass an order directing the DoT to levy on RJio an SUC which is in par with that of the other operators providing voice services. While the CAG Report estimates a loss of around Rs.22,842 crore to the exchequer, the petitioner calculated a loss of around Rs.40,000 crore, considering that DoT has also failed to revise the SUC (Majumdar, 2014).

Three basic allegations were made against RJio. Firstly, the questionable means of acquiring the spectrum; secondly, amendments in various government policies and regulations post auction enabling RJio to provide both data as well as voice services in a BWA/4G spectrum; and thirdly, in such display of favouritism, it was continued to be allowed to pay a lower spectrum usage charge (Guha Thakurta, 2016A).

The Court, in this case, without hearing either the CAG or the Director General of Audit, who prepared the report, held that they have committed an error in forming their opinion and dismissed the petition. On the issue regarding the SUC, the Court chose not to pass any order, but left it for the government to decide.

5. ACCUSATIONS OF PREDATORY PRICING

Predatory Pricing is the sale of goods, or provision of services, at a price, which is below the cost of production of such goods or services, with a view to reduce competition or eliminate competitors (Ramma, 2012, p.141). This later on is generally followed by an unscrupulous
increase in the price, to cop up with the loss incurred by reducing the price. Since, all the competition is eliminated by way of predatory pricing, the player enjoys monopoly profits. Employing such methods to conduct one’s business is anti-competitive.

Although not raised at the Competition Commission of India (CCI) level, there were accusations of predatory pricing against RJio at the time of its launch by the competitors. However, the provisions of the Competition Act of India assert that predatory pricing is a form of abuse of dominance (Section 4). That is, only companies with a dominant market position can deploy predatory pricing as there can be no abuse of dominance if there is no dominance.

As to how to determine the dominance of an enterprise, the act itself provides that in order to constitute dominant position, there must be a position of strength which should be in the relevant market in India and such position should give the enterprise the power to operate independently of market forces (Ramappa, 2012, p.140).

In the past, the CCI has determined the dominant position of an enterprise based on the market share it has, like in the cases of Ola and Uber, when they provided huge discounts and offers to the extent of challenging the existence of the then functioning taxis. CCI, in those cases decided in favour of Ola and Uber on the ground that they don’t have enough market share to be at a dominant position and hence are not liable for anti-competitive behavior. If we apply a similar logic in this case, we have to first see what market share does RJio have in the telecom market.

The virtual merger of Reliance Communications (Rcomm) with RJio suggests to them as a single entity. Thus, the market shares of RJio-Rcomm and other competitors like Bharti Airtel, Idea Cellular, Vodafone India and Aircel are shown in Figure 1.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Bharti Airtel</th>
<th>Idea Cellular</th>
<th>Vodafone India</th>
<th>RJio-Rcomm</th>
<th>Aircel</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Revenue market share</strong></td>
<td>32.7%</td>
<td>19.2%</td>
<td>23.2%</td>
<td>3.6%</td>
<td>5.3%</td>
</tr>
<tr>
<td><strong>Subscriber base (million)</strong></td>
<td>294</td>
<td>175</td>
<td>198</td>
<td>100</td>
<td>65.1</td>
</tr>
<tr>
<td><strong>Wireless subscriber base</strong></td>
<td>24.7%</td>
<td>17.03%</td>
<td>19.26%</td>
<td>9.54%</td>
<td>8.59%</td>
</tr>
<tr>
<td><strong>Data revenues (% of total)</strong></td>
<td>23.7%</td>
<td>20.6%</td>
<td>18.57%</td>
<td>31.8%</td>
<td>20%</td>
</tr>
<tr>
<td><strong>3G users (in million)</strong></td>
<td>28.1</td>
<td>30.5</td>
<td>27.8 (4G included)</td>
<td>25.4 (4G included)</td>
<td>NA</td>
</tr>
<tr>
<td><strong>4G users (in million)</strong></td>
<td>5</td>
<td>1.8</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Figure 1: Schematic representation of market share of competing telecom operators based on Q1 FY17 (TRAI 2016b)*
Based on the revenue market share, Rcomm only has 3.6% of the total telecom market share and it is obvious that Rcomm does not enjoy a dominant position in the market compared to the other incumbents like Bharti Airtel, Idea Cellular and Vodafone India who collectively hold about 75.2% of the total market share. Therefore, the argument that RJio deployed predatory pricing tactics does not apply. And since the trial period has not ended, one cannot blindly predict that the firm’s behavior would be anti-consumer once it ends. Thus, in the eyes of Indian law, there has not been any kind of predatory pricing tactics used by the company.

Another take on it is put forward by Rahul Singh, a competition law researcher at the University of Oxford where he takes RJio as a single entity and not the entity in a virtual merger with Rcomm and hence according to him, the company alleged with predatory pricing has to necessarily be an incumbent with significant market power, in the form of high market share (the degree of market power being assessed relative to competitors) and with respect to access to resources. Jio, being a new entrant in the market, doesn’t fit this description and hence is not liable for predatory pricing under the provisions of the Act (Philipose, 2016).

6. THE EXTENDED WELCOME OFFER
When RJio announced about its welcome offer in the month of September, the offer was to last till December 2017 after which all the voice services would be free and the data services of the operator should be paid for. However, the scenario changed by the last week of December 2017 and this trial period was extended in the form of a new offer, i.e., Happy New Year offer which is to last till March 2017. On the expiry of the trial period, RJio offers to all its subscribers free voice calls in HD quality. There are certain nuances which are not put to layman’s comprehension at this point. First, to truly get the best service, that is, RJio’s calling service that aims to provide HD (high-definition) calls, both the caller and receiver need to have VoLTE-enabled handsets and both need to be connected to a 4G network. Secondly, when an RJio customer calls and the receiver is on another network, the call will not be HD as RJio has to convert the call from a packet-switched to a circuit-switched network. Third, if a particular customer does not have a VoLTE enabled phone, he or she would have to use the Jio4GVoice application (voice, text, photos and video conference) to ensure that the call is free (Banerjee, 2016).

7. CONCLUSION
It is very well understood that RJio so far is not liable for predatory pricing in accordance with the provisions of Competition Act, 2002. However, the above literature definitely gives an unambiguous picture of anti-competitive behavior exhibited by the company. Although not predatory pricing to be exact, the company does show a kind of behavior which is predatory to the consumers and violative of the competitive spirit of the telecom market for the following reasons:
Firstly, the dubious manner in which RIL acquired IBSPL post the auction of BWA/4G spectrum and the incidental amendments in the regulatory provisions that allowed them to get a unified licence thereby enabling them to provide both data and voice services in 4G technology. Secondly, the fact that RJio continues to pay 1% as SUC while all the other operators are obliged to pay between 3% to 5% of their gross revenue. Thirdly, favouritism or what, the proposals to reduce or even do away with the interconnect usage charges not only giving a huge cost advantage to RJio but also increasing the loss of other operators. Fourthly, the wrong idea to the consumers that all calls would be free, when that is not going to be the case if the receiver does not have a VoLTE enabled handset or if not, use the Jio4GVoiceApplication. Thus, a subscriber might end up losing more money than he would otherwise lose because he might spend a little more time mistakenly thinking that the call is free. The tragedy will come to the consumer’s notice only on the receipt of his first bill. One of
the main objectives of Competition Act, 2002 is protection of the interests of the consumers. Here, when RJio fails to provide technical and operational information with clarity and has targeted unsuspecting consumers with their lucrative offers with the title ‘free’, it is the responsibility of the country’s legal system to analyze this case with an open mind and not within the strict constraints of law.
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1. INTRODUCTION
The focus of this paper is the role of maritime shipping as an independent activity in the maritime transport and commerce. Maritime shipping goes back to ancient history, when the old Egyptians saw the need for building ships. Maritime transport in Croatia also has long history, so, it is fair to say that this branch is Croatian tradition. The role of shipping in the general progress of mankind is significant. It connects producers and suppliers i.e. sellers and buyers. Maritime shipping is therefore seen as one of the most important transport activities. Many maritime nations, as well as those who do not have maritime tradition, participate in the large maritime shipping market with their ships. In any type of freight shipping, shipping companies place before themselves a great challenge – lowering the costs and increasing the profit. The organization of a shipping company can be very complex – starting with the sales, then development, production, supply, staff etc. Those shipping companies that are not flexible enough to adjust to market changes will go under. The competition is strong and it is hard to survive the times of big crises.

The aim of this paper is to look into the current state of maritime shipping in Croatia in relation to the rest of the world, as well as detect the factors crucial for success in this industry. The paper is concluded with the analysis of the effects of globalization on maritime shipping. In order to reach the aims of this paper, a secondary research has been conducted. International and domestic science literature, science and professional papers, electronic data bases and data from the Croatian Shipowners’ Association were all used as sources of secondary data.

2. MARITIME TRANSPORT IN GENERAL
2.1. The concept of maritime transport
Generally speaking, maritime transport can be defined as an independent industry, i.e. organized transport of people or goods (Glavan, 1992). The functions of the sea are multiple,
one of them being a waterway for ships and other watercrafts which connect all land on Earth. Maritime transport is therefore seen as universal, for it binds the entire world in exchanging material resources, people etc. ((Bendekovic, Arzek, 2008). Maritime shipping is a special branch of transport industry where the shipping company (the transporter) plays the leading role. It holds many responsibilities set by the United Nations Convention on the Carriage of Goods by Sea from 1978 (the "Hamburg Rules"), the United Nations Convention on Contracts for the International Carriage of Goods Wholly or Partly by Sea from 2009 (The "Rotterdam Rules"), the International Convention for the Unification of Certain Rules of Law relating to Bills of Lading, and Protocol of Signature (The Hague Rules), and, in Croatia, by the Maritime Code of the Republic of Croatia, etc.

Every transport industry has specific characteristics which condition its special position and significance in the sphere of traffic and economy in general. Characteristics of maritime transport are the following:

1) the sea as the great waterway connecting the entire world;
2) the sea as the natural waterway which does not require special investments into the infrastructure;
3) marine ships as the only means of transport which can transport thousands of tons of freight at once (Glavan, 1992).

Out of these three characteristics, the third one is the only one conditioned by physical and technological properties of ships, while the other two are set by natural geographic properties. Basic elements of maritime transport as an organized transport activity are: seafarers and other shipping workers of specific qualifications, ships as the means of transport, people or goods transported and the sea as the waterway.

Marine market is a very sensitive one and reacts to any change in the shipping and trade. The price of shipping is called the freight, which is, as a rule, different every time, even though the same ship navigates the same route again. The freight is the result of supply and demand, and it is characterized by constant oscillations which can last for days, weeks or even months.

2.2. The development of maritime transport
Shipping is a special type of transport industry whose beginnings go far back in history. Seeing the need for overcoming geographical obstacles (seas, oceans, rivers), people built first watercrafts. With the emergence of trade, people have been modernizing the shape and sizes of their means of transport. The building of these watercrafts advances alongside the technological innovations of mankind. The industrial revolution in the late 19th century also enabled a significant development of shipping. It is exactly at this moment when shipping separated from the trade industry as a separate economy. In 1807, Robert Fulton and James Watt construed the first steamboat. “Clermont” was the first means of transport with the mechanical propulsion. The building of iron ships started, sails were being replaced with steam engines, then with diesel motors, and the very business organization was beginning to change. The roles of ship owners, shippers and shipmasters were clearly defined. The division was made between functions of management and operating the ship’s propulsion and the function of managing the ship and navigation (Lusic, 2003). Thanks to the advances in the field of electronics after the World War II, conditions were made for automation of ships’ navigation. The development of shipping industry goes further because of the growth in demand for various goods and the fact that the use of new energy sources was intensified. The first diesel motor was placed inside a ship in 1911, and already in 1939, 24.7% of ships had diesel drive.
The factors which influenced the development of maritime transport market i.e. which set the supply and demand are:

1. the dynamics of growth and distribution of the world’s population,
2. the structure of world energy balance,
3. the world’s foreign trade exchange,
4. protectionism and
5. the development of other transport markets.

2.3 The economic significance of maritime transport
Maritime transport is the most important (almost monopolistic), the cheapest and most economic transport industry in the national and international commerce. From the economic point of view, the advantages of maritime transport are: large individual capacities of transport ships, enormous total capacity of the entire transport branch, low costs and low price of the transport route in relation to other transport services, the quality of adjustability (flexibility) to demand, long service life, and the sea as the broad and free way which does not require big investments in the infrastructure. The importance of maritime traffic can be seen in the fact that there is almost no country, regardless of its geographical position, which does not use maritime transport in its trade with the rest of the world (Ceric, 1959). Means of transport are ships as the main factors of transport of global trade. Their hold advantage over other means of transport with their big capacity and economic use of energy sources (Bartulovic, 2000). For this reasons, maritime transport has a significant economic role.

The task of a merchant ship is to transport goods and passengers. This transport service is based on the economic effect expected from the navigation. It depends on the balance of the costs which emerge during a trip and the profit generated from that trip. Profit is a fee a ship company receives for the executed transport service and the costs arise from the expense ships incur during navigation and in the ports. There are two, rather contrasting interests. One is the interest of the ship owner to generate the highest profit possible and the other is the owner of the cargo wishing to pay as less as possible for the service of transport (Mitrovic, 2008). In the maritime transport industry, ton mile is used as the unit for measuring transport performance. It is the product of multiplication of the cargo volume and the mileage (Bartulovic, 2000).

The most important economic activities of the maritime transport are lowering prices of many mass articles, raw materials and commercial goods (Jelinovic, 1983). Many places in the world depend mainly on the goods transported by the sea. Maritime transport contributes to the modernization of the foreign trade, for it generates profit by trading with currencies via import and export of goods from and into foreign countries. During the disruption of supply and demand equilibrium, the party which at that point holds greater interest to perform transport activities is also liable for the consequences which influence the freight rates. In those situations, expansion or contraction of the maritime shipping market can take place. During the rise in demand, new ships are ordered which are rarely being exploited during the period of influences which caused their production. Namely, world merchant fleet is expanding rapidly above its real requirements, which results in damaging consequences. This is because, after a relatively short-term market rise, a longer-lasting recession follows, often followed by depression (Mencer, 1990). The imbalance in demand is also connected with the change of the scope of global trade which relies on the industrial production, economic factors and political situation. The ships’ capacity is in fact inflexible. It is impossible to adjust the capacities to the elasticity of the demand, and there is also difference in the intensity of flexibility between various types of ships. In order to reduce that, shipping companies order multi-purpose vessels.
The industry of maritime shipping and its components is one of the most liberal economy branches, inside which special trading activities have developed. Namely, all of its capital and other components, like vessels, ships’ flag, classification register, insurance, banking services, the accounting, technical and commercial management of the ships and the crew, can be purchased i.e. bought or negotiated in the global market. Maritime shipping is becoming the service of the economy in general and, in doing so, has the tendency of strategic linking to higher level economic systems. The increase and extension of the demand scope in the maritime transport market has resulted in the fact that it cannot function as an industry outside the rest of the economy (Kunda, 2013).

3. THE ANALYSIS OF MARITIME SHIPPING

3.1 The analysis of maritime shipping in Croatia

In Croatia, since the middle of 1990s, there has been a process of conversion and privatization in progress and it does not have a positive impact on the existing merchant fleet. Likewise, the global maritime market has been influenced by a crisis which has led to a considerable drop of freight rates. The ship owners could not handle the emerging conditions, so some of the largest shipping companies went down, such as “Slobodna plovidba” from Sibenik and “Croatia Line” from Rijeka. The end of the last century brought market recovery and the freight rates were beginning to rise, but struggled Croatian shippers could not renew the fleet on such short notice.

Over time, the market and economy-integrated countries have developed a system of protectionism from the countries that are outside this group. Those measures require many adjustments on the part of other countries. Croatia is therefore oriented towards the maritime transport between the foreign ports. Bearing in mind that our country has a relatively small merchant fleet when compared to some global giants, it has to adjust to the rules of the associations with which it closely cooperates. In our case, it is the European Union. All these reasons disable us from being a part of an extensive overseas trade and from undertaking the specialization of the shipping companies for the specific cargo. “Mare Nostrum”, the Croatian Shipowners’ Association, was founded on 5 February 1991 at the initiative of 14 shipping organizations. The aim of the Association is to create agreeable business conditions and to promote Croatian shippers’ interests, the cooperation with the related organizations and the European Union authorities.

Over the last 15 years, the total capacity of the Croatian maritime shipping has been changing. Table 1 shows a significant fall in the number of ships in the observed period. But, if we look at the total capacity of the vessels, we can notice that it has been growing. One can instantly perceive that some shipping companies have disappeared from the market. The reasons are mainly the impossibility of keeping up with the payments while in the crisis. Global economy crisis has made a great impact on the Croatian shipping market. Considering great devaluation of freight rates, our shippers have had difficulties in maintaining the existing fleet, and soon many, who had previous contracts for building new vessels, thereby counting on higher rates, have found themselves in problems as well. Under those circumstances, when a ship cannot repay its own credit, banks take over and become owners, thinking only on the profit. This then means that they hire the cheapest crew possible. Our sailors lose jobs, and the quality of the entire process is reduced. Up to the year 2004, the company which disappeared from the market is “Atlas”. It barely survived the war years in the 1990s, and later on, its debts became too great. In 2012, shipping companies suffered the biggest stroke and some did not recover. Until the year 2015, the companies which became insolvent or went under are: Lošinska plovidba d.d., Mediteranska plovidba d.d., Brodogradilište Cres d.d. and Sem marina d.o.o.. Tankerska
plovidba d.d. and Uljanik d.d. remain the only ones which managed to increase their fleet capacity between the year 2004 and 2015, and it was the increase of only one ship.

Table 1. Croatian merchant fleet capacity in 2000 and 2015 (Croatian Shipowners' Association, 2016)

<table>
<thead>
<tr>
<th></th>
<th>2000</th>
<th></th>
<th>2015</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of ships</td>
<td>GT</td>
<td>DWT</td>
<td>Number of ships</td>
<td>GT</td>
</tr>
<tr>
<td></td>
<td>194</td>
<td>1,565,051</td>
<td>2,412,678</td>
<td>138</td>
</tr>
</tbody>
</table>

It can be said that the structure of Croatian maritime shipping is the result of our tradition, as well as the abilities of the ship owners to acquire ships which answer the needs of the maritime shipping market. According to the structure of the fleet, it is evident that most vessels are car ferries, their number reaching 41, then 33 bulk cargo ships and 20 tugboats. It is not strange that the fleet has most car ferry capacities, because the Republic of Croatia has many islands and the combined cargo ships are convenient. There also play an important role in the passenger transport, which is very important for a country with great tourism activity. For example, Jadrolinija, a company from Rijeka, owned by the government, holds monopoly on the majority of Croatian passenger traffic, and on the traffic between Croatia, Italy and Greece. Properties of Croatian maritime passenger traffic are the following:

1. continual growth of demand,
2. the society’s commitment to support the development of the islands,
3. fleet renewal with the government support and
4. state subsidies for unprofitable ferry lines (Delibasic, Vidusic, 2003).

Croatia is definitely a country which takes the benefit of sailing under different flags. The reasons are various: some companies think it is cheaper to find the crew and other resources in other countries, and others simply cannot solve the status of ships and crew in the complicated Croatian legal system. Since the independence and the beginning of privatization, Croatian ships have sailed under different flags. Over more than two decades, the benefits of sailing under a different flag have been changing and there have always been more of those which sail under the Croatian flag. The drop in the number of ships under the national flag and international flags coincides with the general drop of Croatian merchant fleet capacity. In the end of 2015, Jadrolinija from Rijeka sailed under the Croatian flag with all its capacity, as well as Jadroplov from Split and Rapska plovidba from Rab. Brodospilots plovidba, a company from Split, owns one ship and it sails under the flag of the Marshall Islands. Atlantska plovidba from Dubrovnik owns 11 ships which also sail under their flag and half the number sail under the Croatian flag. The drop in the number of ships under the national flag and international flags coincides with the general drop of Croatian merchant fleet capacity. In the end of 2015, Jadrolinija from Rijeka sailed under the Croatian flag with all its capacity, as well as Jadroplov from Split and Rapska plovidba from Rab. Brodospilots plovidba, a company from Split, owns one ship and it sails under the flag of the Marshall Islands. Atlantska plovidba from Dubrovnik owns 11 ships which also sail under their flag and half the number sail under the Croatian flag. Brodospilots from Split has Croatian flag on 15 ships, Malta flag on 5 and St. Vincent flag on two ships. Jadranski pomorski savez from Rijeka, besides Croatian ships, owns two with Venezuela flag. Tankerska plovidba from Zadar has one with Malta flag and Uljanik plovidba from Pula two with the Bahamas flag.

Chart following on the next page
All participants in the transport should cooperate with the aim of solving the problems of Croatian ship owners, the government and the shippers themselves. There is a series of measures which can help with the development and successful business activities. Considering the current state of the global maritime market, development of modern technologies and the existing conditions, Croatian ship owners have the responsibility of undertaking different activities and measures with the aim of adjusting to the demands of the global maritime market (Dundovic, 2003). Despite financial problems shipping companies face, they have to ensure competitiveness in the global marine market if they want to survive in this important and dynamic market. In order to ensure the competitiveness, the government should provide funds, organize writing off of almost all ships older than 30 years and replace them with new ones from our domestic shipyards. In solving this problem, the strategy of reducing loss by importing cheaper crew can be used. In that case, Croatian seamen are replaced by Filipinos, Indians or Chinese. Leastways, it would be best to anchor the ship and let the crew go, waiting for better times.

3.2. The analysis of the global maritime shipping

Global maritime market can be defined as the total number of all shipping companies and users of transport services which at certain point supply or demand the available ship capacities with the aim of arranging contracts on the transport of goods by sea at the freight rates which are formed under the influence of supply and demand, along with other factors (Cerovic, Basic, 2008).

The times when leading maritime nations were confirming their status with “highest” capacities and great number of ships is behind us. Leading economic superpowers i.e. maritime nations, are giving away merchant fleet activities to those who have decided to specialize for this type of industry (Lusic, 2003). Greece is particularly prominent as one of those countries, whether it sails under the national or foreign flags, and then there are Japan, China and Germany, which fills this position only because of the navigation under the flag of convenience. It is relevant to mention one small country which has made its way to top 10 over the past decades and which proves that globalization and liberalization have helped it to become a superpower in the maritime shipping, by sailing exclusively under foreign flags - Bermuda.
Table 2: Top 10 countries by ownership of world fleet, 2016 (UNCTAD, 2016, p. 37)

<table>
<thead>
<tr>
<th>RANK</th>
<th>COUNTRY</th>
<th>NATIONAL FLAG</th>
<th>FOREIGN FLAG</th>
<th>TOTAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Greece</td>
<td>728</td>
<td>3.408</td>
<td>4.136</td>
</tr>
<tr>
<td>2.</td>
<td>Japan</td>
<td>835</td>
<td>3.134</td>
<td>3.969</td>
</tr>
<tr>
<td>3.</td>
<td>China</td>
<td>3.045</td>
<td>1.915</td>
<td>4.960</td>
</tr>
<tr>
<td>4.</td>
<td>Germany</td>
<td>240</td>
<td>3.121</td>
<td>3.361</td>
</tr>
<tr>
<td>5.</td>
<td>Singapore</td>
<td>1.499</td>
<td>1.054</td>
<td>2.553</td>
</tr>
<tr>
<td>6.</td>
<td>Hong Kong (China)</td>
<td>854</td>
<td>594</td>
<td>1.448</td>
</tr>
<tr>
<td>7.</td>
<td>Republic of Korea</td>
<td>795</td>
<td>839</td>
<td>1.634</td>
</tr>
<tr>
<td>8.</td>
<td>United States</td>
<td>782</td>
<td>1.213</td>
<td>1.995</td>
</tr>
<tr>
<td>9.</td>
<td>United Kingdom</td>
<td>332</td>
<td>997</td>
<td>1.329</td>
</tr>
<tr>
<td>10.</td>
<td>Bermuda</td>
<td>14</td>
<td>404</td>
<td>418</td>
</tr>
</tbody>
</table>

Today, the development of shipping in highly developed countries, where the main flow of goods takes place, is not so significant i.e. capacities they own are not in line with their total traffic volume count. On the other hand, the question of how much their maritime shipping is developed i.e. is it more or less developed in relation to less developed countries which, because of lower costs attract foreign ships, is not that relevant. All those ships, no matter under which flag they sail, are a part of one communal global market of trade in goods and capital which, nevertheless, more or less depends on the developed countries (Lusic, 2003).

Table 3: World’s leading shipping companies (Alphaliner, 2017)

<table>
<thead>
<tr>
<th>RANK</th>
<th>COMPANY</th>
<th>TEU</th>
<th>Number of ships</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>APM-Maersk</td>
<td>3.144.886</td>
<td>622</td>
</tr>
<tr>
<td>2.</td>
<td>Mediterranean Shg Co</td>
<td>2.742.292</td>
<td>495</td>
</tr>
<tr>
<td>3.</td>
<td>CMA CGM Group</td>
<td>1.794.987</td>
<td>448</td>
</tr>
<tr>
<td>4.</td>
<td>COSCO Container Lines</td>
<td>1.574.698</td>
<td>291</td>
</tr>
<tr>
<td>5.</td>
<td>Evergreen Line</td>
<td>939.296</td>
<td>186</td>
</tr>
<tr>
<td>6.</td>
<td>Hapag-Lloyd</td>
<td>927.696</td>
<td>171</td>
</tr>
<tr>
<td>7.</td>
<td>Hamburg Süd Group</td>
<td>646.178</td>
<td>127</td>
</tr>
<tr>
<td>8.</td>
<td>Hanjin Shipping</td>
<td>625.416</td>
<td>101</td>
</tr>
<tr>
<td>9.</td>
<td>OOCL</td>
<td>603.243</td>
<td>107</td>
</tr>
<tr>
<td>10.</td>
<td>Yang Ming Marine Transport Corp.</td>
<td>577.547</td>
<td>105</td>
</tr>
</tbody>
</table>

The three leading shipping companies stimulate the process of globalization, which is also evident in their merger with the aim of improving the business and service quality. Their merger will create a P3 group and it will provide services on the Asia – Europe route and across the Pacific and the Atlantic ocean (from northern Europe to the Mediterranean). Their merger will lead to the decline of other maritime shipping companies like Evergreen Line, Hapag-Lloyd and OOCL vessels (Juric, 2014).
It is evident from Table 4 that specialized ships are dominant in the share of total tonnage of the world’s merchant fleet, the most of them being bulk cargo ships. Tank ships have lost absolute primacy they previously had in relation to others, but since 2012, there is a trend of growth of their capacity. Container capacities, ever since they entered the global shipping market, have had almost stable and relatively high growth in the world’s merchant fleet. Besides being the youngest regarding age, their average size has also been increasing intensely. General cargo ships are recorded to have a drastic drop in tonnage over the last five years and are therefore at the far back end of the merchant fleet.

3.3. The influence of globalization on maritime shipping

The concept of globalization is hard to describe. Namely, literature provides several definitions and the positions on its importance are various. Many see globalization from a negative point of view, for it is considered to generate an unfair distribution of goods. All experts agree that globalization is an economic, political and social process which influences the world by crossing national borders. The process of globalization began in the second half of the 20\textsuperscript{th} century, when European countries started to unite and then other parts of the world followed. Globalization arose as a consequence of production and traffic costs reduction, thereby retaining or increasing the quality of the process and the results of those activities.

World’s maritime market is a part of the global market and its development is also influenced by economic, social and political factors. Globalization could not be possible without maritime shipping because it connects the world in the economic sense. The sea, as the widest and biggest waterway, knows no overload or separation; it is a free way which connects nations. Likewise, with the abolition of many borders and liberalization of the trade, as well as with the increase in demand for specific goods, globalization has significantly influenced the changes in the maritime shipping. The sudden rise in demand has led to building larger ships which resulted in cutting down transport costs.

In the global maritime shipping market competition is constantly coming up with new innovative solutions, so one should always keep track of the changes and plan new technological innovations with the aim of achieving better economic results. Only those who succeed in those endeavours can be competitive in the international market. Globalization has influenced situations where world renowned producers, while still designing their products in their own country, produce their parts in the countries where they can bring down the costs. Distributing production to various locations is called outsourcing. Shipbuilding is one of the
first industries where outsourcing began for its mobility of ships and for the possibility of ship registration under the flag of convenience. European shipyards, especially in the Netherlands and the UK are slowly disappearing because, with the expensive workforce and inputs, they cannot maintain high standards the market requires. Shipbuilding industry is being moved to countries where costs of building are much lower.

Liberalization of commerce has opened many possibilities for shipping. Companies which carry cargo with their ships between certain countries no longer have to be their economic entity. All resources of shipping, from capital, technical and human can be obtained or arranged by contracts in the global environment. It is one of the external manifestations of globalization (Domijan-Arneri, 2006). This way of functioning is made possible by the use of flags of convenience and special activities in the management of maritime shipping organizational functions. Flags of convenience have attracted ships of merchant fleets which have been imposing high costs to ships under their national flags. For example, countries like Panama, which until then had a very small fleet, are now among the leading naval powers.

Shipping companies which participate in the globalization process have a possibility to externalize certain functions. They can find specialized companies which will deal with finding clients, arranging contracts, and especially with recruiting workers which can come from any part of the world on condition that their fees are as lower as possible and that the quality stays the same. As early as in 1980s, after oil crisis, ship owners started to hire professional management consulting firms and left them to deal with managing the ships in order to exit the crisis. This especially applied to young nations which gained their independence after the World War II and saw economic development as their primary goal. They were guided by the fact that shipping industry is the source of income for the national economy since it can generate many jobs.

Regulations which govern sea navigation, as well as trade, are becoming more and more global. Many conventions have been adopted which help set common rules in order to facilitate maritime shipping and, in a positive sense, enable lower costs of business, faster communication and trade and more quality of the entire process.

4. CONCLUSION
The aim of this paper was to accentuate the importance of maritime shipping and present its role in the international commercial transport. Under today’s market conditions, where there is high competition, economic transport by sea is becoming more and more prominent. The sea is an unlimited path which can be indefinitely exploited. Shipping companies use this natural resource very efficiently in the maritime transport of different types of goods to almost every part of the world.

The development of maritime shipping in Croatia is similar to global development, but the current state is somewhat different. While maritime shipping is globally becoming more and more important, cost effective and produces more capacities and better results every year, Croatian shipping is barely holding. This situation is a result of: the Croatian War of Independence, process of privatization and economic crisis. Because of the current excess in merchant shipping capacity, freight rates are decreasing and smaller shipping companies simply cannot survive in that market.

The results of research remark that cargo ships make most of the world’s merchant fleet. Also, the country which owns most ships is Greece, whether it sails under its own or a foreign flag.
There is an interesting fact that small countries, like Panama and Bermuda, which had almost no maritime trading history, are today among leading shipping powers and this is precisely so due to the process of globalization. Globalization has helped eliminate the barriers and made entrance into the maritime market easier.

The final thought is that Croatia does not use the full potential of its position, knowledge and tradition related to maritime shipping. It is bounded by crises and poor management of this sector. The responsibility lies on the government institutions as well as on the ship owners who have not adjusted quickly enough to the changes in the market and have not managed their companies responsibly. The assumptions are that the importance of shipping industry in commerce will continue to rise globally due to its cost effectiveness and the demand for goods from other countries.
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ABSTRACT
The tertiary education system is developing the way it includes widening participation for students from under-represented groups. These under-represented student groups include students with disabilities, mature students, students from low income families, students from national minorities groups, international students, etc. The teaching and learning system supported by information and communication technology enables access for students with disabilities as well as other under-represented groups, such as gender in science.

The general objective of this research is to explore student knowledge of possible methods of increasing the quality of inclusion for students from under-represented groups in academic environments. The specific objective is to explore their attitudes and knowledge about usage of information and communication technology (ICT) during education and subsequent employment. Respondents are asked to estimate the importance of equal opportunities in studies.

Results show that there are governmental and institutional strategies and policies that enable students in the process of gathering academic competences, academic achievement and employment. The results are interpreted within the scope of Croatian national politics. Gender equality could be implemented in the education, career planning and employment procedures. Working experience is an important factor in gathering professional competences and can be done not only through formal working experience, but also through volunteering opportunities. The different types of institutional support for students with disabilities is explained and discussed.

These results could be used to enhance the quality of inclusion for students from under-represented groups within the educational system by usage of ICT, peer assistant support and collaborations between educational institutions at all levels of education and labour market.

Keywords: Students with Disabilities, Gender Issues, ICT, Learning and Employment

1. INTRODUCTION
The education and labour market opportunities need to be accessible to all students, including students from different under-represented groups. Students from under-represented groups are students with disabilities, students from different socio-economical family background, cultural backgrounds, members of national minorities groups, mature students, war veterans, students whose parents were war veterans, students without parents, students of a different gender, etc. (Vidaček Hainš, V., Horvatek, R., 2003). The UN Universal Declaration of Human Rights includes freedom in teaching and education, with equal opportunities for all students of different races, nationality, social economical background, disability, gender... The Croatian government announced and promulgated the UN Universal Declaration of Human Rights in 2009. (Universal Declaration of Human Rights, adopted and promulgated by General Assembly Resolution 217). The paper will explore the examples of good practice and case studies which
emphasise equal opportunities in education and employment for all students. The equal opportunities in education and employment are ensured according to different governmental institutional policy. There are different changes in current policy that enables equality between women and men in education and employment (Blanco-Garcia et al., 2014). This policy avoids the stereotypes linked to different types of education for men and women. The prevailing stereotype that exists within the STEM area of education (Science, Technology, Engineering and Maths) is that STEM is predominantly reserved for male students. Institutional policy could be more successful if educators and practitioners have additional education and training in the field of gender equality (Popa and Bucur, 2014).

One of the under-represented groups of students who need equal opportunity for education and employment are students with disabilities. According to the United Nations Convention on the rights of persons with disability, disabilities ‘include those who have long-term physical, mental, intellectual, or sensory impairments which in interaction with various barriers may hinder their full and effective participation in society on an equal basis with others’. This convention includes respect for ‘dignity, individual autonomy… individual autonomy including the freedom to make one's own choices… non-discrimination… inclusion in society… acceptance of persons with disabilities… equality of opportunity… accessibility… Equality between men and women… and respect for the right of children with disabilities to preserve their identities’ (United Nations Convention on the Rights of Persons with Disabilities, 2006). The European Disability Strategy 2010-2020 (European Commission, 2010) contains a variety of actions that can have a positive impact to the quality of life for many people with special needs and people with disability. Their areas of actions are: accessibility, participation, equality, employment, education and training, social protection, health and external actions. The Croatian policy for ensuring equal opportunities in education for people with disability includes the accessibility of all civic, political, social, cultural and economic rights for all persons with disability (National Strategy of Equalisation of Possibilities for Persons with Disabilities from the Year 2007 till the Year 2015, 2007). The process of public hearing for creating a National Strategy of Equalisation of Possibility for Persons with Disability from the Year 2016-2020 involved discussion and suggestions. The proposals are linked to inclusive education for children and youth with disability and ensuring that support centres and teaching assistants are present at schools.

Education is facing different challenges and improvements. The biggest impact on the current educational process is made by digital technology and changes in designing the teaching process. Higher education is faced with different types of learning challenges: cognitive challenge, active learners, coping with reading materials, instructional problems, language barriers, time management, the burden of assignments and cultural differences in higher education (Fook et al., 2015). According to Ferrari (2013), the digital competences for teaching and learning include: digital content creation, safety, problem solving, information and data literacy and communication and collaboration. The research conducted by Lorenzo-Romero et al (2014) shows that ICT usage changes student learning styles and different learning techniques. Current learning scenarios are being changed by this different policy. A learning scenario is a unit of learning related to the learning method Koper (2003), that support active learning strategies such as problem-based or case-based learning. This learning scenario ensures the appropriate rationing of knowledge, competences or skills, through an active learning process. The web platforms used by students for learning are sometimes less attractive than social media (Papi, 2015), which means that non-formal communication between students plays an important role in team work and education. Research concluded by Hast and Healy (2016) shows that, in spite of the fact that students like to submit their papers online, students
reported the problem of feedback depersonalisation. The research of Scarinci (2015) emphasises the importance of using different strategies in distance education for science. Results show that pure online interactions are insufficient for teaching. Students like face to face interactions, which benefits the communication.

Equal opportunities for under-represented groups of students is important after they graduate for the employment and labour market. The gender issue could be one of the stereotypes that has an impact in lower representation of women at senior management levels: managers, mostly male, usually choose partners and colleagues who are the same sex as themselves (Mihalčová et al 2015). Gender responsive budgeting in public institutions and organisations could encourage positive discrimination in gender equality (Turan and Senturk, 2016). There are different ways of providing equal opportunities for employment: According to Alonso (2017), structured behavioural interviews need to be designed in order to enhance fair procedure without gender discrimination. Structured behavioural job interviews enables equal employment opportunities. These types of interviews are applied in different legal environments, including the United States and European Union. Research conducted in U.K, U.S, Canada, Australia and Greece emphasises the implementation of diversity, equality and inclusion in accounting area of employment (Kyriakidou et al, 2016).

2. RESEARCH GOALS
The overall objective of these studies is to explore the possibilities of equal opportunities in education and employment according to different under-represented groups of students and employers with regards to gender, disability etc. The specific objective is to explore student attitudes and the attitudes of young employees towards practice that ensures equal opportunities and equal rights in education and employment. The second specific objective is to present the case study of implementation the information and communication technology in education, which could help integration and inclusion of students with disabilities.

3. RESEARCH RESULTS AND INTERPRETATIONS: CASE STUDIES

3.1. Case Study 1: the Gender Issue in Employment Equality
The following research was designed in the form of the case study. The research will present the opinions of students and young employees towards education and employment opportunities for people that belong to a different gender. The aim of this study is to assess respondents’ attitudes towards gender equality chances in education and career planning. The measuring instrument was designed by Ana Marija Štaba for her Diploma thesis which was supervised by V. Vidaček Hainš. The whole instrument contents 30 items, among which are demographic variables (7 items), Likert Scale (16 items) and YES-NO (7 items). Respondents are asked to answer at the Likert Scale (1 - not agree at all to 5 - agree completely) if they think that:
1. In Croatia men and women have equal opportunities in general,
2. In Croatia men and women have equal chances in education, and
3. Gender is an important criterion in Croatia for career planning.

The survey was conducted on social network groups where respondents answered anonymously on a voluntary basis. The number of respondents was 142 (105 female and 27 male respondents). Respondents were between 21 and 25 years (N=102). The majority have an academic degree (N=90), the rest completed secondary school. 112 respondents have had working experience, and of those, most had had 1-5 years of working experience.
The summarised results (Figure 1) show that estimates towards gender equality in general and in education are ranked the same (SUM = 142), while the estimates towards gender equality in career planning have lower scores (SUM = 132). One of the possible explanations could be that, in spite of general equal gender opportunities, respondents think that specific possibilities in career planning still depend on gender. Another possible explanation is that respondents have more experience with gender issues in education and less in career planning, while the majority of respondents are students.

Respondents were asked if they thought that gender discrimination exists. The data presented in Figure 2 shows that 82 % (N=117) of respondents thought that gender discrimination exists in general and 18 % (N=25) thought that no gender discrimination exists.
Answers show that, in spite of some positive movements towards gender equality, the issue of inequality and discrimination in gender still exists as a part of education, career planning or employment.

3.2. Case Study 2: Students with Disabilities in Tertiary Education

Students with disabilities are included in all levels of education. According to the 2011 Census in the Republic of Croatia, of the total of 4,284,889 Croatian citizens, 759,908 Croatia citizens (or 17.7%) reported that they have difficulties in performing daily activities due to long-term illness, invalidity or old age (Croatia Bureau of Statistics, 2016, Statistical Reports based on the 2011 Population Census). According to the available data on institutional support for students with disabilities, there are 571 students with disabilities in Croatia studying at 7 universities. There are additional 110 students with disabilities studying at 34 polytechnics (Scukanec et al, 2015).

There are approximately 169 students with disabilities at the University of Zagreb. The categories of students with disabilities include: visual and hearing impairments, mobility impairments, motor impairments, multiple impairments, chronic illness and mental and learning disorders (Kis Glavas, 2016). The University has approximately 65,000 students in total. Those 169 students are registered as students with disabilities and they use different types of support, such as: peer support, special transportation, transportation, digital books, sign language interpretation, longer time for written examinations for students with dyslexia, scholarships aimed at students with disabilities, assistive technology etc. This assessment also states that there are a similar number of students with disabilities that are not registered and do not use any type of institutional or learning support (for example students with psychiatric diagnosis, non-visible mobility impairments or wheelchair users). The support for students with disabilities at the University of Zagreb includes different subjects: support is provided by the Coordinator for Students with Disabilities and the Student Coordinator at Faculty Level, peer assistants, teachers and staff support… (Kis Glavas, L., 2016). Additional support is provided by the Medical and Health Centres, the Centres for Social Work and other similar institutions outside the Faculty. The results can be compared with the results at the other Croatian tertiary education institutions.

3.3. Case study 3: Digital Learning Environments and ICT in Education

In order to support the inclusion of different under-represented groups, the possibilities of digital technology usage has been explored. A study was conducted among 1,508 students at different primary and secondary schools in Croatia. Respondents were between 13 and 16 years and were enrolled at the 7th and 8th classes of primary schools and 1st and 2nd classes of secondary schools/gymnasiums. All students were enrolled in the STEM school subjects of Science, Technology, Engineering and Mathematics. In Croatian educational systems STEM subjects are Biology, Chemistry, Physics and Mathematics. The following research is part of the Project ‘E-schools/Establishing a System for Development of E-mature Schools’ Part B5. Part of the research is based on the Ferrari DIGCOMP model (2013), which includes the following dimensions of digital competences for teachers and students: digital content creation, safety, problem solving, information and data literacy and communication and collaboration. Students are exposed to new teaching methods on the basis of the learning scenario, which includes usage of the information and communication technology and active learning. The learning scenario is a way of teaching and learning which is supported with ICT and emphasises collaborative learning and learning based on student research and project method. The learning scenario within STEM is designed to develop digital mature schools, and is the part of the

The whole ‘Questionnaire SU UC’ contains 19 items, 9 of which are in the form of a Likert Scale, 4 of which are items in the form of open ended questions and 6 are demographic variables. The measuring instrument ‘Questionnaire SU UC’ was designed by FOI Carnet Team E-schools B 5/The Establishing a System for Development of E-mature Schools’ (2016), Carnet, part B5. The FOI part B is managing by Assoc. Prof. N. Begićević Redep at FOI;

Students were asked to compare the traditional way of learning in the classroom with learning based on the learning scenario. Answers were collected online and answering was made on a voluntary, anonymous basis.

Students were asked to write down two differences between the classic learning approach and scenario based learning in the form of open ended questions. The results were analysed according to the content analyse and are presented at Table 1.

Table 1: Student Opinion about Differences between Traditional Learning and Teaching based on the ICT Supported Learning Scenario (N=1 508)

<table>
<thead>
<tr>
<th>Teaching Based on Learning Scenario...</th>
<th>Number of Answers</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 It is more interesting</td>
<td>891</td>
<td>59.08</td>
</tr>
<tr>
<td>(Answers: ‘easy to remember, connected with the real life…)’)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 ICT usage</td>
<td>239</td>
<td>15.85</td>
</tr>
<tr>
<td>(Answers: ‘no books, no writing in paper form, we use tablets, smart board, videos…”’)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 Communication and team work</td>
<td>204</td>
<td>13.53</td>
</tr>
<tr>
<td>(Answers: ‘we are more active, no classical exams, the professors are better…”’)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 Both learning is equal</td>
<td>91</td>
<td>6.03</td>
</tr>
<tr>
<td>(Answers: ‘boring, no interest at all…”’)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5 Harder than the classical learning</td>
<td>62</td>
<td>4.11</td>
</tr>
<tr>
<td>(Answers: ‘we miss explanation, it takes longer, problems with internet connections, the videos are all in English…”’)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 I don’t know/no answer at all…</td>
<td>21</td>
<td>1.39</td>
</tr>
<tr>
<td><strong>TOTAL</strong></td>
<td><strong>1,508</strong></td>
<td><strong>100</strong></td>
</tr>
</tbody>
</table>

The majority of students think that scenario based learning is more interesting and connected to real life (59.08%). They like information and communication technology, computer tools for communication and collaboration (15.85 %)/Table 1.

The challenge in E-school project is to prepare all learning materials in Croatian, improve internet access and provide enough digital devices to all students and teachers. Internet access and digital devices will help students from under-represented groups and geographically isolated schools have equal opportunities for education and learning in the STEM area of teaching. Those research findings could be integrated into the teaching process, with an emphasis on the benefits of different types of communication, both online and face to face.
3.4. Case Study 4: Employment Possibilities and Different Methods of Gathering Professional Competences

After finishing education, students are faced with the challenge of being competitive within the labour market. Working experience can be influenced by stereotypes that can effect employment opportunities. In order to explore how the attitudes of young students and employees are linked to employment opportunities or a lack of working experiences, students were asked to estimate the way professional experience was garnered through different types of activities: both volunteering and employment. Volunteering includes ‘activities or services that are valuable for the Republic of Croatia as a way of increasing quality of life, building social resources, supporting individual self-development and promoting democracy in society’ (Volunteering Act 2007). Volunteering policy includes the Volunteering Act (2007 and 2013) and the Ethical Codex of Volunteering (2008).

The core sample included 79 University students at the first year of the undergraduate Economy and Entrepreneurship Study Programme at the Faculty of Organization and Informatics. The students were 18-19 years old, (male 21.52%, female 78.48%). The SD PK Scale (designed by Vidaček-Hainš, 2015) was designed in order to explore student attitudes towards 10 different measuring objects. Measuring objects included volunteering, employment etc. The SD PK Scale uses a semantic differential rating scale, with 10 pairs of adjectives for each of 10 assessment objects (Osgood, 1957 in Strunga, A.C., 2014).

The whole PK SD Scale contains demographic variables such as gender and age and 10 objects for evaluation. Each object is evaluated with pair of adjectives (such as popular-unpopular, good-bad etc.). Answers were collected on voluntary basis and were anonymous.

The two items that measured attitudes towards different working experiences which are presented in Figure 3 include: 1. volunteering as non-formal way of gathering working experience and 2. employment (job) experience as a formal way of gathering professional competences.

![Figure 3: Attitudes towards Formal and Non-formal Ways of Gathering Professional Competences and Work Experience for people from under-represented groups (N=79)](image)

These results (Figure 3) show that students have slightly more positive attitudes towards volunteering comparing with the attitudes towards professional working experience. The reason...
could be that some of them have positive volunteering experiences with people with disabilities, athletes with disabilities, children with special needs etc… Volunteering can be a good opportunity for gathering professional competences and working experience in a friendly and non-competitive environment.

4. CONCLUSION
The different case studies present practical examples of inclusion of students from different under-represented groups in the process of higher education. National policy supports the inclusion of students with disabilities and provide strategies for institutional support through peer support, students support centres, professors and staff support as well as the support of subjects outside educational institutions (Kiš Glavas, 2016.).

The usage of information and communication technology and scenario-based learning that enables the development of digital competences was evaluated as more interesting and connected to real life, then the classical method of learning. The project ‘E-schools’ provides web platforms and ICT tools that helps in the integration of students from under-represented learning groups.

Equal opportunities in employment can be improved by avoiding gender stereotypes and providing standardised procedures during job interviews and further career development. According to research results, students and young employees still think that there is gender inequality in career planning and discrimination issues in general. Further research could provide better insight for those designing national policy, mechanisms of institutional support for education and employment of students from under-represented groups.
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ABSTRACT
The impact of firms characteristics on bank debt financing has always been a field of conflicts among economists (e.g. trade-off theory vs. pecking order theory). The pecking order theory predicts that firms holding more tangible assets are less prone to asymmetric information problems and reduce the agency cost. Generally the supply of bank loans is expected to be higher for firms with higher collateral. In the empirical literature, this relationship is not always confirmed. We analyse this phenomenon from three points of view: meta-analysis of literature, country level data and case of Poland. This study provides a systematic analysis of the empirical literature on the usage of bank debt by conducting a meta-analysis. In particular the problem of publication selection bias is discussed. We explore the sources of heterogeneity among studies including moderator variables in random- and fixed effects regressions. Our results indicate that there is an evidence of publication selection. Based on country level data we conclude that the impact of collateral on bank credit is negative. For Polish case we find that the impact of collateral on debt is positive, except for the subsample of large enterprises.
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1. INTRODUCTION
The aim of this study is to analyze a collateral and bank credit relation. On one hand, we conduct a meta-analysis, we make comparison of results differentiating between publications and verify publication selection bias, on the other, we explore the impact of collateral on bank loan financing based on the country level data and Polish firms level data.

Access to finance is key to business development. Investment, innovation and survival are not possible without adequate financing. In recent years, the uncertainty and instability caused by the economic crisis has affected businesses. The decreased international demand and increased competitiveness caused that both small and medium sized companies, and large firms faced greater difficulties in sustaining their profit levels and surviving in a unfavourable environment. Modigliani and Miller (1958) formed the basis of modern thinking on capital structure. They claimed that under the assumption of perfect markets where for example taxes and transaction costs do not exist the value of a company would be independent of the capital structure. Nevertheless, subsequent studies have examined the determinants of capital structure and provided new theories with different views on the determinants of capital structure: the pecking order theory, the trade-off theory, the agency theory, the market timing theory.

For collateral the pecking order theory predicts that firms holding more tangible assets are less prone to asymmetric information problems and reduce the agency cost. Generally the supply of bank loans is expected to be higher for firms with higher collateral. Firms operating in industries
characterized by a higher level of asset tangibility are expected to face lower credit constraints. Results of empirical researches are not always in line with this expectations.

We start with meta-analysis, the analysis of empirical analyses that attempts to integrate and explain the literature about some specific parameter. The purpose of meta-analysis is to provide objective and comprehensive summaries of researches conducted by different authors. Meta-analysis is aimed at finding explanation of variation in the regression results published by independent researchers and presenting a statistical conclusion (Sauerbrei and Blettner, 2003). In order to econometrically analyse the sources of heterogeneity in published effects of collateral on firms’ bank loans financing, we reviewed existing empirical studies. 30 studies on the determinants of bank loan financing, for which the dependent variables were constructed in a similar way were selected from the review of literature on sources of business financing (over 130 articles). Then we analyse collateral – bank credit phenomenon based on country level data. In the last phase we estimate a dynamic econometric model, describing how the long-term and short-term credit contracted by non-financial companies in Poland is affected by collateral. In the estimation we control for three categories of factors: macroeconomic (WIBOR3M and the effective currency rate), microeconomic – associated with the internal financial situation and structural.

2. LITERATURE REVIEW
The pecking order theory predicts that firms holding more tangible assets are less prone to asymmetric information problems and reduce the agency cost. Generally the supply of bank loans is expected to be higher for firms with higher collateral. Firms operating in industries characterized by a higher level of asset tangibility are expected to face lower credit constraints. When firms use tangible assets as collateral, they reduce the cost of bank loans by limiting exposure and asset-substitution problems (Myers and Majluf, 1984; Detragiache, 1994; Boot et al., 1991; Leeth and Scott, 1989; among others). As a result higher levels of tangibility would imply more bank debt. Petersen and Rajan (1994) report that large firms with a high level of tangible assets use more bank credit. Cole (2008) shows that firms in certain industries, such as construction, manufacturing and transportation, are thought to be more creditworthy because they typically have more tangible assets that can be used as collateral than do firms in other industries, such as business services. Bougheas et al. (2004) confirm that the short-term debt share in total liabilities is higher for companies with a lower level of collateral. A higher collateral level provides greater access to long-term funding, thereby reducing the long-term debt share in total debt. Dewaelheyns and Van Hulle (2007) indicate that large companies with a high share of fixed assets in total assets use bank credit to a greater extent, while firms belonging to capital groups prefer internal financing, due to its lower cost. Cole (2010) finds that firms having less tangible assets do not use bank credit. According to findings presented by Liberti and Sturgess (2012), collateral – and non-specific collateral in particular – is a channel through which borrowers can mitigate bank-specific lending channel effects without turning to alternate lenders in the credit market. Firms with a low collateral level and a high probability of bankruptcy experience worst consequences of the shock. Companies pledging specific collateral (such as inventories, machinery and equipment, accounts receivable, guarantees and promissory notes) experience a smaller decline in lending when exposed to credit supply shock. Borrowers with a low creditworthiness, less collateral and generating lowest returns experience greatest declines in lending in response to the credit supply shock. Borrowers pledging non-specific collateral (real estate, cash and liquid securities) experience lower cuts in lending under a bank-wide credit supply shock. Jiménez et al. (2013) prove that firms with more tangible assets or cash tend to contract less new loans, relying on internal financing rather. The decisions on granting loans to businesses with certain specifications differ
depending on the interest rate. Collateral is less important during the credit market constriction. The balance channel of monetary policy impulses transmission is based on the fact that the changes of interest rates lead to the changes in the values of collateral offered as security by potential debtors. The loss of value may force the businesses to limit the investment expenditure because their credit standing becomes weaker (Bernanke and Gertler, 1995). The increase of interest rates results in the drop of share prices and reduction of the cash flow value. It also decreases the value of the asset to be used as collateral and thus may lead to lower credit supply. The amount of the loan taken by businesses may be limited by the value of owned assets used as payment security.

3. PUBLICATION SELECTION BIAS
Stanley and Jarrell (1989) considered why do researchers come to such different findings when they are investigating the same phenomenon. Is it because of statistical methods, model misspecifications, different data sets? The authors offered a quantitative methodology for reviewing the empirical economic literature. Proposed meta-regression analysis is the regression analysis of regression analyses. Meta-regression analysis not only recognizes the specification problem but also attempts to estimate its effects by modelling variations in selected econometric specifications.

There is a probability that the results obtained by the researchers may be affected by the problem of statistical significance selection (so-called: publication selection bias). The selection of publications occurs when the researchers and reviewers prefer the statistically significant results.

The funnel graph is a classic method used for the identification of the publication selection bias. It is a distribution diagram for the precision (measured usually as the inverse of the standard error) from the estimated coefficient. In the case of the absence of the publication selection bias, the diagram should resemble an upside down funnel – wide at the base, tapering as the values on the vertical axis increase. The funnel diagram should also be symmetrical, regardless of the value of the true effect, at which the estimations should converge.

30 studies on the determinants of financing with bank loans, for which the dependent variables were constructed in a similar fashion were selected from the review of literature on business financing sources (over 130 articles). Finally, 119 regressions from 22 publications were selected for further analysis.

The publications to date obtained positive, negative and insignificant estimations for collateral coefficient (Table 2). The lack of publication selection is evident when the estimated parameters change randomly and symmetrically around the “true” population effect. The asymmetry of the graph can be used as an evidence of the presence of publication bias in the literature. Based on the graphical analysis, Figure 1 indicates publication selection. It is worth noting that man econometric decisions, such as omission of variables, selection of the estimation method or functional form can also change the shape of the chart. However, the discussed sources of variance may be described as bias related to wrong model specification. Furthermore, the heterogeneity of the “true effect” between the studies, caused by the application of different sets of data for different times and countries may be the reason for the asymmetry in the funnel chart, even in the case of the lack of publication selection bias.

In Figure 1, the top point approaches the value near 0 and the mean of all collateral estimations is 0,089 – far more than the top chart value. The expected upside down funnel shape is determined by heteroscedasticity. The studies on small samples characterised by larger standard
errors and the resulting lower precision are located on the bottom of the diagram which results in the more dispersed base of the chart. Figure 2 illustrates how the parameter estimations changed in time. There is no clear correlation visible for collateral.

In order to identify if there is publication bias in our meta-samples we follow Stanley et al. (2008) and we estimate equation (1).

\[ t_i = \beta_{SE} + \beta_e \left( \frac{1}{SE_i} \right) + v_i \]  

(1)

where: \( t_i \) – distribution, \( SE_i \) – standard deviation, \( \beta_{SE}, \beta_e \) – unknown parameters, \( v_i \) – random error.

Testing whether the constant is equal to zero (H₀: \( \beta_{SE} = 0 \)) is equivalent to the testing of distribution asymmetry and can be used as the measurement of the occurrence of the effect of the publication selection bias on the results referred to precision-effect test (PET) (Egger et al., 1997; Stanley, 2008; Stanley, Doucouliagos, 2012). Whereas, testing whether the \( \beta_e \) parameter is equal to zero (H₀: \( \beta_e = 0 \)) shows the direction of the bias with the studied effect (Egger et al., 1997; Stanley, 2008).

However, like any regression model, the estimates can be biased when important explanatory variables are omitted. Therefore, we need to include moderator variables to control for the possible heterogeneity across studies. Finally we perform a meta-regression analysis, incorporating into the model 21 possible moderators that take into account the study heterogeneity.

Like in any regression model, the estimates of MRA’s coefficients can become biased when important explanatory variables are omitted. MRA model (1) can be expanded to include variables, \( Z_k \), that explain variation in estimates and other factors, and \( K_j \), that are correlated with the publication selection process itself.

\[ t_i = \beta_{SE} + \sum \gamma_j K_{ij} + \beta_e (1/SE_i) + \sum \alpha_k Z_{ik}/SE_i + v_i \]  

(2)

where: \( K \) variables may affect the likelihood of being selected for publication. \( Z \) variables may affect the magnitude of the estimator. In the meta-analysis the equation for the FAT and PET tests is estimated by both random and fixed effects models.1

In order to confirm the results on the chart, which are often a subjective assessment of the researcher, the regression described by formula (1) was estimated. The results from the FAT test indicate that type I publication bias is present only in the case of assets structure, company size investigation (Table 3 – publication selection bias). The FAT tests in other categories fail to prove its presence. The PET tests’ reject statistical difference of these estimates from zero. Adding moderator variables to Eq. (1) yields a weighted least-squares meta-regression model (FE – fixed effects) and method-of-moments (RE – random effects) of heterogeneity and publication bias. We present the results of Tau2 test for within variance of residuals (Table 3). For models estimated by Method of Moments we got Q statistics. The null hypothesis states that fixed effects model is correct. Q statistics for our models are large and their p-values are equal to zero. The real value of the actual effect probably varies between research, what means that the data are not consistent with the assumptions of fixed effects models.

Testing whether the constant is equal to zero is used as the measurement of the occurrence of the effect of the publication selection bias. We find that the intercepts in regressions for

---

1 The difference between the fixed effects and random effects estimates (for a weighted average estimates) can be the probable indicator of the effect of the selection of publications. This difference occurs because the less precise estimates are more biased in random effects models compared to fixed effects models. Random effects models reflect unobserved heterogeneity, which may be real or appears as the result of the methodology. Biase of the standard errors of estimates may also occur. It means that the more precise estimates may indicate on bias or inefficiency. Using random effects models can eliminate inefficiency or incorrect outliers. As a consequence of the foregoing we are using random effects and fixed effects models in this study.
profitability, assets structure and company size are significant (Table 3 – publication selection bias). The inclusion of potential sources of heterogeneity removes publication bias just for the case of company size.

Potential explanatory variables included in meta-regression analysis are presented in Table 4. We include moderator variables to control for heterogeneity across studies. Table 3 presents the results of the reduced models, as during estimation, we observed that some moderator variables are not important in contributing to the potential source of heterogeneity, as they are not statistically significant.

We find now that precision coefficients in regressions for collateral (0.85) is significant (Table 3 – publication selection bias + heterogeneity). Estimates for the $\beta_e$ parameter show the direction of the bias. In case of collateral we observe a negative bias. More often cited studies report collateral estimates that are larger (on average 5e-06 lower). Furthermore, analysis with higher number of firms included are likely to report lower collateral estimates (on average 0.007 higher).

In summary, the results of the meta-analysis show the occurrence of the publication selection bias in the case of collateral. One reason for that can be wrong model specification, another reason may be connected with pressure for obtaining a statistically significant estimator.

4. ANALYSIS OF COUNTRY LEVEL DATA
The objective of this part of the paper is to explore relation between collateral and bank credit in European countries. The sample was obtained from the database of the European Committee of Central Balance Sheet Data Offices (BACH / ESD, 2013) and encompasses European countries for the period 2000-2014. BACH (Bank for the Accounts of Companies Harmonized) is a database of aggregated and harmonized accounting data of non-financial companies in European countries, based on their national accounting standards. The database currently includes data for 11 countries (Austria, Czech Republic, France, Germany, Italy, Poland, Portugal, Slovakia, Spain and Belgium, Netherlands). The data sources for this database include financial statements (balance sheets and income statements) of individual non-financial corporations.

Based on Figures 8-12 we may see that macroeconomic effects are crucial as company financing methods differ significantly between countries. Equity is most prevalent among enterprises in Poland, Netherlands and Czech Republic while total debt is most widespread among enterprises in Austria, Portugal, Germany and Italy, where bank loans play a greater role. What we see in Table 5 is that at the country level tangibility, profitability, size of a companies and Interests on financial debts/Total Assets are significant for bank loans in case of whole sample. Based on estimation of parameters, we note that collateral significantly determines the bank loan financing in the investigated countries, when considering the small and medium-sized companies. For both groups the impact is negative. The profitability of companies doesn’t differentiate the use of bank credit to finance activities in the analyzed countries, regardless the size of firms. Interests on financial debts in small and large companies significantly differentiate the use of bank credit in countries. A similar conclusion was obtained for logarithm of total assets.

5. A CASE OF POLAND
Database used in the article was created on the basis of the financial statements of companies listed on the Warsaw Stock Exchange, Newconnect or the Central Table of Offers (CeTO), operating in the years 1998-2015. We focused on non-financial enterprises, which, according
to the Central Statistical Office results in exclusion from the study firms operating (according to the Polish Classification of Activities, 2007) in section A (Agriculture, forestry, hunting and fishing), K (Financial and insurance activities) and O (public administration and defense, compulsory social security). In addition section T (Activities of households, households producing goods and providing services for their own needs) and Section U (extraterritorial organizations and bodies) were removed. Furthermore, some variables include outliers in only the upper values, so we truncate the sample at the 99 percentile to exclude these outliers. When variables include outliers in both the upper and lower values, we truncate at both the 0.5 and 99.5 percentiles of the sample.

Table 6 provides some summary statistics. As shown, the average share of total liabilities in the balance sheet total amounts is about 40%, which means that the Polish listed companies to a large extent finance with the foreign capital (Table 6). In the sample leverage ranges from 0 to 98%. Analyzing the chart of variation of leverage over time we see that the highest average amount of leverage was achieved in 2002, which was the result of significant increases in the stock market. A significant decrease in leverage in 2007 was a reaction to the restrictive monetary policy - a rise in interest EURIBOR3M and LIBOR3M, as well as the growing trend of market interest rates on bank loans, interest WIBOR3M. The increase in market interest rates on bank loans and interest WIBOR3M resulted in a decrease in debt lasting until the beginning of 2008. In 2011, an increase in leverage was observed in response to the decline in market interest rates on bank loans and interest rates in 2010. Restrictive monetary policy in 2000, 2004 and 2007 resulted in a decrease in leverage. On the other hand, the policy of low interest rates in 2003 and 2006 and in the years 2009-2010 (WIBOR3M and market interest rates on loans) caused an increase in leverage. This points to the fact that monetary policy determines the structure of financial companies.

A dynamic econometric model has been estimated, describing how the long-term and short-term credit contracted by non-financial companies in Poland is affected by three categories of factors: macroeconomic (WIBOR3M and the real effective currency rate), microeconomic – associated with the internal financial situation and structural. Parameters were estimated using the robust system GMM (Generalised Methods of Moments) estimator 13 (see: Arellano & Bover, 1995; Blundell & Bond, 1998).

According to the static and dynamic theory of trade-off the companies maintain the optimal level of leverage, and quickly adapt to the aimed value in the case of any deviations. The theory of the hierarchy of sources of funding and market timing exclude the existence of an optimal debt ratio. Researchers verify the validity of these theories by estimation of coefficient of the speed of adjustment. A high value of coefficient confirms the validity of the theory of trade-off. Based on the literature, it was observed that the coefficient reaching a value above 20% is considered to be high. However, the authors suggest that the slow rate of adjustment does not indicate a rejection of the hypothesis according to which the companies have an optimal capital structure. This slow rate may result from the existence of high adjustment costs that exceed the costs of staying outside the optimum. In our study the estimate of coefficient for lagged dependent variable is 58.45%. It means that companies adjust its current level of leverage to the optimal value at a rate of 41.55% per year (which means that companies need 1.3 years to reduce half of the distance to the optimum leverage). In comparison with results obtained by other researchers it is relatively high rate. The high values, 34% and 46% were received, among others, by Flannery and Rangan (2006) and Cook and Tang (2010) respectively. Fama and French (2002) and Huang and Ritter (2005) interpret the obtained slow rate of adjustment to support the theory of the hierarchy of sources of funding.
The size of the company shows a positive correlation with the level of leverage. This confirms the assumption of the theory of trade-off, the more profitable companies have a larger share of foreign capital in total assets. Large enterprises finance investments through external sources, in particular the long-term bank loan and sale of securities. Firms that generate higher revenues, having more bargaining power and better access to credit have lower credit margins and increased foreign capital in the capital structure. Smaller companies finance mainly with profits generated or contributions owners.

We find that debt decreases with increasing profitability and effective tax rate. The results confirm the validity of the theory of the hierarchy of sources of financing, according to which companies capable to generate high profits have a greater tendency to use equity than foreign capitals. High taxes result from the large revenues that reduce the need for debt.

Growing companies have a greater need of capital, and therefore rely on external financing. The increase in sales is not able to meet the financial needs due to the problem of gridlock. According to the theory of the hierarchy of sources of finance companies prefer debt issue than shares. Our results indicate a positive correlation between the level of leverage and growth opportunities, which confirms the validity of the theory.

Tangible fixed assets may be treated as a collateral. The higher share of fixed assets in total assets reduces the lender's risk and increases the access to external capital, which is consistent with the theory of trade-off. Agency costs and information asymmetry can cause that lenders require guarantees in the form of collateral on fixed assets, and therefore expected positive impact of this variable on the size of the debt ratio. The variable asset structure works with lags, as the basis for verification of the credit are the financial statements for the previous year.

Liquidity is defined as the company's ability to timely repayment of current liabilities. Companies with high liquidity have a greater ability to pay the debt and therefore should use the foreign capital as a main source of funding. We got a positive relation between the level of debt and liquidity, which testifies to the support of the theory of substitution.

Non-interest tax shield is an important factor affecting the capital structure. It arises as a result of the existence of other than interest on borrowed capital, items that reduce the tax base, such as depreciation. In our study, non-interest tax shield reduces debt, which indicates that companies use rather depreciation than the interest paid on the debt. The results are consistent with the theory of substitution. In turn, the interest tax shield has a positive impact on the level of leverage.

It is assumed that companies with high expenditure on research and development prefer equity financing. However, our results indicate a positive relationship between intangible assets and the debt ratio. According to the theory of signaling, a well-developing companies increase the involvement of foreign capitals to signal the good prospects for the future.

In the case of other explanatory variables used in the model, theories regarding the choice of the capital structure does not give a clear indication as to the direction of the expected impact on the level of debt. The negative impact of the inverted index bankruptcy on leverage points to the fact that companies having a higher probability of bankruptcy are less likely to benefit from the financing of foreign capital. This may involve the fact that the threatened with bankruptcy companies will not be able to repay its liabilities. The median leverage in the sector
is an important determinant of the debt ratio. Companies operating in the same industry are affected by a similar environment: market fluctuations, the impact of state institutions or changes in the market of suppliers and customers, which indicates the existence of a positive relationship between the variables.

The survey was repeated for industrial and service companies separately. High rate of adjustment of the current level of debt to the optimal level for both industrial (35.83%) and service companies (41%) proves the existence of an optimal capital structure and rapid effort to achieve it, regardless of the industry. The results are just slightly different in terms of the factors that influence the choice of debt in these two sectors of the economy. In both subgroups the same variables occurred to be significant determinants of debt. However, for industrial companies growth opportunities and the share of intangible assets in total assets have a negative impact on the dependent variable. The negative relationship between the debt and growth opportunities, according to the theory of substitution, reflects that costs of the financial risk (including bankruptcy) increase with the expected growth of the company, forcing managers to reduce debt in the capital structure. For service companies the relation is consistent with the theory of the hierarchy of sources of funding. Summing up, the influence of most variables used in the model indicates to the theory of substitution in case of Polish listed companies, irrespective of the sector of the business.

Due to the fact that the size of the company may affect its access to capital markets, the risk of bankruptcy and economies of scale in contracting capital, a model was estimated for small and large companies separately. An important conclusion derived from the analysis is that large companies slowly adjust the current level of debt to the optimal size. The adjustment rate for large companies is only 23.54%, while in the case of small firms it is 44.55%. This is because large companies are characterized by lower volatility of cash flow, and therefore meet lower costs associated with a deviation from an optimal debt. Although the adjustment process in large companies is slower than in small firms, based on the literature for both cases it is referred as fast.

It turns out that for large companies, as in the case of industrial firms, growth opportunities and the share of intangible assets in total assets are negatively correlated with the level of debt. This is because the highly developing smaller businesses have a greater financial needs, so they lend more. The increase in sales is not able to meet the financial needs of small businesses because of the gridlock. For large companies an increase in sales growth increase the possibility of self-financing, which reduces the need for external financing. In large companies, payment backlogs are of minor importance, and sales growth results in an increase in revenues from debt repayment. Another difference between small and large companies is the negative impact of collateral on the level of leverage in the case of large enterprises. Higher fixed assets increase the availability of external capital as they reduce the risk of the lender. Therefore, the positive impact of collateral on debt is expected. However, for large enterprises increase in fixed assets reduces the demand for foreign capital financing. For smaller companies assets held in year t-1 increase debt, as they constitute collateral. This is because the basis for verification of the creditworthiness is the financial statements for the previous year. Moreover, in the case of large companies, variable non-interest tax shield is irrelevant. This is due to the fact that large businesses borrow more in order to maximize tax benefits. Smaller companies receive tax savings mainly due to depreciation, rather than the interest paid on the debt. Despite minor differences in the estimates of parameters, the impact of most variables points to the application of the theory of substitution in Polish listed companies, regardless of company size.
6. CONCLUSION
In this study we analyze a collateral and bank credit relation. This study pursues two objectives: on one hand, we conduct a meta-analysis, we make comparison of results differentiating between publications and verify publication selection bias, on the other, we explore the determinants of bank loan financing based on the country level data and Polish firms level data. The described study is the continuation of the previous meta-analyses of the authors (Białek-Jaworska, Dzik-Walczak, Nehrebecka, 2015). The benefit of this work is that, by aggregating results across a large number of investigations and exploiting between-study design variation, we point variables that modify them more precisely than could be done through qualitative review.

In the publications regarding bank loans, the publication selection bias was found for collateral estimates. When analyzing the determinants of bank loan financing based on the country level data we found that equity is most prevalent among enterprises in Poland, Netherlands and Czech Republic while total debt is most widespread among enterprises in Austria, Portugal, Germany and Italy, where bank loans play a greater role. At the country level collateral is significant for bank loans and the impact that we get is negative. Based on the empirical analysis of Polish firms we conclude that the long-term and short-term debt contracted by non-financial companies is affected by three categories of factors: macroeconomic, microeconomic and structural. We find that the impact of collateral on debt is positive, except for the subsample of large enterprises.
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Figure 1. Collateral: relation between the parameter estimation and the inverse of the standard deviation.
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Source: own study based on the review of empirical literature.

Figure 2. Collateral: change of estimated values in time.
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Source: own study based on the review of empirical literature.
Figure 7. Galbraith plot for the effect of collateral on bank credit financing

Source: own study based on the review of empirical literature.

Figure 8. Weight of each source of financing on total liabilities

Source: own study based on BACH DATABASE.
Figure 9. Bank credit on total assets

Source: own study based on BACH DATABASE.

Figure 10. Bank credit and Collateral relation

Source: own study based on BACH DATABASE.
Table 1. List of articles included in the last phase of the meta-analysis

<table>
<thead>
<tr>
<th>Authors and title</th>
<th>Years of research</th>
<th>Country</th>
<th>Publications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demiroglu et al. (2012) Bank lending standards and access to lines of credit</td>
<td>1996-2004</td>
<td></td>
<td>Journal of Monetary, Credit and Banking</td>
</tr>
<tr>
<td>Jiménez, Ongena, Peydro, Saurina (2010), Credit supply identifying balance-sheet channel with loan applications and grantem loans,</td>
<td>1992-2006</td>
<td>Spain</td>
<td>Bank of Spain mimeo</td>
</tr>
<tr>
<td>Jiménez, Ongena, Peydro., Saurina, (2009), Monetary Policy and Credit Crunch: Identifying Simultaneously the Bank Lending and Balance Sheet Channels</td>
<td>2002-2010</td>
<td>Spain</td>
<td>European Banking Center Discussion Paper</td>
</tr>
<tr>
<td>Love, Peria (2014)</td>
<td>2002-2010</td>
<td>80 countries</td>
<td>World Bank Econ Rev</td>
</tr>
</tbody>
</table>

Source: own study based on the review of empirical literature.
Table 2. Summary statistics for the effect of collateral on bank loan financing

<table>
<thead>
<tr>
<th>Variable</th>
<th>The direction of impact</th>
<th># regressions</th>
<th>Mean</th>
<th>Median</th>
<th>SE</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixed Assets / Total Assets</td>
<td>+</td>
<td>27</td>
<td>0.089</td>
<td>0.139</td>
<td>0.202</td>
<td>-0.401</td>
<td>0.524</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>15</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Not</td>
<td>12</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Source: own study based on the review of empirical literature.

Table 3. Linear regression results for publication selection bias

<table>
<thead>
<tr>
<th>Variables</th>
<th>b (se)</th>
<th>Publication selection bias</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>FE</td>
</tr>
<tr>
<td>1/se</td>
<td>-0.1139***</td>
<td>(0.0362)</td>
</tr>
<tr>
<td>constant</td>
<td>2.1118***</td>
<td>(0.5891)</td>
</tr>
<tr>
<td>Publication selection bias</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model</td>
<td>Publication bias (K-variables)</td>
<td>FE</td>
</tr>
<tr>
<td>Constant</td>
<td>0.7868***</td>
<td>(0.1682)</td>
</tr>
<tr>
<td>No. of firms</td>
<td>-5.44e-06***</td>
<td>(9.9e-07)</td>
</tr>
<tr>
<td>Study citations</td>
<td>0.00678**</td>
<td>(0.0034)</td>
</tr>
<tr>
<td>Genuine empirical effects (Z-variables)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/se</td>
<td>-0.1085***</td>
<td>(0.0096)</td>
</tr>
<tr>
<td>Sector fixed-effects /se</td>
<td>0.1445***</td>
<td>(0.0335)</td>
</tr>
<tr>
<td>N</td>
<td>46</td>
<td></td>
</tr>
<tr>
<td>F (Ho: K variables are jointly not significant)</td>
<td>F(2, 41) = 17.31</td>
<td>Prob &gt; F = 0.0000</td>
</tr>
<tr>
<td>Test for residual between-study variance (of tau2=0)</td>
<td>Q_res (41 df) = 1001.21</td>
<td>Prob &gt; Q_res = 0.0000</td>
</tr>
</tbody>
</table>

* Significant at 10%, ** Significant at 5%, *** Significant at 1%. Mean error values are enclosed in round brackets.
Source: own study based on the review of empirical literature.
### Table 4. Potential Explanatory Variables for Meta-Regression Analysis

<table>
<thead>
<tr>
<th>Variables</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Data Characteristics</strong></td>
<td></td>
</tr>
<tr>
<td>Panel data</td>
<td>1 if panel data are used (cross-sectional data are the base)</td>
</tr>
<tr>
<td>Time span</td>
<td>The number of years of the data used</td>
</tr>
<tr>
<td>No. of firms</td>
<td>Sample size/time span</td>
</tr>
<tr>
<td>Average year</td>
<td>Average year of the data used</td>
</tr>
<tr>
<td>Year of publication</td>
<td>Year when an article was published</td>
</tr>
<tr>
<td>Large</td>
<td>1 if large enterprises are investigated</td>
</tr>
<tr>
<td>Capital groups</td>
<td>1 if capital groups are investigated</td>
</tr>
<tr>
<td><strong>Estimation Characteristics</strong></td>
<td></td>
</tr>
<tr>
<td>Differences</td>
<td>1 if the regression is estimated in differences</td>
</tr>
<tr>
<td>Year fixed-effects</td>
<td>1 if year fixed-effects are included</td>
</tr>
<tr>
<td>Sector fixed-effects</td>
<td>1 if sector fixed-effects are included</td>
</tr>
<tr>
<td>OLS</td>
<td>1 if OLS used for estimations (random effects, GMM, WLS, and others as a base)</td>
</tr>
<tr>
<td>Macro</td>
<td>1 if macroeconomic conditions variables are included</td>
</tr>
<tr>
<td>One-step estimations</td>
<td>1 if coefficients are estimated in one-step</td>
</tr>
<tr>
<td><strong>Specification Characteristics</strong></td>
<td></td>
</tr>
<tr>
<td>Firm size</td>
<td>1 if the specification controls for firm size (sector competition)</td>
</tr>
<tr>
<td>One country</td>
<td>1 if one country firms are included in the regression</td>
</tr>
<tr>
<td>Lagged spillover</td>
<td>1 if the coefficient represents lagged foreign presence</td>
</tr>
<tr>
<td>Europe</td>
<td>1 if European countries are investigated</td>
</tr>
<tr>
<td><strong>Publication Characteristics</strong></td>
<td></td>
</tr>
<tr>
<td>Publication date</td>
<td>The publication year of the study</td>
</tr>
<tr>
<td>Published</td>
<td>1 if the study was published in a peer-reviewed journal</td>
</tr>
<tr>
<td>Study citations</td>
<td>Study citations in Google Scholar per age of the study, as of May 2016</td>
</tr>
<tr>
<td>Journal rank</td>
<td>1 if the study published in high journal rank, 2013 ISI impact factor</td>
</tr>
<tr>
<td>Working paper</td>
<td>1 if research is a working paper</td>
</tr>
</tbody>
</table>

Source: own study based on the review of empirical literature.

### Table 5. Country data level analysis of bank loans *(Continues on the next page)*

<table>
<thead>
<tr>
<th>Variable</th>
<th>Whole sample</th>
<th>Small firms</th>
<th>Medium firms</th>
<th>Large firms</th>
<th>Random-effects linear models with an AR(1) disturbance</th>
<th>Random-effects linear models with an AR(1) disturbance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RE</td>
<td>GLS</td>
<td>RE</td>
<td>GLS</td>
<td>RE</td>
<td>GLS</td>
</tr>
<tr>
<td>Collateral</td>
<td>-0.187</td>
<td>-0.124</td>
<td>(0.038)</td>
<td>(0.035)</td>
<td>-0.041</td>
<td>-0.170</td>
</tr>
<tr>
<td><em>(Fixed Assets / Total Assets)</em></td>
<td>[-5.3]</td>
<td>[-3.3]</td>
<td>[-0.6]</td>
<td>[-3.0]</td>
<td>[-4.3]</td>
<td>[-3.4]</td>
</tr>
<tr>
<td>Profitability</td>
<td>-0.489</td>
<td>-0.225</td>
<td>(0.095)</td>
<td>(0.130)</td>
<td>0.122</td>
<td>-0.085</td>
</tr>
<tr>
<td><em>(ROA = Net Income / Total Assets)</em></td>
<td>[-3.8]</td>
<td>[-2.4]</td>
<td>[0.4]</td>
<td>[0.234]</td>
<td>[0.4]</td>
<td>[-0.4]</td>
</tr>
<tr>
<td>Interests on financial debts/ Total Assets</td>
<td>0.743</td>
<td>1.325</td>
<td>(0.370)</td>
<td>(0.421)</td>
<td>1.844</td>
<td>1.423</td>
</tr>
<tr>
<td></td>
<td>[1.8]</td>
<td>[3.6]</td>
<td>[2.9]</td>
<td>[3.2]</td>
<td>[0.638]</td>
<td>[0.441]</td>
</tr>
</tbody>
</table>

Source: own study based on the review of empirical literature.
### Size (Logarithm of Total Assets)

<table>
<thead>
<tr>
<th></th>
<th>Estimate</th>
<th>p-value 1</th>
<th>Estimate</th>
<th>p-value 2</th>
<th>Estimate</th>
<th>p-value 3</th>
<th>Estimate</th>
<th>p-value 4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>[-1.7]</td>
<td></td>
<td>[-2.6]</td>
<td></td>
<td>[-4.9]</td>
<td></td>
<td>[-1.3]</td>
</tr>
<tr>
<td></td>
<td>-0.553</td>
<td>(0.366)</td>
<td>-1.386</td>
<td>(0.589)</td>
<td>1.522</td>
<td>(0.618)</td>
<td>-1.177</td>
<td>(0.486)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>39.08</td>
<td>9</td>
<td>45.209</td>
<td>12.014</td>
<td>6.552</td>
<td>10.83</td>
<td>33.412</td>
<td>9.925</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(7.893)</td>
<td></td>
<td>(5.0)</td>
<td></td>
<td></td>
<td></td>
<td>(10.193)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[5.3]</td>
<td></td>
<td>[3.8]</td>
<td></td>
<td></td>
<td></td>
<td>[3.4]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Diagnostic Statistics

<table>
<thead>
<tr>
<th>Diagnostic</th>
<th>Statistic</th>
<th>p-value</th>
<th>Statistical tests</th>
<th>p-value</th>
<th>Statistical tests</th>
<th>p-value</th>
<th>Statistical tests</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test for panel-level heteroskedasticity</td>
<td>151.33</td>
<td>0.000</td>
<td>0</td>
<td>0</td>
<td>158.15</td>
<td>0.000</td>
<td>2.13</td>
<td>0.9952</td>
</tr>
<tr>
<td>Test for panel-level autocorrelation</td>
<td>29.476</td>
<td>0.000</td>
<td>0</td>
<td>0</td>
<td>13.669</td>
<td>0.004</td>
<td>52.296</td>
<td>0.000</td>
</tr>
<tr>
<td>Test of cross sectional independence</td>
<td>1.816</td>
<td>0.069</td>
<td>4</td>
<td>0.802</td>
<td>0.422</td>
<td>0.466</td>
<td>5.057</td>
<td>0.0171</td>
</tr>
</tbody>
</table>

Mean error values are enclosed in round brackets, t Student – in square brackets.

Source: own study based on BACH DATABASE.

### Table 6. Description of variables used in the debt of polish enterprises model

<table>
<thead>
<tr>
<th>Variable</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Debt1</td>
<td>(Long-term debt+ Short-term debt) / Total assets</td>
</tr>
<tr>
<td>Debt2</td>
<td>Short-term debt / Total assets</td>
</tr>
<tr>
<td>Debt 3</td>
<td>(Long-term debt+ Short-term debt) / (Total debt+Equity-Revaluation reserve)</td>
</tr>
</tbody>
</table>

#### Firms’ characteristics

- **Company size**: Logarithm of revenues
- **Profitability**: EBIT/ total assets
- **Collateral**: Tangible assets/total assets
- **Non-interest tax shield**: Depreciation/total assets
- **Interest tax shield**: Interest/total assets
- **Intangible assets**: Intangible assets/total assets
- **Growth opportunities**: (Revenue from sales (t) – Revenue from sales (t-1)) / Revenue from sales (t-1)1
- **Current ratio measure**: Current assets/Short-term liabilities
- **Quick ratio measure**: Current assets and inventories/Short-term liabilities
- **Effective tax rate**: The current part of income tax/profit before tax
- **Inverted index bankruptcy**: Nehrebecka, Dzik (2016)
- **Grants**: Binary variable, takes 1 if firm got grants
- **IAS**: Binary variable, takes 1 if firm have set of basic accounting records which are prepared and audited in line with IAS

#### Macroeconomic variables

- **GDP**: The growth of Gross Domestic Product
- **WIBOR3M**: 3-month WIBOR interest rate
- **REER**: Effective rate of exchange
Table 7. Descriptive statistics of variables used in the model

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>Std. dev</th>
<th>Q1</th>
<th>Median</th>
<th>Q3</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Debt</td>
<td>0.3928</td>
<td>0.2137</td>
<td>0.2240</td>
<td>0.3814</td>
<td>0.5493</td>
<td>0.0000</td>
<td>0.9821</td>
</tr>
<tr>
<td>Revenues</td>
<td>536923</td>
<td>2769538</td>
<td>22256</td>
<td>79039</td>
<td>255306</td>
<td>0.0000</td>
<td>7900000</td>
</tr>
<tr>
<td>Profitability</td>
<td>0.0691</td>
<td>0.0846</td>
<td>0.0015</td>
<td>0.0465</td>
<td>0.0965</td>
<td>0.0000</td>
<td>0.7770</td>
</tr>
<tr>
<td>Collateral</td>
<td>0.2661</td>
<td>0.2218</td>
<td>0.0729</td>
<td>0.2224</td>
<td>0.4102</td>
<td>0.0000</td>
<td>0.9673</td>
</tr>
<tr>
<td>Non-interest tax shield</td>
<td>0.0363</td>
<td>0.0334</td>
<td>0.0136</td>
<td>0.0294</td>
<td>0.0489</td>
<td>0.0000</td>
<td>0.4537</td>
</tr>
<tr>
<td>Interest tax shield</td>
<td>0.0066</td>
<td>0.0105</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0101</td>
<td>0.0000</td>
<td>0.0054</td>
</tr>
<tr>
<td>Intangible assets</td>
<td>0.0312</td>
<td>0.0796</td>
<td>0.0008</td>
<td>0.0048</td>
<td>0.0198</td>
<td>0.0000</td>
<td>0.8654</td>
</tr>
<tr>
<td>Growth opportunities</td>
<td>0.1630</td>
<td>0.3772</td>
<td>-0.0537</td>
<td>0.0942</td>
<td>0.2989</td>
<td>-0.4331</td>
<td>1.1907</td>
</tr>
<tr>
<td>Current ratio measure</td>
<td>2.2986</td>
<td>1.9178</td>
<td>1.1179</td>
<td>1.5883</td>
<td>2.6870</td>
<td>0.5611</td>
<td>8.3258</td>
</tr>
<tr>
<td>Effective tax rate</td>
<td>0.0669</td>
<td>0.1103</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.1480</td>
<td>0.0000</td>
<td>0.3420</td>
</tr>
<tr>
<td>Inverted index bankruptcy</td>
<td>1.0447</td>
<td>2.2484</td>
<td>0.3887</td>
<td>1.0000</td>
<td>1.8662</td>
<td>-4.6108</td>
<td>6.1899</td>
</tr>
<tr>
<td>Median sector debt</td>
<td>0.3737</td>
<td>0.0949</td>
<td>0.3089</td>
<td>0.3552</td>
<td>0.4397</td>
<td>0.2477</td>
<td>0.6204</td>
</tr>
</tbody>
</table>

Table 8. Debt determinants – model estimation results. (Continues on the next page)
<table>
<thead>
<tr>
<th></th>
<th>GDP</th>
<th>19th International Scientific Conference on Economic and Social Development</th>
<th>Melbourne, Australia, 9-10 February 2017</th>
</tr>
</thead>
<tbody>
<tr>
<td>Growth opportunities</td>
<td>0.035</td>
<td>*                           *                           0.076                           0.019                           -                           -</td>
<td>0.08                           0.04                           *                           *</td>
</tr>
<tr>
<td></td>
<td>* 8</td>
<td>0.012                        0                           7                           0.011                        27                           81</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.00</td>
<td>(0.00)                       (0.00)                        (0.00)                        9                           (0.0)                        (0.0)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>(0.00)                       21                           27                           (0.00)                        014                           012</td>
<td></td>
</tr>
<tr>
<td></td>
<td>55</td>
<td>68</td>
<td></td>
</tr>
<tr>
<td>Current ratio measure</td>
<td>0.002</td>
<td>*                           0.005                        0.005                        0.003                        0.015                        -                           -</td>
<td></td>
</tr>
<tr>
<td></td>
<td>* 9</td>
<td>2                           5                           1                           6                           0.00                           25</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.00</td>
<td>(0.00)                       (0.00)                       (0.00)                        0.00                        08                           (0.0)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>02</td>
<td>(0.00)                       06                           03                           06                           11                           (0.0)                        004</td>
<td></td>
</tr>
<tr>
<td>Effective tax rate</td>
<td>-</td>
<td>-                           -                           -                           -                           -                           -                           -                           -</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.093</td>
<td>*                           0.050                        0.043                        0.063                        0.028                        0.06                           06</td>
<td></td>
</tr>
<tr>
<td></td>
<td>* 4</td>
<td>3                           3                           1                           2                           96                           98</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.00</td>
<td>(0.00)                       (0.00)                       (0.01)                        (0.00)                       (0.0)                        (0.0)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>44</td>
<td>62                           57                           08                           72                           044                           038</td>
<td></td>
</tr>
<tr>
<td>Inverted index bankruptcy</td>
<td>0.003</td>
<td>*                           0.001                        0.004                        0.007                        0.001                        0.00                           00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>* 2</td>
<td>7                           5                           2                           8                           31                           35</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.00</td>
<td>(0.00)                       (0.00)                       (0.00)                        (0.00)                       (0.0)                        (0.0)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>03</td>
<td>(0.00)                       03                           05                           03                           002                           002</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.007</td>
<td>*                           0.013                        0.002                        0.002                        0.003                        -                           -                           00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>* 9</td>
<td>6                           6                           0.010                        3                           0.00                           80</td>
<td></td>
</tr>
<tr>
<td>Investment rate</td>
<td>0.00</td>
<td>(0.00)                       (0.00)                       (0.00)                        0.00                        47                           (0.0)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>36                           09                           00                           21                           (0.0)                        012</td>
<td></td>
</tr>
<tr>
<td>Median sector debt</td>
<td>0.276</td>
<td>*                           0.193                        0.254                        0.136                        0.28                           03</td>
<td></td>
</tr>
<tr>
<td></td>
<td>* 9</td>
<td>8                           6                           0                           6                           47                           00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.00</td>
<td>(0.00)                       (0.00)                       (0.00)                        (0.00)                       (0.01)                       (0.0)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>57</td>
<td>71                           48                           19                           052                           059</td>
<td></td>
</tr>
<tr>
<td>Grants</td>
<td>0.009</td>
<td>*                           0.019                        0.019                        0.008                        0.019                        92                           00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>* 2</td>
<td>4                           7                           0                           0                           7                           (0.0)                        57</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.00</td>
<td>(0.00)                       (0.00)                       (0.00)                        (0.00)                       (0.01)                       (0.0)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>24                           53                           54                           29                           019</td>
<td></td>
</tr>
<tr>
<td>IAS</td>
<td>0.027</td>
<td>*                           0.021                        0.017                        -                           0.032                        0.02                           01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>* 3</td>
<td>5                           0                           0.015                        2                           56                           68</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.00</td>
<td>(0.00)                       (0.00)                       (0.00)                        0.00                        (0.0)                        (0.0)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>14</td>
<td>30                           22                           (0.00)                       22                           013                           016</td>
<td></td>
</tr>
<tr>
<td>Macroeconomic variables</td>
<td>GDP</td>
<td>0.002                        *                           0.005                        *                           -                           0.000                        0.003                        0.00                           00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>3                           0.000                        8                           7                           49                           30</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.00</td>
<td>(0.00)                       8                           (0.00)                        (0.00)                        (0.0)                        (0.0)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>02</td>
<td>05                           (0.00)                       08                           05                           002                           002</td>
<td></td>
</tr>
<tr>
<td>ΔWIBOR 3M</td>
<td>0.001</td>
<td>*                           0.003                        0.002                        0.000                        0.000                        0.00                           00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>* 9</td>
<td>2                           4                           0.000                        0.000                        0.000                        0.00                           00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.00</td>
<td>(0.00)                       (0.00)                       (0.00)                        (0.00)                       (0.0)                        (0.0)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>01</td>
<td>02                           03                           (0.00)                       (0.00)                        003                           001</td>
<td></td>
</tr>
<tr>
<td>REER</td>
<td>0.001</td>
<td>*                           0.002                        *                           0.000                        *                           0.002                        *                           0.001                       0.00                           00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>* 2</td>
<td>3                           8                           2                           2                           26                           13</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.00</td>
<td>(0.00)                       (0.00)                       (0.00)                        (0.00)                        (0.0)                        (0.0)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>01</td>
<td>02                           02                           02                           02                           001                           001</td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>0.051</td>
<td>*                           0.168                        0.064                        0.226                        -                           0.19                           04</td>
<td></td>
</tr>
<tr>
<td></td>
<td>* 0</td>
<td>0                           5                           7                           0.021                        40                           42</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.00</td>
<td>(0.01)                       (0.02)                       (0.02)                        6                           (0.0)                        (0.0)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>94</td>
<td>76                           04                           07                           (0.02)                       084                           099</td>
<td></td>
</tr>
<tr>
<td>Test</td>
<td>Test statistic (p-value)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----------------------------------------</td>
<td>--------------------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>9,141</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>6,025</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>6,134</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>6,228</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>7,172</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>9,63</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>8,65</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>(0,00)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0,00)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0,00)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0,00)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0,00)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0,00)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.262</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.460</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.352</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.343</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.56</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.19</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Arellano-Bond Test for the first-order</td>
<td>1.247</td>
<td></td>
<td></td>
</tr>
<tr>
<td>autocorrelation</td>
<td>8</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>6</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>65</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>(0,79)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0,14)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0,17)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0,73)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0,5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0,2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.21)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>27</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>42</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>64</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>12</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>711</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>339</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Arellano-Bond Test for the second-order</td>
<td>344.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>autocorrelation</td>
<td>900</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>700</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>050</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>016</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>88</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>51</td>
<td></td>
<td></td>
</tr>
<tr>
<td>344.2</td>
<td>(0.98)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.64)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0,78)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0,44)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0,6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0,5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.57)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>584</td>
<td>04</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>16</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>32</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>24</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>117</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>727</td>
<td></td>
<td></td>
</tr>
<tr>
<td>65</td>
<td>(0.57)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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ABSTRACT
This paper analyses the socio-economic determinants of outbound tourism demand. The relative and absolute importance of tourism in people's expenditure budgets has risen dramatically over past few decades. International tourists' expenditure has consequences not only on the welfare of tourists themselves but also for the residents of the areas they visit. The significant level and repercussions of international tourism demand provide a strong case for better understanding of tourists' decision-making process. The purpose of this paper is to analyse tourism demand determinants using panel data approach and to ascertain whether variables of social as well as economic nature are important in determination of international tourism for emitive region. The novelty of the paper is in the acknowledgement of the tourists' social environment to be an important driver of demand for outbound tourism besides the well theoretically and empirically acknowledged economic determinants. Furthermore, the paper departs from the existing empirical literature emphasis on the push and pull determinants of international tourism demand taken together, showing the need to use push and pull factors separately in specific cases. Finally, the paper provides the basis for the formulation of panel data models for estimating tourism demand, and hence, for more accurate results and more appropriate policy implications.
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1. INTRODUCTION
World international tourist flows have been intensely growing since the mid of 20th century. According to World Tourism Organization (UNWTO) data, tourist arrivals in the world soared from 25 million in 1950 to 278 million in 1980, 674 million in 2000, and 1186 million in 2015 (UNWTO, 2016). Likewise, international tourism receipts earned by destinations worldwide have surged from US$ 2 billion in 1950 to US$ 104 billion in 1980, US$ 495 billion in 2000, and US$ 1260 billion in 2015. Today tourism represents 7% of world's trade in goods and services and as a worldwide export category, ranks third after fuels and chemicals and ahead of food and automotive products. The growing importance of tourism for the world economy is mirrored by the soaring number of papers focusing on many of the themes that characterise this economic sector. One aspect that has caught the attention of economists is the analysis of the determinants of tourism demand. The present work can be catalogued in this stream of literature.

This present paper tries to innovate by analysing the determinants of international outbound tourism flows thus with the emphasis on push factors. According to Leiper (1990), tourist are pushed by their own motivation towards places where they expect their needs to be satisfied. The traveling decision is generated in an emitive country through tourist's decision making process. The emitive country represents the market that generates the primary initiative for traveling. At the end the group of push factors through tourist decision making process form the aggregate level of international tourism demand and domestic tourism demand. Candela and Figini (2012) describe tourist's decision making process as a multi stage process, that begins with the budget allocation between other needs and traveling, and ends with the traveling to a chosen destination. Fletcher (1996) differs the factors affecting aggregate tourism demand into push and pull factors. Push factors are characterised by the tourists' usual environment in the
country of residence or origin country and pull factors represent the characteristics of a destination country. Vanhoe (2005) points out that besides push and pull factors of tourism demand the propensity to travel of the residents of emitive region is valuable indicator of effective aggregate tourism demand (the demand that is actually realised, Cooper, Fyall, Gilbert, Vanhill, 2008). Middletone and Clarke (2001) underline that although the deeper insights into the motivational factors of individual tourists can be of a great value to marketing strategies experts in a destination country, the central focus of the tourism demand analysis should be on the determinants of aggregate tourism demand. The aggregate tourism demand is determined by different economical, social and psychological factors in an origin country or emitive region (Papatheodorou, 2010; Cooper, Fyall, Gilbert, Vanhill, 2008; Burkart, Medlik, 1981).

The analysis of socio-economic determinants of tourism demand in this paper will contribute to a better understanding of the demand for international outbound tourism. As a global phenomenon, the rise of outbound tourism drives the attention of researchers in defining its determinants. This paper aims to understand these determinants in the context of socio-economic environment in an emitive or origin country (Papatheodorou, 2010). The emitive region used as a sample for the study of determinants of outbound tourism demand in this paper is UNWTO defined tourist region Europe, the number one emitive tourist region in the world for more than 50 years (UNWTO, 2016).

The literature review and the empirical background for the analysis in this paper are presented in the paragraph followed after introduction. The model used for the analysis is presented and the results are discussed in the subsequent paragraphs. Based on the presented and discussed results of empirical analysis the author draws implications for tourism practitioners and recommendations for further research. The implications of the results for policy formation will also be discussed in the conclusions paragraph. The last paragraph of the paper gives the list of bibliography.

2. INTRODUCTION TO INTERNATIONAL TOURISM DEMAND ANALYSIS

International tourism demand of a certain country is defined as the sum of goods and services that satisfy tourist needs and comprises of outbound and inbound tourism demand (Vanhoe, 2005; Candela, Figini, 2012). Since international tourism demand besides the travelling or movement of people means expenditure as well (outflow from an emitive region and inflow to a destination), the analysis of international tourism demand and its determinants should start from analysing individual tourist-consumer's behavior and should finish with aggregate level of international tourism demand (Candela, Figini, 2012; Stabler, Papatheodorou, Sinclair 2010). Tourism demand is the foundation on which all tourism-related business decisions ultimately rest. Therefore, the objectives of analysing tourism demand and its determinants are three-fold. First, the analysis of tourism demand determinants provides information on tourism consumer behavior and the level of demand. Second, it gives the enough data to form accurate forecasting models of tourism demand which are essential for efficient planning by tourism-related businesses, particularly given the perishability of tourism products (Song, Witt, Li 2009). And third, it allows the analysis of the relationships between determinants of international tourism demand, demand level and the economic impact of tourism expenditure in both emitive and destination countries (Allen, Yap, Shareef, 2009). According to Jones and Chu Te (1995) the analysis of tourism demand determinants in general aims to define leading indicators. Therefore this study is examining leading indicators of outbound tourism demand since outbound tourism is generated in emitive country and is influenced by emitive country's socio-economic environment.
2.1. Literature review

The analysis of tourism demand and its determinants has been driven to scientific attention with the aim to determine relevant factors that have impact on its level and tourists' preferences (for example expenditure decision between outbound and domestic tourism, the destination choice, type of tourism, etc.). First pioneer empirical studies are documented in 1960s (Guthrie, 1961; Gerakis, 1965; Gray, 1966; referenced by Song, Witt, Li, 2009). Since that time empirical studies have been ever developing in varieties of scientific interests, quality of theoretical backgrounds and improvements in methodological approaches. Frechtling (1996) classified the determinants of tourism demand in three groups of factors: push, pull and resistance. Push factors are determined in an emitive country such as number of population, income, GDP, age structure, educational attainments, free time, family structure and so on. Climate, fashion, relatives, manifestations and complementary destinations are in the group of pull factors. The resistance factors impose boundaries to traveling and consists of prices, distance, time period in a year, border controls, visa requirements, security issues and so on. In the OECD study Dwyer, Forsyth and Prasada (2001) differ three groups of tourism demand determinants (i) socioeconomic and demographic determinants (those correspond to push factors defined by Frechtling (1996), (ii) qualitative determinants (image, service quality, marketing, attractions) and (iii) price factors (traveling costs, lodging costs, etc.). Middleton, Fyall and Morgan (2009) formed nine groups of factors that determine tourism demand: economic, competitive prices, demography, geography, socio-cultural, mobility, nationality, media nad ICTs.

There are two approaches to the analysis of tourism demand determinants (Görmüs and Göçer, 2010). Those which start with the analysis of theoretical backgrounds for defining determinants and later their analysis (Li, Song, Witt, 2005; Song, Li, 2008; Stabler, 2010) and those which are simply analysing elasticity of tourism demand and forecasting tourism demand for a certain destination with the model based on predefined determinants (for example Durbarry, Sinclair, 2003; Eilat, Einav, 2004). Görmüs and Göçer (2010) induce that differences in the empirical studies of tourism demand determinants emerge depending on these different approaches employed in the studies. Nevertheless there are differences that emerge as a consequence of different proxy variables used to measure tourism demand and defined determinants likewise the different methodological approaches used as well.

In a review of recent empirical studies on tourism demand and its determinants Song and Li (2008) conclude that in last twenty years the measure for dependent variable tourism demand were mainly total international tourist arrivals for countries under consideration. According to Akal (2004) the second most frequently used variable in empirical studies as proxy for tourism demand has been tourism expenditure or revenue. Lim (2006) argues that measuring tourism demand by aggregate tourism expenditure or revenue is an appropriate measure of tourism demand especially if the aim of the study is, besides the analysis of determinants of tourism demand, also the analysis of economic impact that tourism demand has in a destination. There are also some empirical studies that have used other proxy variables for tourism demand depending on type of tourism analysed (business trips, visiting friends and relatives) (for example Turner, Witt, 2001; Kulendran, Wong, 2005). Li; Song and Witt’s (2005) review of empirical studies for period 1960-2002 has accounted 420 studies that used different methodological approaches and different specification of countries or country groups for the analysis of tourism demand determinants and elasticities. In these studies most frequently used sample of destination countries individually or grouped have been France, Great Britain, United States, Australia and Spain. Furthermore, Japan and Germany are frequently classified as emitive regions, or generators of tourism demand (Song, Li 2008). In conclusion, United States and Western Europe are considered to be traditional both, tourist destinations and emitive regions as well.
A literature review of studies investigating tourism demand indicate that the most frequently used explanatory (independent) variables of international tourism demand are income (Dirtakis, 2004), prices, exchange rates, transportation costs and some dummy variables (Wong, 2009). Lim (2006) summarized variables used in empirical studies of tourism demand determinants for 2000-2006 period. This review showed that mainly all (96%) of analyzed empirical studies have used income as one of explanatory variable, followed by prices (94% of studies) and costs of travel (52% of studies) (see references by Surugiu, Leitão, Surugiu, 2011). After 2010 the variables used as determinants of tourism demand have been more differenciated from GDP, relative prices, geographic distance, population, exchange rates and dummy variables (for crisis etc.) (see also Surugiu, Leitão, Surugiu (2011) for more references).

The variety of explanatory factors used in tourism demand determinants analysis is undoubtedly very large. Nonetheless, the most prominent and frequently used variable in these studies is income in tourists’ origin country. Income affects the ability of consumers to pay for their outbound travel (Lim, Min, McAleer, 2008). Besides income, prices determine the level of tourists’ expenditure in destination country. Eilat and Einav (2004) argue that relative exchange rate is a good proxy for prices since it measures inflation as well. According to Seddighi and Shearing (1997) the elements of tourism products prices are the costs of travel to destination and the cost of living in the destination (referenced by Allen, Shareef, Yap, 2007). The review of the results in the empirical studies that used prices as one of explanatory variables for tourism demand showed also mixed results about the strength of the influence. Ibrahim (2010) in the analysis of international tourism demand determinants showed that tourism demand is more sensitive on prices than income or trade patterns. Seetaram (2010) analyzed the elasticity of international tourism demand for Australia and showed that international tourism demand for Australia is inelastic on income, prices and international air travel costs. Surugiu, Leitao and Surugiu (2011) conclude that Romanian international tourism demand is positively determined by GDP, number of residents in Romania and external trade relationships between Romania and emitive country, while negative effects are founded in geographic distance between Romania nad emitive country. Neumayer (2003) also shows that the human relations proxied by crime, freedom and human rights situation also affect international tourism demand in general.

All the above mentioned empirical studies indicate that there are large sets of socioeconomic variables that influence tourism demand. There is still no scientific concensus on common set of leading indicators of international tourism demand (Morley, 1994). Furthermore, there is no general conclusion on the usefulness of leading indicators of international tourism demand in practice (Yap, Allen, 2011). Besides, Kulendran and Witt (2003) showed that the precision of the forecasting models of tourism demand based on determinants had not outperformed simple time series forecasting models. Nonetheless, Jones and Chu Te (1995) and Allen, Yap, Shareef (2009) find useful the analysis of leading indicators of international tourism demand for the purpose of forecasting tourism demand and planning marketing strategies for international tourism and domestic tourism. According to Yap and Allen (2011) explanatory variables such as ours of paid work, household depts, expectations that are used in analysing economic activity have been neglected in tourism demand analysis. Their study showed that for Australian domestic tourism demand those variables were important. Papatheodorou (2010) gives critique to so far empirical studies of international tourism demand because they mainly combine push and pull factors together in the analysis which does not improve the insights about the generation of international tourism demand. The analysis of push and pull factors separately avoids simple elasticity analysis and thus provides more profound insights into leading indicators of tourism demand (Papatheodorou, 2010). According to Lim (2006) the analysis of determinants of international tourism demand should use dynamic dimensions, such as time lag between the decision to travel and actual travel, while Papatheodorou (2010) highlights the
need to base the international tourism demand model on consumer behaviour theory, multi stage decision process and budgeting, demonstration process and intertemporal dimension of tourism consumption in the contemporary tourism.

2.2. Defining the determinants of international tourism demand in the study

In a multi stage decision-making process the most important stage is the first one – the allocation of income to other goods and services and to tourism. The first stage is mostly influenced by push factors and according to Candela and Figini (2012) the crucial stage in tourism expenditure decision. These push factors are reflections of consumer preferences and socioeconomic environment in the origin country (Fretchling, 1996; Lee, O’Leary, Lee, 2002). In line to what emerges from the recent empirical studies of international tourism demand determinants this study aim at detecting socioeconomic factors that affect the first-stage decision in the process of forming tourism demand. In other words, the outbound tourism demand determinants are analyzed based on the hypothesis that outbound tourism demand is influenced by socioeconomic factors in the tourist generating country or origin country. The interaction between tourism and macroeconomic variables such as income and prices has been discussed earlier in the paper. The innovation brought by this study is in incorporation of measurement of social factors in the model of outbound tourism demand determinants. In that way the defined model allows for the measurement of social factors influence that might bring into light some new insights. The aim of this paper is not in the elasticity analysis of tourism demand but in the analysis of leading indicators of outbound tourism. With this in mind, the study defines explanatory variables of outbound tourism demand with the aim to depict (i) the measure of 'the state of economic activity in origin country' (ii) the measure of international competitiveness of origin country and (iii) the measure of 'the state in social environment' in the origin county. In that way the paper should contribute to the empirical analysis of outbound tourism determinants. According to Dwyer, Forsyth and Prasada (2001) and Yap and Allen (2011) international tourism demand is not only influenced by the current level of income but by also by past earnings and expectations on future earnings. Therefore independent variables in this study are taken in lagged values, which is also novelty of the paper. Finally, the general model of outbound tourism demand (OTD) determinants in this study is presented as follows:

\[ OTD = f(NNI_{t-1}, HSR_{t-1}, REER_{t-1}, OTD_{t-1}). \]

GDP is one of the variables used generally in estimating tourism demand since it describes the level of development. The novelty of this study is in using net national income (NNI) as a proxy for the level of development in origin country. Song, Witt and Li (2009) argue that if the analysis of international tourism demand determinants aims to model motivational factors for all types of tourism, which is the case for this study, the NNI is appropriate measure while gross domestic product is better measure if only business trips determinants are analyzed. In this study NNI is given per capita and in that way the size of an origin country is taken into the consideration as well. According to Papatheodorou (2010) the studies of international tourism demand have neglected expectations on future economic activity as important factor of tourism demand. To measure expectations this study employs the household saving rate (HSR) as proxy variable, indicated by the share of household saving in GDP of an origin country. The competitiveness of an origin country is measured by real effective exchange rate (REER) as proposed by Song, Witt and Li (2009). This is also the novelty, since majority of the studies in this field use simple exchange rate between countries, while this indicator is formed by dividing the nominal effective exchange rate (a measure of the value of a currency against a weighted average of several foreign currencies) by a price deflator or index of costs. The indicator in this study is presented by index value, base year is 2005, and the rise of index means loss of the
competitiveness. To measure ‘social preference factor’ this study uses the value of outbound tourism demand (OTD\textsubscript{t-1}) from previous period. In that way, besides mentioned preferences, the effect of ‘word of mouth’ is also depicted, which is according to Papatheodorou (2010) one of the major indicators of outbound tourism and repeatedly visits to a certain destination countries. Finally, the appropriate measure of outbound tourism demand according to Lim (2006) is tourism expenditure of origin country residents on tourism abroad. Thus the value of expenses on travelling abroad per capita is considered to be the proxy for dependent variable OTD.

The positive parameters are expected for NNI and OTD while the signs for HSR and REER parameters are still not clearly defined in the theory. Depending on the situation if the influence of expectations is higher than the influence of the statement ‘once a tourist always a tourist’ the expected sign for HSR parameter is mixed. If HSR rises this is the mirror to negative expectations in an economy but the effect on OTD can be negative or positive. The fall in OTD should outline the luxury nature of tourism product while the positive effect on OTD should mean that tourism is necessarily good and that once a tourist stays always a tourist. Since REER shows international (trade) competitiveness and its rise means the fall of the competitiveness for origin country it is expected to have negative effects on OTD. Nevertheless, the loss of the competitiveness can make tourists to stay home or even go abroad, depending if the negative effect of the fall of origin country currency’s value is outperformed by inelasticity of OTD on the change of prices in origin country (see Song, Witt, Li, 2009). This is because REER measures the ability of tourists to pay for goods and services in a destination country. Thus the expected sign is not clear for this variable as well. The formulation of OTD model presented here brings into light some neglected socioeconomic indicators of OTD such as expectations, first stage in tourism decision making process and budgeting, and finally the effects of previous tourism experiences and propensity to travel of residents of origin country.

3. MODEL SPECIFICATION AND RESULTS

The analysis of tourism demand determinants in most of the studies presented in previous paragraphs was mainly performed using time series and econometric models. Nevertheless, in the post 2005-period the larger use of panel data analysis in the empirical studies can be observed (Garin-Munõz, 2006; Seetanah, Durbarry, Ragodoo, 2010).

Panel data analysis has some advantage over the time series econometric models. It incorporates much richer information from both time series and cross sectional data. This approach also reduces the problem of multicollinearity and provides more degrees of freedom in the model estimation. Therefore, it is suitable for analysing determinants of tourism demand and forecasting of tourism demand when the time series for all variables are relatively short and cross-sectional information on these variables are also available (Song, Li, 2008; Song, Witt, Li, 2009; Seetaram, Petit, 2012).

To analyze determinants of outbound tourism demand this study has chosen as representative sample the tourism region Europe defined by UNWTO. Tourism region Europe is the main source market of outbound tourism and takes first place in average tourism expenditures level globally. Annual data for all variables were obtained from the European Union Statistic Database (EUROSTAT, 2015). The data are compiled within a panel data framework. The panel data set includes 25 countries\textsuperscript{1} in tourism region Europe (out of 33) and 12-years covering the period from 2002 to 2015. Since OTD is of a dynamic nature (it depends on past behaviour) the analysis is performed by dynamic panel model using Blundell-Bond two step estimator.

\textsuperscript{1} Belgium, Bulgaria, Czech Republic, Denmark, Germany, Estonia, Ireland, Spain, France, Italy, Cyprus, Latvia, Lithuania, Hungary, Netherlands, Austria, Poland, Portugal, Slovenia, Slovakia, Finland, Sweden, United Kingdom, Norway, Switzerland.
(detailed information on panel data analysis and static and dynamic modeling is given in for example Baltagi, 2008). The following dynamic panel data model is formed:

\[
OTD_{it} = \mu + \gamma OTD_{i,t-1} + \beta_1 NNl_{i,t-1} + \beta_2 HSR_{i,t-1} + \beta_3 REXR_{i,t-1} + \alpha_i + \epsilon_{it}
\]

where \(i=1,2, ..., N\) counts for each country in the panel and \(t=1, ..., T\) refers to the time period. \(\mu\) denotes an intercept, \(\gamma\) is a parameter of lagged dependent variable and \(\beta_1, \beta_2, \beta_3\) are the parameters of lagged exogenous variables NNI, HSR and REEXR, respectively. It is assumed that \(\epsilon_{it}\) are IID \((0, \sigma^2_\epsilon)\). \(\alpha_i\) represents unobservable individual-specific effect that is time invariant and it accounts for any individual. Before model estimation\(^2\) it is necessary to confirm there is no problem of multicollinearity among independent variables. As there is no formal test for multicollinearity in panels, the use of pair wise correlation matrix in this step is needed in detection of possible problem of correlation among independent variables (Baltagi, 2008). Most of the correlation coefficients show weak correlation between variables since pair wise correlations matrix consists of correlation coefficients between independent variables ranging from -0.1611 to 0.7957.\(^3\) Gujarati and Porter (2008) point out that serious problem of multicollinearity exists only if some of Pearson's correlation coefficients between the two independent variables in the model exceed the value of 0.8 (referenced by Šimundić, Kuliš, 2016).

Two step Blundell Bond GMM estimator is used for model estimation because one step estimation assumes the error terms to be independent and homoskedastic across countries and over time (Višić, Škrabić Perić, 2011). Two step estimator relaxes the assumption of independence and homoscedasticity by using the residuals obtained from the first step estimation to construct a consistent estimate of the variancecovariance matrix. Thus, when the error term \(\alpha_i\) is heteroskedastic the two step estimator is more efficient. The specification of the model has three satisfactory diagnostic statistics. Specifically, the Sargan test doesn’t rejected the over-identification restrictions; the absence of first order serial correlation is rejected at statistical significance at 10% while the absence of second order serial correlation is not rejected. Thus the results of the diagnostic statistics confirm the validity of the model. Furthermore, the parameter of lagged dependent variable is positive and statistically significant justifying performed dynamic panel data analysis.

\[^2\] Due to the lack of space the descriptive statistic is not given in this paper layout.

\[^3\] To meet the page number requirements the pairwise correlation matrix is not given.
Table 1: Estimation Results (Blundel and Bond GMM System Estimator) for model of outbound tourism demand determinants (authors calculations; software Stata 13.0)

<table>
<thead>
<tr>
<th>Explanatory variables</th>
<th>Coefficients β</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L.OTD</td>
<td>0.2508218 ***</td>
<td>(0.0057635)</td>
</tr>
<tr>
<td>L.NNI</td>
<td>32.09433***</td>
<td>(0.314777)</td>
</tr>
<tr>
<td>L.HSR</td>
<td>-4704.653***</td>
<td>(551.5762)</td>
</tr>
<tr>
<td>L.REER</td>
<td>-3272.561***</td>
<td>(464.7153)</td>
</tr>
<tr>
<td>Number of observations</td>
<td>222</td>
<td></td>
</tr>
<tr>
<td>Number of groups</td>
<td>25</td>
<td></td>
</tr>
<tr>
<td>Number of instruments</td>
<td>24</td>
<td></td>
</tr>
<tr>
<td>Sargan test (p-value)</td>
<td>0.3105</td>
<td></td>
</tr>
<tr>
<td>m1 test (p-value)</td>
<td>0.2297</td>
<td></td>
</tr>
<tr>
<td>m2 test (p-value)</td>
<td>0.2566</td>
<td></td>
</tr>
</tbody>
</table>

Notes: * p< 0.1, ** p< 0.05, *** p< 0.01
Standard errors in parentheses.

The results indicate that outbound tourism demand is influenced positively if net national income rises in previous period, which is in line with the theory. The important issue is that the negative expectations about the trend of the economic activity in origin country measured by the rise in HSR in previous period reduce current outbound tourism. This confirms that outbound tourism is a luxury good for the tourists in the region under study. The value of the REER parameter shows that the loss of the competitiveness (the rise of the REER indicator) has negative influence on outbound tourism and this was expected. Although, Song, Witt and Li (2009) in their study captured positive sign for EXR variable, this was not the result in this study. This study acknowledges that the negative effects of the fall in the value of local currency on outbound tourism demand outperforms the positive effects of inelasticity of outbound tourism demand on price changes in origin country. Furthermore, the model confirmed the dynamic nature of outbound tourism demand and the positive influence of previous tourism and word of mouth on the level of present outbound tourism demand.

4. CONCLUSION
Tourism has boasted virtually uninterrupted growth over time, despite occasional shocks, demonstrating the sector’s strength and resilience. This study indicates the socioeconomic nature of outbound tourism and brings new insights to this stream of literature. The achieved level of economic development, word of mouth and previous tourism activities affect the level of present outbound tourism positively, while present outbound tourism is negatively related to the previous rise in household saving rate meaning that tourism is luxury good sensitive on negative expectations about the trends in economic environment. Furthermore, the negative effects of the fall in competitiveness on outbound tourism suggests that maybe outbound tourism is replaced with domestic one, or postponed for some other better times. This can be useful for tourism business practitioners and policy makers especially when such information are used to plan economic activities or development strategies.

There are some limitations of this study. The sample size and the time period for the analysis affect the generalizability of the results. However, the results are logical and as such reliable. There may also be other factors that are not analyzed in this study that affect outbound tourism.
Those determinants could be investment activity, labour productivity or even educational attainment in origin country. The further research could be extended on a larger number of countries or even different tourism regions and than compared. Findings of this study prove that even though examining of push motivators is very useful, especially if tourism business practitioners and policy makers require additional information on source markets to plan marketing activities, the general model of outbound tourism demand determinants is yet not established.
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ABSTRACT
In the past, main focus of businesses was a satisfied user of the product or service. Needs and wishes of employees were not considered because it was thought that an employee works only in order to receive his salary. Today, employee became very important factor for the success of the company. If the employee is satisfied, then he will be motivated and more productive doing his assignments. The goal of this research is to reveal the situation in Croatian companies about managing employees work efficiency. The questions that paper cover are: Do companies monitor their human resources? Are they using separate application or ERP system for that purpose? Do they have reward system for their employees and which functionalities they use for tracking their employees? The study is based on 86 responses that were received for this research. After analyzing the survey results, it is found that most company in Croatia monitor their human resources in some way and that a lot of companies have a reward system for their employees. To reveal which ERP system would be the best fit for Croatian companies, regarding to module for human resources management, this paper also includes an analysis of 5 leading on-premise ERP solutions and one Cloud ERP solution. The goal of this analysis is to reveal which functionalities for monitoring human resources offer these solutions.
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1. INTRODUCTION
Every company is a community composed of people who are running and enabling successful business. Today, more attention is given to the employee, his needs, his own progress and development. His knowledge, skills and ideas improve products and services and thus bring the company a competitive advantage. It is considered, if the employee is satisfied, then he will be more productive and more motivated at work. Proper reward system can increase employee’s motivation, productivity and efficiency. There are various separate applications for monitoring human resources which offer partial information. On these information managers have to make important business decisions. Companies need an integrated system that supports the entire business, including effective human resources management in a simple and intuitive way. Such systems are Enterprise Resource Planning (ERP) systems. ERP system is helping in planning and tracking all resources within company, including human resources.

This paper is structured as follows. In second section, the related work is listed. In a third section the aim of this research, research instrument, target audience and structure of questionnaire were described. In next section research results were given. In final section functionalities for monitoring human resources of 6 ERP solutions were compared.

2. RELATED WORKS
It is not found similar research conducted within Croatian companies, but in the research that was conducted by Picek, Mijač and Andročec [11], was found that 87% of surveyed companies
use an information system for managing human resources. This information indicates that a lot of Croatian companies monitoring their human resources in some kind of software.

Literature review that follows shows that many authors wrote about issue of monitoring human resources within the company. Most of them emphasize the human factor as the main factor for the success of the company. Authors Jambrek and Penić [6] said that motivation of employee is very important factor for successful business. According to them, it is very important for manager to find a way to motivate their employees because if employees are motivated they will give their best in their daily assignments. Except managing motivation, these authors mention that it is also really important to know how to manage stress of the employee. According to them, managing stress is important because employees who are stressed are less motivated and thus less productive.

Authors Karaman Aksentijević, Ježić and Đurić [7] said that quality human resource management lead to innovation and success of the company. The authors attempted to prove that employees with their constant development and use of their resources become the main factor of business efficiency. They said that good strategic management of human resources will lead to better performance of the employees and increase in innovations. That will create a new business environment in which innovations will become the driving force of business development.

While previously mentioned authors state that motivation and innovation are the main factors for success of the company, the authors Bartolić and Kovačević [2] said that reward system and monitoring employee’s competence brings satisfied and productive employees. These authors support the idea that managing human resources means long term value creation in company which is realized through employee’s development, his motivation and reward system.

On the other hand, lots of authors are studying benefits of ERP system like Bendoly and Schoenherr [3] and Gefan and Ragowsky [5]. Shang and Seddon [16] categorized ERP benefits. They identified 5 dimensions of benefits which are operational, managerial, strategic, IT infrastructure and organizational dimension. Each dimension has sub dimensions, and there are 21 of them in total. For this research, the best dimension that can apply on human resources is managerial dimension with following sub dimensions: better resource management, improved decision making and planning and performance improvement.

All these references indicate that managing human resources is very important for every company. It can increase employee’s motivation, innovation, productivity and satisfaction and thus bring success to the company. Also, ERP systems bring a lot of benefits to company so it can be concluded that will be the best if company monitoring their human resources within an ERP system because than they will manage all resources within one software.

3. RESEARCH METHOD

The aim of this research was to reveal the situation in Croatian companies about managing employees work efficiency. This aim will be achieved by gathering information about the following issues:

1. Does enterprise use ERP systems for managing human resources and which functionalities do they use for tracking their employees?
2. Does company have reward system for employees who had achieved their objectives and does company measure employee’s performance?

A research instrument that was used for this survey is a questionnaire that has been created using Google forms. The questionnaire was divided into several sections to which participants could access based on their answers. The first section was equal for all participants and it was about the size of the company, company’s primary business activity and using an ERP system.
in the business. Remaining sections were about managing human resources, functionality in that area, setting objectives for employees, reward system and plans for the future.

Target audience for this research was Croatian companies, no matter of their size, geographical location or primary business activity to which they belong. In order to obtain relevant data, the questionnaire was sent to randomly selected 240 companies listed in newspaper Privredni vjesnik, entitled “Najvećih 400 hrvatskih tvrtki u 2014. godini”. Also, a questionnaire was sent to acquaintances of the authors, employed in any of the company operating in Croatia. In total, 86 responses were received for this research.

The survey questions were structured as single or multiple choice checkboxes, linear scale selections and short answers. The questionnaire was analyzed using the same Google’s tool in which it was created. For the further and detailed analyzes, Microsoft Excel was used.

4. RESULTS AND DISCUSSION

Results of conducted survey were divided into 4 sections. First one shows profile of surveyed companies. Second section is about monitoring human resources followed by section about reward system and plans for the future.

Structure of the surveyed companies

From 86 responses, 39,5% of them were from small companies up to 50 employees, 37,2% were from big companies with more than 250 employees and 23,3% were from middle sized companies with 50 to 250 employees. The Figure 1 displays the structure of the surveyed companies according to their size.

![Figure 1: Companies distribution according to their size](image)

Most of the surveyed companies is in private ownership (82,6%), while only a smaller percentage (17,4%) are the companies owned by the state. Regarding to the core business, 31,4% of companies belong to information technologies (ICT), 11,6% belong to manufacturing, 8,1% to construction, 5,8% to sales, 4,7% to services, health care, hospitality and finance, while 24,4% of companies are classified as other core business. The Figure 2 displays the structure of the surveyed companies according to their core business.

![Figure 2: Companies distribution according to their core business](image)
Regarding the usage of ERP system in business, the large percentage of companies are not using it (68.6%) while other 31.4% of respondents use the ERP system to support their business; what is similar to research described in [11]. Detailed analysis of this results shows that more than half (53.1%) of the total of 31.4% companies that use an ERP system are large companies, followed by the middle sized companies (30%) and the small companies (11.8%). It is noticed the increase of usage of an ERP system with the increase of the company size.

Of the 27 surveyed companies that use an ERP system, most of them use the Microsoft ERP system (40.7%), followed by the Oracle ERP system (25.9%) and the SAP ERP system (14.8%). Remaining 18.6% are using an ERP system from other vendors. The Figure 3 displays this distribution which is in the line with the research that was conducted by Panorama Consulting Solutions [10]. In this research was investigated selected ERP software by surveyed companies. Based on this research, most frequently selected vendor is Microsoft, then Oracle, followed by SAP.

![Figure 3 Using ERP system according to vendors](image)

**Monitoring human resources**

Tracking human resources within an ERP system is practiced by 20% of the surveyed companies, the largest percentage of surveyed companies (42%) are using the separate tool for that purpose, 15% are still using paper, while remaining 22% not tracking human resources at all. A detailed analysis shows that tracking human resources within the ERP system is practiced mostly by the big companies (31.3%), then the middle sized companies (20%) and the then the small companies (8.8%). It is a little bit worrying that five big (15.6%) and three (15%) medium sized companies are not monitoring the human resources in their companies at all. Figure 4 displays the way companies monitor the human resources within the company according to their size.

![Figure 4 Way of tracking human resources according to the size of the company](image)

The companies which are monitoring human resources are using following functionalities. The largest percentage of companies (88.6%) are using functionality for entering data about employees, then the functionality for tracking their absence (76.1%), the functionality for printing the data about employees (71.6%), the functionality for calculating employee’s salaries...
(70.1%), the functionality for appraisal of employees competences (55.2%) and the functionality for setting the goals for employees (46.3%). The functionalities which are most relevant for the managing of employee’s efficiency are the least used in surveyed companies. Figure 5 below displays this distribution.

A more detailed analysis about appraisal of employees competence shows that this functionality is mostly used by companies that monitor their human resources within ERP system (64.7%) while companies that use this functionality the least are the companies that still monitor their human resources in the paper form (38.5%).

The 75% of the surveyed companies are setting the goals for their employees. Detailed analysis of this results shows that companies which monitor human resources within an ERP system are mostly setting the goals for their employees (94.1%). On the other hand, companies that monitor the human resources in the paper form are less often setting goals for their employees (53.8%). The Figure 6 displays this distribution.

Further analysis shows a slight increase of the percentage of setting the goals for employees with increasing the size of the company. The percentage for small companies is 69.6%, for medium sized companies the percentage is 76.5% and for big companies it is 77.8%.

It is really positive result that 87% of companies think that the need for tracking human resources in their companies exists or the need for that is very big. In line with expectations, big companies have largest percentage. The Figure 7 below displays this distribution.
The 71.6% of the surveyed companies are using a rewarding system for employees who successfully completes their objectives. Companies mostly reward employees with bonuses on salary (55%), then with a salary increase (12%), while 5% of them, as a reward, give an extra day off. A large percentage of companies (28%) do not reward their employees in any way. That may cause the employees to feel less motivated for performing their assignments. Detailed analysis shows that companies that are using an ERP system for monitoring human resources mostly reward their employees, while the companies that monitor their human resources in paper form reward their employees the least. The Figure 8 below displays this distribution.

Further analysis shows that the middle sized companies mostly reward their employees, with 83.3% of them using some sort of rewarding system. On the other hand, it’s concerning that almost a half of big companies (46.7%) do not have a reward system at all.

Plans for the future
More than a half of the surveyed companies that are still not monitoring their human resources, plan to do that in future because they believe that this is very important nowadays. On the other hand, it is still a large percentage of those companies that believe that monitoring human resources is unnecessary cost which not gives anything good for them. The Figure 9 displays this distribution.
This research shows that there is still a relatively small percentage of usage an ERP system in the business. This percentage is very low in small enterprises and it is noticed increase of that percentage with increasing the size of the company. The increase of this percentage is logical because it is harder to manage resources within larger companies. Companies mostly use separate application for managing human resources, while only 20% of surveyed companies use ERP system for this purpose. More than 37% of surveyed companies which use an ERP system in business are not using a module for managing human resources. Those companies should be educated about the importance of tracking all resources, including human resources, within the ERP system.

Almost 60% of surveyed Croatian companies which still not monitor their human resources plan to do that in future. According to that information, it can be expected an increase in the number of companies that will start monitoring their human resources.

5. ANALYSIS OF ERP SOLUTIONS

To reveal which ERP system would best fit for Croatian companies, regarding to functionalities of module for human resources management, an analysis of leading on-premise ERP solution and one Cloud ERP solution was made. The aim of this analysis was to reveal which functionalities for monitoring human resources offer these solutions. An analysis is made according to the online documentation of observed ERP solutions. It was analyzed 6 ERP solutions according to 23 functionalities for monitoring human resources. The ERP solutions, for this analysis, were chosen according to research from Panorama Consulting Solutions [10]. During a twelvemonth period (March 2015 - February 2016) Panorama Consulting Solutions developed the 2016 Report on ERP Systems and Enterprise Software to investigate software selection. A total of 215 respondents completed the surveys upon which this data is based. Based on this research, Microsoft (32%) is the vendor most frequently selected, followed by Oracle (23%), SAP (20%) and Epicor (7%). For analysis, to this list of vendors is added one Cloud solution named Ramco. Table 1 displays this analysis where the functionalities are marked according to legend below table.

Table following on the next page
There are 8 out of 23 functionalities that allow all observed ERP solutions. These functionalities are: enter and maintain employee information, absence management, monitoring qualifications, loading document (e.g. CV), making reports about employees, calculating employee's salaries, benefits management and printing data about the employee. Creating objective library of reusable goals offers only Oracle EBS.

Figure 11 displays percentage of functionalities that particular ERP system offers. The least number of functionalities (9) offers Microsoft Dynamics NAV because this solution is intended for small companies. Epicor offers 17, Microsoft Dynamics AX 19 and SAP 21 functionalities. Oracle EBS and Ramco have 22 out of 23 functionalities which is the best score among these observed ERP solutions.
Comparing functionalities used by surveyed companies with functionalities that provides ERP solutions, it can be concluded that solution which will be good fit for Croatian companies is Microsoft Dynamics NAV. This solution offers the smallest number of functionalities, but on the other hand, it offers basic functionalities that most companies in Croatia use. Companies that use advanced functionalities for managing employees work efficiency will not be satisfied with Microsoft Dynamics NAV and they will have to consider other ERP solutions like Epicor, Microsoft Dynamics AX, SAP, Oracle EBS and Ramco. This research shows that Oracle EBS and Ramco are providing a lot of functionalities, but in Croatia need for these functionalities is still relatively low, especially in small companies. On the other hand, big companies should have to feel the need for this solution because of that wide range of functionalities.

6. CONCLUSION
The purpose of this paper is to show contemporary issue about managing human resources in Croatian companies. Today, more attention is given to employees than in the past when his satisfaction, motivation and ideas weren’t that important as the profit of the company. Now employees are seen as the key to success of the company. To reveal situation in Croatia about managing human resources, this paper contains research that is based on 86 responses from Croatian companies no matter about their size or primary business activity. Positive result is that most of the companies in Croatia monitor their human resources in some way and that a lot of companies have a reward system for their employees. On the other hand, negative result that was found is that only small amount of company monitor their human resources within ERP system.

To reveal which ERP system would be the best fit for Croatian companies, regarding to module for human resources management, this paper also includes an analysis of 5 leading on-premise ERP solutions and one Cloud ERP solution. ERP solutions were analyzed according to 23 functionalities for monitoring human resources. There were some basic functionalities like managing employee’s information, monitoring his absence and calculating his salary. Because of the basic functionalities that Croatian companies mostly using, best fit for them is Microsoft Dynamics NAV solution. Those companies that are using advanced functionalities for managing employees work efficiency will not be satisfied with this solution and they will have to consider other ERP solutions from other vendors.

In the future it can be expected growth in monitoring human resources in Croatian companies because more than a half of companies that are still not monitoring their human resources, plan to do that in future.
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ABSTRACT

In response to the criticism that many marginalized populations were overlooked in the Millennium Development Goals, the 2030 Development Agenda specifically states the objective of a ‘just, equitable, tolerant, open and socially inclusive world in which the needs of the most vulnerable are met’.

In fact, six of the seventeen Sustainable Development Goals (SDGs) aim for “inclusion” or “inclusive” progress in development. The SDGs aim to promote inclusive and equitable quality education; inclusive and sustainable economic growth; inclusive and sustainable industrialization; inclusive, safe, resilient and sustainable cities and human settlements; peaceful and inclusive societies; accountable and inclusive institutions at all levels; and the social, economic and political inclusion of all. What precisely is social inclusion and what is an inclusive society?

This paper explores the concept of social inclusion as both a principle and an outcome that can promote more just and equitable communities. It will explore multiple definitions of social inclusion adopted by a number of organizations from developed and developing countries. The identity of the marginalized populations will vary from nation to nation, but may for example include persons from minority ethnic, racial or cultural groups, women and girls, persons with a disability, the elderly, the poor or delinquent youth.

Using persons with a disability as a case study this paper explores the inclusive SDG goals and strategies for ensuring that everyone, including the most marginalized benefits from 2030 Development Agenda.

Keywords: Marginalized populations, Social Inclusion, Sustainable Development Goals

Full paper has not been published, upon Author's request.
CORPORATE GOVERNANCE IN INDIA: AN ANALYSIS

Meghna Thapar
Hidayatullah National Law University, Raipur, Chhattisgarh, India
meghathapar6@gmail.com

Arjun Sharma
Hidayatullah National Law University, Raipur, Chhattisgarh, India
arjuntheking22@gmail.com

ABSTRACT
Corporate governance is a process, relation and mechanism set up for the corporations and firms based on certain guidelines and principles by which a company is controlled and directed. The principles provided in the system ensure that the company is governed in a way that it is able to set and achieve its goals and objectives in the context of the social, regulatory and market environment, and is able to maximize profits and also benefit those whose interest is involved in it, in the long run. The division and distribution of rights and responsibilities among different participants in the corporation (such as the board of directors, managers, shareholders, creditors, auditors, regulators, and other stakeholders) and inclusion of the rules and procedures for making decisions in corporate affairs are identified with the help of Corporate Governance mechanism and guidelines.

The need to make corporate governance in India transparent was felt after the high profile corporate governance failure scams like the stock market scam, the UTI scam, Ketan Parikh scam, Satyam scam, which were severely criticized by the shareholders. Thus, Corporate Governance is not just company administration but more than that and includes monitoring the actions, policies, practices, and decisions of corporations, their agents, and affected stakeholders thereby ensuring fair, efficient and transparent functioning of the corporate management system.

By this paper, the authors intend to examine the concept of corporate governance in India with regard to the provisions of corporate governance under the Companies Act 2013. The paper will highlight the importance and need of corporate governance in India. We will also discuss the important case laws which contributed immensely in the emergence of corporate governance in India.

Keywords: Corporate governance Mechanism, Companies, Firms, Companies Act 2013

1. INTRODUCTION
Corporate governance defined as "the set of conditions that shapes the ex post bargaining over the quasi-rents generated by a firm."¹

Corporate governance has also been more narrowly defined as "a system of law and sound approaches by which corporations are directed and controlled focusing on the internal and external corporate structures with the intention of monitoring the actions of management and directors and thereby, mitigating agency risks which may stem from the misdeeds of corporate officers."²

We may infer that Corporate governance is a process, relation and mechanism set up for the corporations and firms based on certain guidelines and principles by which a company is controlled and directed. The principles provided in the system ensure that the company is governed in a way that it is able to set and achieve its goals and objectives in the context of the social, regulatory and market environment, and is able to maximize profits and also benefit those whose interest is involved in it, in the long run. The division and distribution of rights and responsibilities among different participants in the corporation (such as the board of directors, managers, shareholders, creditors, auditors, regulators, and other stakeholders) and inclusion of the rules and procedures for making decisions in corporate affairs are identified with the help of Corporate Governance mechanism and guidelines.

The framework of corporate governance consists of:

(1) Express or implied contracts between the stakeholders and the company for the distribution of rights, duties, rewards and liabilities, etc among different participants in the corporation.

(2) Procedure for proper control and supervision of information flow in the company, i.e., a proper mechanism of checks-and-balances, and

(3) Procedures for resolving and reconciling the conflicting interests and decisions of different participants in the corporation.

This mechanism ensures accountability of the Board of Directors to all stakeholders of the corporation i.e. managers, shareholders, suppliers, creditors, auditors, regulators, employees, customers and society in general; for giving the company a fair, clear and efficient administration. So it is not just mere company administration but a corporate management system. It is a code of conduct that must be followed for running and proper functioning of a corporate entity.

2. CORPORATE GOVERNANCE FRAMEWORK IN INDIA

Ever since India's biggest-ever corporate fraud and governance failure unearthed at Satyam Computer Services Limited, the concerns about good Corporate Governance have increased phenomenally.

Internationally, there has been a great deal of debate going on for quite some time. The famous Cadbury Committee defined "Corporate Governance" in its Report (Financial Aspects of Corporate Governance, published in 1992) as "the system by which companies are directed and controlled".

The Organisation for Economic Cooperation and Development (OECD), which, in 1999, published its Principles of Corporate Governance gives a very comprehensive definition of corporate governance, as under:

"a set of relationships between a company's management, its board, its shareholders and other stakeholders. Corporate governance also provides the structure through which the objectives of the company are set, and the means of attaining those objectives and monitoring performance are determined. Good corporate governance should provide proper incentives for the board and management to pursue objectives that are in the interests of the company and shareholders, and should facilitate effective monitoring, thereby encouraging firms to use resources more efficiently."
2.1. Regulatory framework on corporate governance
The Indian statutory framework has, by and large, been in consonance with the international best practices of corporate governance. Broadly speaking, the corporate governance mechanism for companies in India is enumerated in the following enactments/ regulations/ guidelines/ listing agreement:

1. The Companies Act, 2013 inter alia contains provisions relating to board constitution, board meetings, board processes, independent directors, general meetings, audit committees, related party transactions, disclosure requirements in financial statements, etc.

2. Securities and Exchange Board of India (SEBI) Guidelines: SEBI is a regulatory authority having jurisdiction over listed companies and which issues regulations, rules and guidelines to companies to ensure protection of investors.

3. Standard Listing Agreement of Stock Exchanges: For companies whose shares are listed on the stock exchanges.

4. Accounting Standards issued by the Institute of Chartered Accountants of India (ICAI): ICAI is an autonomous body, which issues accounting standards providing guidelines for disclosures of financial information. Section 129 of the New Companies Act inter alia provides that the financial statements shall give a true and fair view of the state of affairs of the company or companies, comply with the accounting standards notified under s 133 of the New Companies Act. It is further provided that items contained in such financial statements shall be in accordance with the accounting standards.

5. Secretarial Standards issued by the Institute of Company Secretaries of India (ICSI): ICSI is an autonomous body, which issues secretarial standards in terms of the provisions of the New Companies Act. So far, the ICSI has issued Secretarial Standard on "Meetings of the Board of Directors" (SS-1) and Secretarial Standards on "General Meetings" (SS-2). These Secretarial Standards have come into force w.e.f. July 1, 2015. Section 118(10) of the New Companies Act provide that every company (other than one person company) shall observe Secretarial Standards specified as such by the ICSI with respect to general and board meetings.

3. CORPORATE GOVERNANCE UNDER THE COMPANIES ACT, 2013
Many high profile corporate governance failure scams like the stock market scam, the UTI scam, Ketan Parikh scam, Satyam scam, which was severely criticized by the shareholders, called for a need to make corporate governance in India transparent as it greatly affects the development of the country.

The Indian Companies Act of 2013 introduced some progressive and transparent processes which benefit stakeholders, directors as well as the management of companies. Investment advisory services and proxy firms provide concise information to the shareholders about these newly introduced processes and regulations, which aim to improve the corporate governance in India.

Corporate advisory services are offered by advisory firms to efficiently manage the activities of companies to ensure stability and growth of the business, maintain the reputation and reliability for customers and clients. The top management that consists of the board of directors is responsible for governance. They must have effective control over affairs of the company in the interest of the company and minority shareholders. Corporate governance ensures strict and efficient application of management practices along with legal compliance in the continually changing business scenario in India.
Corporate governance was guided by Clause 49 of the Listing Agreement before introduction of the Companies Act of 2013. As per the new provision, SEBI has also approved certain amendments in the Listing Agreement so as to improve the transparency in transactions of listed companies and giving a bigger say to minority stakeholders in influencing the decisions of management. These amendments have become effective from 1st October 2014.

3.1. A Few New Provision for Directors and Shareholders

- One or more women directors are recommended for certain classes of companies
- Every company in India must have a resident directory
- The maximum permissible directors cannot exceed 15 in a public limited company. If more directors have to be appointed, it can be done only with approval of the shareholders after passing a Special Resolution
- The Independent Directors are a newly introduced concept under the Act. A code of conduct is prescribed and so are other functions and duties
- The Independent directors must attend at least one meeting a year
- Every company must appoint an individual or firm as an auditor. The responsibility of the Audit committee has increased
- Filing and disclosures with the Registrar of Companies has increased
- Top management recognizes the rights of the shareholders and ensures strong co-operation between the company and the stakeholders
- Every company has to make accurate disclosure of financial situations, performance, material matter, ownership and governance

3.2. Additional Provisions

- Related Party Transactions – A Related Party Transaction (RPT) is the transfer of resources or facilities between a company and another specific party. The company devises policies which must be disclosed on the website and in the annual report. All these transactions must be approved by the shareholders by passing a Special Resolution as the Companies Act of 2013. Promoters of the company cannot vote on a resolution for a related party transaction.
- Changes in Clause 35B – The e-voting facility has to be provided to the shareholder for any resolution is a legal binding for the company.
- Corporate Social Responsibility – The company has the responsibility to promote social development in order to return something that is beneficial for the society.
- Whistle Blower Policy – This is a mandatory provision by SEBI which is a vigil mechanism to report the wrong or unethical conduct of any director of the company.

4. NEED FOR CORPORATE GOVERNANCE

The need for corporate governance is highlighted by the following factors:

(i) Wide Spread of Shareholders:

Today a company has a very large number of shareholders spread all over the nation and even the world; and a majority of shareholders being unorganised and having an indifferent attitude
towards corporate affairs. The idea of shareholders’ democracy remains confined only to the law and the Articles of Association; which requires a practical implementation through a code of conduct of corporate governance.

(ii) Changing Ownership Structure:

The pattern of corporate ownership has changed considerably, in the present-day-times; with institutional investors (foreign as well Indian) and mutual funds becoming largest shareholders in large corporate private sector. These investors have become the greatest challenge to corporate managements, forcing the latter to abide by some established code of corporate governance to build up its image in society.

(iii) Corporate Scams or Scandals:

Corporate scams (or frauds) in the recent years of the past have shaken public confidence in corporate management. The event of Harshad Mehta scandal, which is perhaps, one biggest scandal, is in the heart and mind of all, connected with corporate shareholding or otherwise being educated and socially conscious.

The need for corporate governance is, then, imperative for reviving investors’ confidence in the corporate sector towards the economic development of society.

(iv) Greater Expectations of Society of the Corporate Sector:

Society of today holds greater expectations of the corporate sector in terms of reasonable price, better quality, pollution control, best utilisation of resources etc. To meet social expectations, there is a need for a code of corporate governance, for the best management of company in economic and social terms.

(v) Hostile Take-Overs:

Hostile take-overs of corporations witnessed in several countries, put a question mark on the efficiency of managements of take-over companies. This factors also points out to the need for corporate governance, in the form of an efficient code of conduct for corporate managements.

(vi) Huge Increase in Top Management Compensation:

It has been observed in both developing and developed economies that there has been a great increase in the monetary payments (compensation) packages of top level corporate executives. There is no justification for exorbitant payments to top ranking managers, out of corporate funds, which are a property of shareholders and society.

This factor necessitates corporate governance to contain the ill-practices of top managements of companies.

(vii) Globalisation:

 Desire of more and more Indian companies to get listed on international stock exchanges also focuses on a need for corporate governance. In fact, corporate governance has become a buzzword in the corporate sector. There is no doubt that international capital market recognises only companies well-managed according to standard codes of corporate governance.
5. IMPORTANCE OF CORPORATE GOVERNANCE IN INDIA / CONCLUSION

A company that has good corporate governance has a much higher level of confidence amongst the shareholders associated with that company. Active and independent directors contribute towards a positive outlook of the company in the financial market, positively influencing share prices. Corporate Governance is one of the important criteria for foreign institutional investors to decide on which company to invest in.

The corporate practices in India emphasize the functions of audit and finances that have legal, moral and ethical implications for the business and its impact on the shareholders. The Indian Companies Act of 2013 introduced innovative measures to appropriately balance legislative and regulatory reforms for the growth of the enterprise and to increase foreign investment, keeping in mind international practices. The rules and regulations are measures that increase the involvement of the shareholders in decision making and introduce transparency in corporate governance, which ultimately safeguards the interest of the society and shareholders.

Corporate governance safeguards not only the management but the interests of the stakeholders as well and fosters the economic progress of India in the roaring economies of the world.
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ABSTRACT
To adapt new staff nurses to their work, most hospitals have implemented mentoring programs. However, many new nurses encountered negative mentoring experience during their mentorship. This study aimed to establish and test a theory-based negative mentoring experience questionnaire (NMEQ) for management. This study adopted questionnaire-survey method with new staff nurses of hospitals. The overall research was divided into two stages. In the first stage, 30 valid pre-trial questionnaires were collected. In the second stage, 255 valid questionnaires were gathered. The first stage involved the drafting of preliminary items and expert validity analysis. The second phase included a reliability, construct validity and criterion-related validity analysis. After proposing 48 preliminary items, an expert validity test was carried out by requesting five senior nursing managers with mentoring experience. After the expert validity test, a content validity index (CVI) was constructed, with an average of 0.82. Items with a CVI of less than 0.8 were removed, leading to the deletion of 15 items. The remaining 33 items were then subjected to a reliability test; four items found to have an item-to-total correlation of less than 0.5 were deleted. A total of 29 items of NMEQ were proposed: four nursing manager items, four institutional items, three other medical staff items, twelve mentor items, and six mentee items. Exploratory factor analysis, confirmatory factor analysis and correlation analysis proved that this questionnaire had good construct validity and criterion-related validity. NMEQ was composed of five elements of institutional dimension, mentor dimension, nursing manager dimension, other medical staff dimension, and mentee dimension with a total of 29 items. Managers could use NMEQ to understand the effectiveness of mentoring program and provide the directions for improving it. Additionally, managers should provide interpersonal skills training to improve mentor-mentee interaction.

Keywords: Mentorship, Negative Mentoring Experience, Human Resource, Nurse

1. INTRODUCTION
Previous research studies have revealed that interactions between mentors and mentees can sometimes lead to conflicts. The resulting negative experiences, when accumulated over a long period, have the potential of reducing the efficacy of mentoring programs, and defeating these programs’ goal of transfer of knowledge from mentor to mentee. This can lead to mentoring dysfunction and decreased relationship effectiveness (Omansky, 2010; Weng et al., 2010). In reality, Eby(2000) showed that positive and negative experiences often coexist within the course of interactions. Their study revealed that more than half of new nurses encountered negative mentoring experiences (NME), but mentees with the same mentor could also have positive and negative experiences. The negative effects of NMEs should not be underestimated, and the negative effects of these mixed experiences often outweigh the benefit of positive experiences (Eby, Butts, Durley, & Ragins, 2010). The NMEs often lead to mentees’ poor learning experience, low psychological and career support, a higher level of frustration in the
workplace and shirking of duties, low work satisfaction, high turnover tendency, and greater work-related pressure (Eby, Butts, Lockwood, & Simon, 2004; Omansky, 2010). When the interactions in a relationship are more negative than positive in nature, one or both parties may choose to leave the relationship (Ragins, Cotton, & Miller, 2000; Scandura, 1998). Eby (2007) believes that when problems or NMEs affect the professional growth of the mentee, the mentee may choose to leave the relationship.

The effect of NMEs on the mentee can range from a modest impact on work performance to resulting in the mentee’s disappointment and decision to leave the mentorship. The mentorship can also ebb and flow in difficulties, which nurse managers would not want to see. When new staff nurses enter the workforce, the pressures from all sides can cause a period of maladjustment. In the past, we have been able to observe only the most superficial effects of this, such as high turnover rates. However, if we are able to develop a metric to quantify and record NMEs to help with the early diagnosis of negative experiences, it may be possible to find appropriate ways to manage the sources of serious problems, thereby reducing NMEs and the turnover rate of mentees. Thus, assessing mentees’ NMEs has theoretical and practical importance; however, as previous research mainly focused on the positive aspects of mentorships, such as mentoring function; there has been a lack of research that provides data on NMEs, such as NME questionnaires (Chen & Lou, 2014; Chen, 2013; Hu, Wang, Yang, & Wu, 2014). Therefore, this study aimed to establish the practical and theory-based negative mentoring experience questionnaire (NMEQ) as a reference tool for nursing management.

2. LITERATURE REVIEW

The NMEs imply that dysfunctional mentoring outcomes can occur after the implementation of mentoring programs, which have effects on both the mentor and mentee (Burk & Eby, 2010). This can include the relationship failing to meet the needs of one or both parties, causing dissatisfaction (Scandura, 1998), the cost of the relationship outweighing its benefit (Feldman, 1999), the mentor being overly selective or demanding, or the mentor being too authoritarian. Eby et al. (2000) clearly define NMEs as specific issues that arise between mentor and mentee, such as the way in which a mentor responds to a mentee or the mentor’s personality, which may inhibit the ability of the mentor to provide instruction to the mentee. These issues include the mentor not providing assistance when the mentee encounters problems in achieving certain career goals, or difficulties in the mentor-mentee relationship that restrict the interaction between the pair. This research uses nurses in Taiwanese hospitals as subjects. Huang’s (2013) research not only employs a rigorous grounded theory analysis in Taiwanese context, but also uses a theoretical basis in line with the current state of nurse mentoring programs. This study covers the elements proposed by Eby et al. (2000) and develops the scale advocated by Huang (2013).

3. METHODS

Design, sample, and setting

The collection of research materials was divided into two stages. In the first stage, 30 valid pre-trial questionnaires were collected. In the second stage, 255 valid questionnaires were gathered, with a collection rate of 87.93%. The subjects were nurses in mentorship programs in two regional Taiwanese hospitals who had been working for less than two years. In the pre-trial phase, all subjects were female, 40% were between 26 and 30 years old, 73.33% held a Bachelor of Science (BSc) degree, 73.33% were unmarried, and 93.33% had been working for the hospital for between 1 year and 7 months, and 2 years. In the second phase, 97.25% of
respondents were female, with 60.39% between 20 and 25 years old, 67.84% held a BSc or higher, and 218 respondents were unmarried. Of the respondents, 29.02% had worked for the hospital for between 1 year, and 1 year and 6 months, with 59.6% of respondents having experience of working for other hospitals, and 34.9% of respondents having worked in fields related to internal medicine. In terms of mentors, 59.6% belonged to Level III and 71.4% had experience of mentoring other nurses, 99% of who had spent 0–6 months mentoring new nurses. Of the mentees, 52.2% said that they regularly interacted with their mentors.

**Questionnaire Framework and Study Process**

This study follows the assertions of Huang (2013) and related literature concerning NMEs in Taiwan and abroad as a basis for the development of NMEQ. In this study, the first stage involved the drafting of a round of preliminary items, and expert validity and reliability analyses were conducted. The second phase included a reliability analysis, exploratory factor analysis (EFA), and confirmatory factor analysis to verify the scale’s construct validity. Finally, using a mentoring function scale as a criterion, we tested the criterion-related validity.

4. **RESULTS**

**EFA**

The results of a Kaiser-Mayer-Olkin (KMO) index and Bartlett’s test of sphericity revealed a KMO of 0.924, and a Bartlett value of 6418.098 ($df = 435, p < 0.01$), showing that this study’s scale is suitable for carrying out an EFA. We then used a principal component analysis with the varimax method to conduct a principal axis factoring. We took factors with eigenvalues greater than 1 as the number of extracted factors, and groups with factor loading greater than 0.5 as our selected factors. According to this scale, we extracted five factors with eigenvalues greater than 1, explaining 70.05% of the total variance. Because the factor loadings of G1 on factor 3 and factor 5 all reached 0.5, this item was deleted, leaving 29 items explaining 70.00% of the total variance. The factors and items are listed below (See Table 1).

**The first factor: Mentor dimension**

The first factor was included in the following 12 items. My mentor does not actively instruct me. My mentor does not actively assist me. My mentor is unqualified for the role of mentor. My mentor has made personal attacks against me. My mentor, together with others, has isolated me. My mentor is unwilling to acknowledge my thoughts and feelings about nursing. My mentor does not remind me to participate in important meetings and discussions. I am unable to adapt to my mentor’s leadership style. My mentor has poor emotional management. When I ask my mentor a question, he/she is often unable to provide a satisfactory answer. After I have already finished my shift, my mentor has asked me to remain to help colleagues. I am unable to accept my mentor’s style of instruction. These items were able to explain 43.51% of the variance. Because these items imply a negative experience caused by the mentor, they are called the “mentor dimension” of NME (Cronbach's $\alpha = 0.96$).

**The second factor: Mentee dimension**

The second factor was described by the following six items. Sometimes I am too inflexible at work. My learning attitude is not active enough. When my mentor is busy, I do not dare ask him/her questions. My work style and value on nursing care are different from my mentor’s. I am not passionate about nursing. Because of my unfamiliarity with the workflow, I often have to stay late. These items explained 10.47% of the variance and, because they deal with negative
experiences caused by the mentee, their factor is referred to as the “mentee dimension” (Cronbach's $\alpha = 0.84$).

**The third factor: Nursing manager dimension**

The third factor was included in the following four items. I think that my nursing manager has poor emotional management. My nursing manager and I have poor communication. I think that senior nursing managers have no way of knowing the issues of junior staff. I have immediately reported issues to my nursing manager, but she did not help to resolve the problem. The responses to these items explained 6.84% of the variance and, because these items point to negative experience caused by nursing managers, the factor is referred to as the “nursing manager dimension” (Cronbach's $\alpha = 0.92$).

**The fourth factor: Institutional dimension**

The fourth factor was included in the following four items. My mentor’s method of instruction is different from my school’s. I feel that when I am not prepared to do something on my own, my mentor will ask me to do the task anyway. My current workload exceeds my working capacity. When my mentor instructs me, his attitude is harsher than others. These items explained 5.13% of the variance and, because they indicate institutional problems leading to negative experience, their factor is referred to as the “institutional dimension” (Cronbach's $\alpha = 0.72$).

**The fifth factor: Other medical staffs dimension**

The fifth factor was included in three related items. I feel that myself and other medical staff have poor communication. Other medical staff are often strict when correcting me. Physicians are often strict when correcting me. These items explained 4.04% of the variance and, because they indicate negative experiences caused by staff other than nurses, such as physicians and other medical staff, the factor is referred to as the “other medical staff dimension” (Cronbach's $\alpha = 0.88$).

**CFA**

Construct validity was examined using CFA with AMOS 18.0. The internal consistency of the measurement model was assessed by computing composite reliability (CR), and average variance extracted (AVE) indicated the percentage of variance of the dimension explained by an individual item. The CR and AVE values of more than 0.6 and 0.5, respectively, and the factor loadings of all items that reached statistically significant levels indicate good construct reliability and adequate convergent validity of the measurement model. In case of discriminant validity, when the square root values of all the AVE values of every dimension are higher than the pairwise correlation coefficients, it showed that the measurement model of NME had good discriminant validity.

All of model fit indices of CFA results for first-order model and second-order model were acceptable (Bagozzi & Yi, 1998). In other words, there was a good fit between the measurement model of NME and the questionnaire data. The CFA results also showed that the range of composite reliability values for each dimension demonstrated a reliability of 0.72–0.96. The factor loadings of all the items reached statistically significant levels ($p<0.01$). Besides of institutional dimension, average variance extracted (AVE) values of other dimensions were higher than 0.5. This indicated that NMEQ possesses good internal consistency and convergent validity. In addition, the CFA results also showed that the square roots of all the AVE values of every research dimension were higher than each pairwise
correlation coefficient. In sum, the measurement models of NME all had acceptable discriminate validity. Finally, this study used target coefficient to evaluate the relation between the first-order model and the second-order model. The target coefficient of NME is 0.96(848.379/884.275) and statistically significant (p<0.01). This showed that the first-order factors could be well accounted for by a more restrictive model (the second-order model) (Marsh & Hocevar, 1985).

Criterion-related validity

This research used Weng and Huang’s(2012) scale of mentoring function (including the three elements of role modeling function, career development function, and psychosocial support function) as positive mentoring experience, and an inverse criterion for NME, with an inverse relationship between mentoring function and NMEs indicating that NMEQ has good criterion-related validity. Pearson’s r correlation results indicated that overall, as well as within each dimension, NMEQ and mentoring function exhibited a negative correlation.

5. CONCLUSION

If nurse managers hope to reduce the negative experiences of new staff nurses, they can use the results of this study to measure the effectiveness of mentoring program and provide the directions of improving mentoring program in the future. Specific benefits could include finding ways to encourage nursing managers to monitor the relationship between new nurses and mentors, and new nurses’ adaptability to their work environment, or planning activities that can help new nurses to feel welcome in the workplace. In addition, this study revealed that there is an apparent phenomenon of workplace bullying of new staff nurses, and that the current method of nurses reporting such behavior directly to their nursing managers suffers certain weaknesses, such as suppression of complaints or aversion of new nurses to raising these issues with their managers. This study therefore suggests that a formal complaint system be established in the form of an online portal or another formal avenue that does not rely on nursing managers. This study also found that poor interaction between mentees, mentors, nursing managers, and other medical staff was a significant contributor to negative experiences. Consequently, we recommend that in the course of mentorship training programs, in addition to instructing mentors on how to train their mentees effectively from a medical perspective, attention should be paid to interpersonal skills training, in order to improve interaction between mentors and mentees.

The empirical results furnished by this study’s NMEQ of hospital nurses can be used as important data for human resource theory related to nursing, as well as a practical reference for those in the field. Additionally, it can help nursing managers to assess the positive aspects (mentoring function) of their mentoring programs, as well as to reveal, and help to analyse, their weaknesses related to negative experience. Furthermore, this study can help nursing managers to clarify the possible range of negative experiences that their new staff nurses are likely to face in the implementation of mentoring programs. In addition to providing a reference for potential future research, we hope that this study can help nursing managers to improve their mentoring programs by boosting mentoring effectiveness and reducing negative experiences, and to strengthen the efficiency and quality of care provided by new staff nurses, thereby improving health care quality as a whole.
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### Table 1: Results of exploratory factor analysis

<table>
<thead>
<tr>
<th>No.</th>
<th>Items</th>
<th>Factor 1</th>
<th>Factor 2</th>
<th>Factor 3</th>
<th>Factor 4</th>
<th>Factor 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>D4</td>
<td>My mentor does not actively instruct me</td>
<td>0.89</td>
<td>0.11</td>
<td>0.11</td>
<td>0.10</td>
<td>0.03</td>
</tr>
<tr>
<td>D8</td>
<td>My mentor does not actively assist me</td>
<td>0.88</td>
<td>0.09</td>
<td>0.10</td>
<td>0.11</td>
<td>0.05</td>
</tr>
<tr>
<td>D9</td>
<td>My mentor has made personal attacks against me</td>
<td>0.83</td>
<td>0.07</td>
<td>0.13</td>
<td>0.22</td>
<td>0.19</td>
</tr>
<tr>
<td>D12</td>
<td>My mentor is unqualified for the role of mentor</td>
<td>0.82</td>
<td>0.20</td>
<td>0.20</td>
<td>0.11</td>
<td>0.16</td>
</tr>
<tr>
<td>D11</td>
<td>My mentor is unwilling to acknowledge my thoughts and feelings about nursing</td>
<td>0.81</td>
<td>0.07</td>
<td>0.14</td>
<td>0.20</td>
<td>0.17</td>
</tr>
<tr>
<td>E6</td>
<td>My mentor does not remind me to participate in important meetings and discussions</td>
<td>0.80</td>
<td>0.07</td>
<td>0.23</td>
<td>0.16</td>
<td>0.10</td>
</tr>
<tr>
<td>D4</td>
<td>My mentor, together with others, has isolated me</td>
<td>0.79</td>
<td>0.03</td>
<td>0.06</td>
<td>0.27</td>
<td>0.24</td>
</tr>
<tr>
<td>D8</td>
<td>My mentor has poor emotional management</td>
<td>0.78</td>
<td>0.18</td>
<td>0.31</td>
<td>-0.02</td>
<td>0.16</td>
</tr>
<tr>
<td>D9</td>
<td>I am unable to adapt to my mentor’s leadership style</td>
<td>0.77</td>
<td>0.25</td>
<td>0.25</td>
<td>0.05</td>
<td>0.18</td>
</tr>
<tr>
<td>D12</td>
<td>When I ask my mentor a question, he/she is often unable to provide a satisfactory answer</td>
<td>0.73</td>
<td>0.28</td>
<td>0.22</td>
<td>0.11</td>
<td>-0.07</td>
</tr>
<tr>
<td>D11</td>
<td>After I have already finished my shift, my mentor has asked me to remain to help colleagues</td>
<td>0.67</td>
<td>0.19</td>
<td>0.24</td>
<td>0.12</td>
<td>0.14</td>
</tr>
<tr>
<td>E6</td>
<td>I am unable to accept my mentor’s style of instruction</td>
<td>0.66</td>
<td>0.36</td>
<td>0.33</td>
<td>0.18</td>
<td>0.06</td>
</tr>
<tr>
<td>E3</td>
<td>Sometimes I am too inflexible at work</td>
<td>0.02</td>
<td>0.77</td>
<td>-0.06</td>
<td>0.22</td>
<td>0.07</td>
</tr>
<tr>
<td>E2</td>
<td>My learning attitude is not active enough</td>
<td>0.15</td>
<td>0.75</td>
<td>0.13</td>
<td>0.27</td>
<td>0.15</td>
</tr>
<tr>
<td>E4</td>
<td>My work style and value on nursing care are different from my mentor’s</td>
<td>0.24</td>
<td>0.66</td>
<td>0.24</td>
<td>0.09</td>
<td>0.14</td>
</tr>
<tr>
<td>E1</td>
<td>I am not passionate about nursing</td>
<td>0.06</td>
<td>0.66</td>
<td>0.22</td>
<td>0.26</td>
<td>0.20</td>
</tr>
<tr>
<td>E7</td>
<td>Because of my unfamiliarity with the workflow, I often have to stay late</td>
<td>0.25</td>
<td>0.65</td>
<td>0.09</td>
<td>0.13</td>
<td>0.12</td>
</tr>
<tr>
<td>E5</td>
<td>When my mentor is busy, I do not dare ask him/her questions</td>
<td>0.19</td>
<td>0.65</td>
<td>0.16</td>
<td>0.04</td>
<td>0.13</td>
</tr>
<tr>
<td>F1</td>
<td>I think that my nursing manager has poor emotional management</td>
<td>0.32</td>
<td>0.17</td>
<td>0.83</td>
<td>0.14</td>
<td>0.09</td>
</tr>
<tr>
<td>F2</td>
<td>My nursing manager and I have poor communication</td>
<td>0.34</td>
<td>0.19</td>
<td>0.81</td>
<td>0.17</td>
<td>0.13</td>
</tr>
<tr>
<td>F3</td>
<td>I think that senior nursing managers have no way of knowing the issues of junior staff</td>
<td>0.16</td>
<td>0.21</td>
<td>0.78</td>
<td>0.16</td>
<td>0.05</td>
</tr>
<tr>
<td>F4</td>
<td>I have immediately reported issues to my nursing manager, but she did not help to resolve the problem</td>
<td>0.41</td>
<td>0.05</td>
<td>0.77</td>
<td>0.21</td>
<td>0.06</td>
</tr>
<tr>
<td>G3</td>
<td>Other medical staff are often strict when correcting me</td>
<td>0.21</td>
<td>0.33</td>
<td>0.19</td>
<td>0.80</td>
<td>0.07</td>
</tr>
<tr>
<td>G4</td>
<td>I feel that myself and other medical staff have poor communication</td>
<td>0.21</td>
<td>0.30</td>
<td>0.25</td>
<td>0.76</td>
<td>0.12</td>
</tr>
<tr>
<td>G2</td>
<td>Physicians are often strict when correcting me</td>
<td>0.30</td>
<td>0.27</td>
<td>0.15</td>
<td>0.73</td>
<td>-0.01</td>
</tr>
<tr>
<td>C1</td>
<td>I feel that when I am not prepared to do something on my own, my mentor will ask me to do the task anyway</td>
<td>0.14</td>
<td>0.05</td>
<td>0.02</td>
<td>0.07</td>
<td>0.76</td>
</tr>
<tr>
<td>C2</td>
<td>My current workload exceeds my working capacity</td>
<td>0.11</td>
<td>0.18</td>
<td>0.14</td>
<td>0.26</td>
<td>0.69</td>
</tr>
<tr>
<td>C4</td>
<td>My mentor’s method of instruction is different from my school’s</td>
<td>0.07</td>
<td>0.20</td>
<td>0.11</td>
<td>-0.05</td>
<td>0.67</td>
</tr>
<tr>
<td>D1</td>
<td>When my mentor instructs me, his attitude is harsher than others</td>
<td>0.35</td>
<td>0.22</td>
<td>-0.01</td>
<td>-0.07</td>
<td>0.63</td>
</tr>
</tbody>
</table>

**Eigenvalue**

|          | 13.07 | 3.14 | 2.05 | 1.54 | 1.21 |

**Explained variance**

|          | 43.51 | 10.47 | 6.84 | 5.13 | 4.04 |
FINANCIAL LIBERALIZATION AND STOCK MARKET DEVELOPMENT IN THE MENA REGION

Doureige Jurdi  
-La Trobe University, Melbourne - Australia  
d.jurdi@latrobe.edu.au

Hayat Khan  
-La Trobe University, Melbourne - Australia  
h.khan@latrobe.edu.au

Rabie Said  
-La Trobe University, Melbourne - Australia  
r.said@latrobe.edu.au

ABSTRACT
We investigate the impact of financial liberalization on stock market development in the MENA region using data over the period from 1979 to 2014. We report a positive relationship between financial liberalization and stock market development. The size effect of this relationship tends to increase over time following the liberalization policy decision. We also find that a variation in the impact of financial liberalization on stock market development across countries in the MENA region. The effect of financial liberalization on stock market development is significantly larger in countries with common law origins, higher level of democracy, earlier liberalization policy date and smaller government sector.
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**ABSTRACT**

This paper explores causality between Croatian merchandise exports and its relative labour productivity. The empirical results confirm positive effect of increase in merchandise exports on relative labour productivity but not positive effect of increase in relative labour productivity on merchandise exports. Such established direction of the effect, from merchandise exports to relative labour productivity may potentially be due to labour law rigidity in the Republic of Croatia. Therefore, direct stimulation of exports can potentially provide better effects than the economic measures which are directed toward productivity growth.
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1. INTRODUCTION

Merchandise exports and labour productivity can be related in several ways. A country can export due to its comparative advantages in labour productivity, in which case merchandise exports are a consequence of comparative advantages in labour productivity. On the other hand, a growth of merchandise exports by exploiting economies of scale can affect an increase in labour productivity. Given the nature of the relationship between labour productivity and merchandise exports, some merchandise export-oriented measures of economic policy can appear to be more efficient than others. Would it be more appropriate to streamline all horizontal and sectoral incentives and other measures toward enhancing merchandise exports or are the measures focused on, for example, research and development or innovation more efficient in increasing both merchandise exports and, consequently, relative labour productivity? Answers to these questions depend on a number of factors and are therefore not identical for each country. Different theories point out different conclusions on causality between labour productivity and merchandise exports and for this reason conclusions must be made based on empirical evidence.

Given all of the above mentioned, this paper investigates causality between total merchandise exports and labour productivity in the Republic of Croatia comparing to other European Union member states.

The paper is divided in five parts. Following the first, introductory part, the second part considers the theoretical background to the link between merchandise exports and labour productivity. The third part of the paper describes the data and methodology used. The fourth part interprets the results and the fifth, final part, delivers main conclusions of the conducted research.
2. THEORETICAL BACKGROUND ON THE LINK BETWEEN MERCHANDISE EXPORTS AND LABOUR PRODUCTIVITY
Due to the recent financial and economic crisis, which brought recession in many countries, the hypothesis on the export-driven growth has gained considerable attention of scientific community and professionals. The potential solution to the crisis is increasingly seen in exporting to the markets of those countries that are reported to have experienced greater economic growth and, in line with this, greater demand for goods (Santos, Ribeiro and Carvalho, 2013). According to the traditional export-led growth theory and hypothesis, export growth causes a growth of productivity through various externalities (Beckerman, 1965; Kaldor, 1970). For small open economies, foreign demand allows economies of scale to be exploited and makes domestic companies internationally competitive. This can stimulate productivity growth and cause labour price inflation dampening as the salaries are not fully aligned in accordance with productivity indices. Lower salary costs and inflation dampening can improve price competitiveness and increase export growth even more. An initial export incentive can, accordingly, cause cumulative causality mechanism relative to the growth of productivity and export incentive measures can significantly affect productivity. This is the core reasoning behind the Kaldor’s export-led growth, which was originally presented in his paper in 1970, and was subsequently formalised by Dixon and Thirlwall (1975, 1979). The export-driven growth model sees export as a key determinant of productivity growth. Export determines the concentration of investment in the most efficient sectors of economy, that is, the sectors in which a country holds its comparative advantage. A higher degree of specialisation in those sectors in which a country has its comparative advantage positively affects productivity growth both in these sectors and in the overall economy. Furthermore, export growth through international market access or through economies of scale can enhance productivity. The exposure to international competition can exert pressure on exporters’ costs and, consequently, on production technology changes. This way, a positive effect on the exporting country’s economic productivity can eventually be created. Export can positively influence productivity of an overall economy through the impact of external factors (Bhagwati, 1978). International trade theories which see the sources of competitiveness of merchandise exports in the production technology, unlike the export-led growth theory, assume that productivity growth impacts export growth. Comparative advantage in an export market is determined by innovation (Vernon, 1966). According to Ricardo’s theory of comparative advantage, countries trade because of comparative advantages in labour productivity. Bearing in mind Ricardo’s theory of comparative advantages, the direction of influence would be from labour productivity to export (Grgić and Bilas, 2008). While two mentioned approaches assume a one-direction relationship, the neoclassical trade theory and intra-industrial trade mention a two-way impact. Export affects productivity, and *vice-versa*. Imperfect competition, economies of scale and product differentiation through trade with countries of similar abundance of production factors positively affects productivity and productivity then positively affects trade in goods (Helpman and Krugman, 1985). According to the analysis conducted on the example of the Republic of Croatia, international trade in goods of Croatia is closer to inter than intra-industrial trade (Škuflić and Vlahinić-Dizdarević, 2004). As mentioned in the introduction, research on this topic does not present uniform results. The empirical evaluation using the example of the United States of America (USA) confirmed the effect of labour productivity on the USA merchandise exports (Bernard and Jensen, 1999). The effect of labour productivity on merchandise exports was also empirically confirmed on the example of the Republic of Austria (Kunst and Marion, 1989). On the other hand, the export-driven growth theory which assumes the effect of export on labour productivity, was also confirmed using empirical evaluation (Proudman and Redding, 1998; Loecker, 2007). The results of empirical evaluation of causality between merchandise exports and productivity growth can potentially highlight the efficiency of national...
policies. If a country’s export growth causes productivity to increase, an initial export incentive can lead to productivity growth through economies of scale and price competitiveness (Atesoglu, 1994; Beckerman, 1965), which can then trigger a number of positive effects for domestic economy. In this case, when export growth causes productivity growth, the recommendation for national policies would be some kind of a strategic trade policy. On the other hand, if causality is reverse and productivity growth causes export growth, recommendations for national policies would involve more direct incentives to boost productivity, such as more significant investment in research or tax relieves for investment in research and development and various forms of educational support. In order to provide recommendations for more efficient trade and economic policies, it is necessary to identify the direction of activity or causality. Identifying the direction of influence is mostly an empirical problem.

3. METHODOLOGY AND RESEARCH RESULTS

Economic time series often do not have the characteristic of stationarity due to containing different trends. In order to test stationarity in the observed time series Augmented Dickey–Fuller unit root (ADF) tests has been applied. ADF test results for the observed time series i.e are shown in Table 1.

Table 2: Augmented Dickey–Fuller test results for Croatian merchandise exports, labour productivity in Croatia and merchandise exports to merchandise imports ratio of trade between Croatia and EU27 countries

<table>
<thead>
<tr>
<th>VARIABLE</th>
<th>VARIABLE DESCRIPTION</th>
<th>P - VALUE</th>
</tr>
</thead>
<tbody>
<tr>
<td>RI</td>
<td>Croatian merchandise exports</td>
<td>0.98</td>
</tr>
<tr>
<td></td>
<td>around zero</td>
<td>0.67</td>
</tr>
<tr>
<td></td>
<td>around the constant</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>in first differences</td>
<td></td>
</tr>
<tr>
<td>PR</td>
<td>Labour productivity in Croatia comparing to EU27 countries</td>
<td>0.77</td>
</tr>
<tr>
<td></td>
<td>around zero</td>
<td>0.73</td>
</tr>
<tr>
<td></td>
<td>around the constant</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>in first differences</td>
<td></td>
</tr>
<tr>
<td>RI/RU</td>
<td>Merchandise exports to merchandise imports ratio of trade between Croatia and EU27 countries</td>
<td>0.61</td>
</tr>
<tr>
<td></td>
<td>around zero</td>
<td>0.55</td>
</tr>
<tr>
<td></td>
<td>around the constant</td>
<td></td>
</tr>
<tr>
<td></td>
<td>in first differences</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Source: Authors’ calculation.

Like it’s shown in Table 1 with significance level of 5% all of the observed variables are integrated of first order I(1). Since all of the observed variables are integrated of the same order they might be co-integrated, so we apply cointegration approach to establish the relationship between relative labor productivity and merchandise exports in Croatia. In order to test the relationship between variables, the error correction model or the Engle-Granger Cointegration Approach (Engle and Granger, 1987) was assumed. Following the procedure we firstly estimate the relationship between labor productivity and merchandise exports.

According to Granger (1988), if two time series are cointegrated then there must be Granger-causality at least in one direction. To empirically check causality between merchandise exports and labour productivity, the Granger causality test must be applied. The Granger (1969) causality test is one of the earliest methods developed to quantify causal effects in time series.
It is based on a generally acknowledged fact that the cause precedes the effect, which it consequently creates. It can be said that X Granger-causes Y if the past values of X can contribute to anticipating the future values of Y, better than using the past values of Y alone. The Granger causality test can be carried out for stationary or cointegrated time series. The Granger causality test assumes the evaluation of the following model:

\[ Y_t = \mu_t + \sum_{i=1}^{q} \alpha_i \cdot Y_{t-i} + \sum_{j=1}^{p} \beta_i \cdot X_{t-i} + \epsilon_t \]

Where, \( \mu_t \) is the deterministic component and \( \epsilon_t \) is white noise. The null hypothesis can be tested using F-test. If the p-value is lower than the defined level of significance, the null hypothesis is not accepted and the conclusion is that the first observed time series Granger-causes the second time series.

In order to explore Granger-causality, the following two variables were observed: (1) total merchandise exports (data by the Croatian Bureau of Statistics) at constant prices and (2) labour productivity in the Republic of Croatia compared to the EU 27 average (data by the Eurostat, EU27=100) for the period 2000-2012. Most merchandise exports of the Republic of Croatia are directed to the European Union market and labour productivity compared to EU27 was selected as an indicator of international competitiveness in labour productivity. On the other hand, total merchandise exports, rather than merchandise exports to the EU27 market alone, affect labour productivity, and therefore total merchandise exports of the Republic of Croatia (RC) were accordingly selected as the observed variable in this model. According to this approach, a linear regression model is defined on non-stationary time series and then stationarity of residuals in the estimated regression model is tested. A linear regression model with non-stationary time series in which labour productivity in RC compared to EU27 average is a dependent variable and merchandise exports of RC is an independent variable is illustrated in Table 2.

### Table 3 Long-run equilibrium between labour productivity and merchandise exports in Croatia

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>0.622339</td>
<td>0.013999</td>
<td>44.45444</td>
<td>0.0000</td>
</tr>
<tr>
<td>RI</td>
<td>2.31E-06</td>
<td>2.52E-07</td>
<td>9.160649</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

| R-squared | 0.884110 | Mean dependent var | 0.747385 |
| Adjusted R-squared | 0.873574 | S.D. dependent var | 0.031508 |
| S.E. of regression | 0.011203 | Akaike info criterion | -6.004611 |
| Sum squared resid | 0.001381 | Schwarz criterion | -5.917696 |
| Log likelihood | 41.02997 | Hannan-Quinn criter. | -6.022476 |
| F-statistic | 83.91749 | Durbin-Watson stat | 1.960643 |
| Prob(F-statistic) | 0.000002 |             |       |

Source: Authors' calculation.

A linear regression model on non-stationary time series (Table 2) represents long-run equilibrium of the observed time series. Following the test of stationarity of the residual of the illustrated linear regression model, the null hypothesis on the unit root of the residual was rejected (the empirical level of significance of the ADF test is 0.0015).
After defining long term equilibrium between the observed variables and establishing stationarity of the residuals and the observed variables in the first differences, it was possible to define the error correction model (Table 3).

Table 3 Error correction model between labour productivity and merchandise exports in Croatia

<p>| Dependent Variable: DPR Method: LeastSquares Sample (adjusted): 2001 2012 Included observations: 12 after adjustments DPR=C(1)*DRI+C(2)*U(-1) |</p>
<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>C(1)</td>
<td>1.92E-06</td>
<td>6.35E-07</td>
<td>3.023195</td>
</tr>
<tr>
<td>C(2)</td>
<td>-1.111070</td>
<td>0.341190</td>
<td>-3.256456</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.582432</td>
<td>Mean dependent var</td>
<td>0.009250</td>
</tr>
<tr>
<td>Adjusted R-squared</td>
<td>0.540675</td>
<td>S.D. dependent var</td>
<td>0.016875</td>
</tr>
<tr>
<td>S.E. of regression</td>
<td>0.011436</td>
<td>Akaike info criterion</td>
<td>-5.953008</td>
</tr>
<tr>
<td>Sum squared resid</td>
<td>0.001308</td>
<td>Schwarz criterion</td>
<td>-5.872190</td>
</tr>
<tr>
<td>Log likelihood</td>
<td>37.71805</td>
<td>Hannan-Quinn criter.</td>
<td>-5.982930</td>
</tr>
</tbody>
</table>

Source: Authors' calculation.

Furthermore, the following model was assumed:

\[ DPR = C(1) \cdot DRI + C(2) \cdot U(-1) \]

Where:
- DPR - is the first difference of labour productivity variable,
- DRI - is the first difference of merchandise exports variable,
- U(-1) - are residuals with lag one from regression equation that represents long-run equilibrium.

The variables of the assumed model are significant and in line with the initial assumptions. If merchandise exports increase by one million HRK, relative labour productivity compared to EU 27 will increase by 1.92E-06.

The coefficient C(2) is significant and negative, therefore in accordance with theoretical assumptions. If two observed variables move away from the state of their long-run equilibrium over a period of time, in the next time period they will speedily return to the state of their long-run equilibrium and there is a strong relationship between relative productivity and merchandise exports in the long-run.

In order to check the assumptions of the illustrated model, the White’s test for homoscedasticity of variance, the Jarque-Bera test for normality of residuals and the test for the autocorrelation of the residuals (correlogram) were run. Following these, it was established that the assumptions of the model were met at a confidence level of 95%.
According to the Granger-Causality test, with the confidence level of 95%, it was possible to reject the null hypothesis according to which merchandise exports do not Granger-cause labour productivity (Table 4). Following the same procedure we wanted to establish the relationship between labour productivity in Croatia compared to the EU27 (PR in Table 1) and Croatian merchandise exports to the EU27 over Croatian merchandise imports from EU27 ratio (RI/RU in Table 2). Like one can see in Table 2 the aforementioned variables are integrated of the same order therefore error correction model can be estimated for the observed pair of variables.

Table 4 The Granger-Causality test between labour productivity and merchandise exports in Croatia

<table>
<thead>
<tr>
<th>Null Hypothesis</th>
<th>Obs</th>
<th>F-Statistic</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>PR does not Granger Cause RI</td>
<td>12</td>
<td>0.07948</td>
<td>0.7844</td>
</tr>
<tr>
<td>RI does not Granger Cause PR</td>
<td>6.5669</td>
<td>0.0306</td>
<td></td>
</tr>
</tbody>
</table>

Source: Authors’ calculation.

Like one can see in Table 4, out of Granger causality test, hypothesis that PR does not Granger Cause RI/RU can be rejected at significance level of 5%. In accordance to Granger causality test, labour productivity Granger-causes merchandise exports to imports ratio between Croatia and EU27.

Table 5 Long-run equilibrium between labour productivity and merchandise exports to imports ratio between Croatia and EU27

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>2.442989</td>
<td>0.684510</td>
<td>3.568961</td>
<td>0.0051</td>
</tr>
<tr>
<td>@TREND</td>
<td>0.028587</td>
<td>0.007871</td>
<td>3.632113</td>
<td>0.0046</td>
</tr>
<tr>
<td>PR</td>
<td>-2.850708</td>
<td>0.972806</td>
<td>-2.930396</td>
<td>0.0150</td>
</tr>
</tbody>
</table>

Source: Authors’ calculation.
Following the test of stationarity of the residual of the illustrated model in Table 5, the null hypothesis on the unit root of the residual was rejected (the empirical level of significance of the ADF test is 0.0081).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>D(PR)</td>
<td>-1.291876</td>
<td>0.425621</td>
<td>-3.035271</td>
<td>0.0126</td>
</tr>
<tr>
<td>U(-1)</td>
<td>-0.897954</td>
<td>0.218867</td>
<td>-4.102742</td>
<td>0.0021</td>
</tr>
</tbody>
</table>

R-squared 0.730854  Mean dependent var 0.000508
Adjusted R-squared 0.703939  S.D. dependent var 0.050400
S.E. of regression 0.027423  Akaike info criterion -4.203829
Sum squared resid 0.007520  Schwarz criterion -4.123011
Log likelihood 27.22297  Hannan-Quinn criter. -4.233750
Durbin-Watson stat 1.305077

Source: Authors' calculation.

Like we can see in Tables 5 and 6 we found negative and significant relationship between labour productivity and merchandise exports to imports ratio between Croatia and EU27. In accordance to estimated models in Tables 5 and 6, the higher the labour productivity in Croatia compared to EU27 the lower the merchandise exports to merchandise imports from Croatia to EU27. Empirical results confirm that Croatia does not export to EU27 in regards to labour productivity. Furthermore the higher the labour productivity in Croatia the higher imports from EU27 and that might be the case due to income elasticity of import demand in Croatia, assuming that the higher labour productivity means the higher income level in Croatia.

4. DISCUSSION
The identified direction of influence can potentially be explained by the labour rigidity in Croatia. Stringent labour laws negatively affect the growth of productivity in such way that they hamper the processes of downsizing and creating new jobs. This can impede companies’ restructuring processes and shifting of jobs. Shifting employment can be an important source of effectiveness or productivity because this way labour is shifted from companies and/or sectors with low productivity to those with higher productivity. Labour rigidity represents an obstacle when opening new companies is concerned, that can has negative influence on productivity as well, given that new companies are more dynamic than the old ones and hence contribute more to total productivity and to creation of new jobs (Author, Kerr and Kugler, 2007; World Bank, 2005). Negative effects between layoff costs and labour productivity have been confirmed in several scientific papers (Micco and Pages, 2006; Scarpetta and Tessel, 2004). According to the analyses of the World Bank, labour laws in the Republic of Croatia are relatively rigid (World Bank, 2011). Due to stringent labour, direct effect on labour productivity can potentially be hampered and export growth could eventually be more efficient in the direction of raising labour productivity. The research was entirely focused on interconnection between merchandise exports and relative labour productivity so the certain limitations are present in this research. The limitations of the research at the first place come out of its scope.
We found no available data on an industry/mezzo level or on a company/micro level, so we took the available data on a macro level. Analysis on an industry or company level may provide additional evidence on the relationship between the merchandise exports and relative labour productivity.

5. CONCLUSION
The empirical results point out the conclusion that in the Republic of Croatia the merchandise exports growth Granger-causes relative labour productivity growth compared to other member states of the European Union. Furthermore, empirical results show that labour productivity growth in Croatia comparing to other European Union member states decreases merchandise exports to merchandise imports ratio between Croatia and other European Union member states. The established relation might be explained by income elasticity of import demand in Croatia since higher labour productivity can be correlated with higher income level. The results of this research suggest that export-led growth model can be acceptable for the economic growth and development in Croatia. Trade policy toward merchandise exports growth might help Croatia to converge with more developed European Union member states in terms of labour productivity. Therefore, direct measures toward merchandise exports can potentially provide better effects on the overall economic development than measures directed toward productivity growth.

The results obtained can be interpreted in the context of labour law in Croatia and its rigidity having as a consequence high costs of employment and layoff.

The main aim of the research was to establish interconnection between total merchandise exports in Croatia and labour productivity comparing to other European Union member states. Nonetheless certain limitations were present in this research. The limitations of the research at the first place come out of its scope. We found no available data on an industry/mezzo level or on a company/micro level, so we took the available data on a macro level. Analysis on an industry or company level may provide additional evidence on the relationship between the merchandise exports in Croatia and relative labour productivity.

Recommendations for further research would involve also exploring to what extent the rigidity of labour laws defines the direction of mutual influence between labour productivity and merchandise exports.
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ABSTRACT
The recent trend towards company’s responsibility for social, environmental and economic performance has resulted in sustainability reporting in varying levels. Even though there is a growing trend towards sustainability reporting which is of voluntary nature, not much attention is given to the credibility of such information through external assurance. The paper investigates the extent of sustainability reporting in the mining sector companies in Australia and their assurance practices. The annual reports were examined for top 100 ASX listed companies in the mining sector in Australia for 2013-2014. This study identified 18% of companies had a sustainability report, however, only 44% of the sustainability reports were audited either by accountants or independent assurance providers. However, majority of the companies (62.5%) were assured by accountants. Criteria used for assurance varied resulting in providing limited assurance by majority of the assurance providers. This study showed that there is variability in assurance practices for sustainability reports. Companies also used various assurance standards, as there were no universally accepted assurance standards for non-financial reporting. One of the major limitations for this variability is the lack of standardized indicators. This study shows that there is a need to develop generally acceptable criteria for assurance of non-financial information in sustainability reports. The criteria that can be applied by assurance providers would be a significant contribution for auditing profession and independent providers as well as standard setters, which will provide credible information for users of such information. This paper identified the importance of acceptable criteria for assurance of non-financial information in sustainability reports for companies in the mining sector which are considered to have greater environmental and social impact.
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1. INTRODUCTION
Sustainability is the ability for a company to continue in the long-term (Zadek and Raynard 2004). Ninety five percent of the world’s largest corporations publish some form of sustainability reports (GRI. 2013). Eighty five percent of ASX 200 companies in Australia provides some level of reporting on sustainability factors (ACSI. 2014). This is also accompanied by investor expectations for corporate disclosures beyond what is disclosed in financial reporting, which has driven much attention to disclosures of Environmental, Social and Governance (ESG) information by corporations. In comparison to financial reporting, sustainability reporting is an integral part of the communication between the company and key stakeholders (Wallage 2000).

Investors, especially the institutional investors, tend to look at longer investment horizons (Chartered Accountants of Canada 2010) and believe that “the indicators they use to assess
performance with respect to Environmental, Social and Governance issues are essential to analyse a company’s ability to sustain competitive advantage over the long term (Goldman Sachs 2008). Non-financial reporting in the 1990s was dominated by environmental concerns. However, the trend towards sustainable business practices which arose due to corporate governance scandals has brought the attention for companies to be aware of the need to be accountable for a wider audience on all aspects of the performance of a company, thereby reporting on environmental, social which includes ethical issues together with economic performance to communicate corporate responsibility to stakeholders (KPMG. 2005). Increased demand for sustainability reporting has also come about with the need for credibility of the information requiring independent assurance. This rise in the assurance of sustainability reporting has been mainly in response to business and public concerns about sustainability challenges such as global warming. Prior research reports several benefits of assurance such as reduced agency costs and greater user confidence in the accuracy and validity of information (Simnett, Vanstraelen et al. 2009).

Assurance is an evaluation process that uses specific principles and standards to assess the quality of the organisation’s underlying systems, processes and competencies that underpin performance (Zadek and Raynard 2004). Assurance provides credibility of information in annual reports through auditing, verification and validation process. Existing criteria for audit assurance for financial statements are relevance, reliability, neutrality, understandability and completeness. However, lack of unified established standards constitute a problem for assurance of sustainability reports (Manetti and Becatti 2009).

Independent assurance of sustainability information is intended to increase the robustness, reliability, accuracy and trustworthiness of disclosed information, because high quality information is considered more trustworthy and ultimately more useful for the organization and for users of information (GRI. 2013). Independent assurance enhances credibility of information used in the decision-making and provides confidence to investors, stakeholders, directors and senior management. It is also a tool for mitigating risks associated with the potential disclosure of inaccurate or misleading information (KPMG. 2011). Accounting and environmental consulting professionals have continued to argue the importance of assurance to increase trust in assurance reporting (Fonseca 2010). Therefore, assurance focuses on quality of data or processes to determine what data to collect, with the underlying intention to improve the quality of final disclosure (Zadek and Raynard 2004, GRI. 2013). Sustainability Reporting Guidelines of the GRI is considered an important driver to improve the quality of social environmental reports.

The purpose of this study is to investigate the sustainability reporting and the extent of independent assurance in the mining sector companies in Australia.

2. LITERATURE REVIEW OF ASSURANCE OF SUSTAINABILITY REPORTS
2.1 Sustainability Reporting
Sustainability reporting is gaining prominence around the world due to the importance of corporate responsibility. A company’s value is impacted by the quality of its relationship with internal and external stakeholders through communicating companies actions that impact the society. As a result, companies are increasingly reporting on environmental and social aspects of their performance publicly (O’Dwyer, Owen et al. 2011) through sustainability reports, integrated reports, corporate social responsibility reports and also through their websites. This form of reporting is referred to as Corporate Responsibility (CR) reporting in the KPMG survey. Studies conducted by KPMG shows that there is a steady growth in reporting on environmental and social aspects (KPMG 2013). Two principal factors have driven sustainability reporting. Firstly, issues related to sustainability affect a company’s long-term economic performance
materially. Secondly, the business community need to respond to issues related to sustainable development appropriately (KPMG 2008).

There are no universally accepted definitions of sustainability reporting. One of the accepted definitions for sustainability reporting is put forward by Global Reporting Initiative (GRI 2011). “Sustainability reporting is the practice of measuring, disclosing, and being accountable to internal and external stakeholders for organizational performance towards the goal of sustainable development. ‘Sustainability reporting’ is a broad term considered synonymous with others used to describe reporting on economic, environmental, and social impacts (e.g., triple bottom line, corporate responsibility reporting, etc.). A sustainability report should provide a balanced and reasonable representation of the sustainability performance of a reporting organization – including both positive and negative contributions”

2.2 Assurance of Sustainability Reports

The rise in sustainability reporting is also accompanied by the need for assurance by third parties for credibility of the information provided for both internal and external audiences. Reliable and credible information provides information to management to manage company’s environmental and social risks, whereas from the stakeholders perspective, assurance represents efforts and achievements in relation to corporate responsibility reporting (KPMG 2002). According to Auditing and Assurance Standards Board, assurance engagement means “an engagement in which an practitioner expresses a conclusion designed to enhance the degree of confidence of the intended users other than responsible party about the outcome or evaluation or measurement of a subject matter against criteria” (CPA Australia 2013).

It can be seen that, a motivation to provide assurance statements with sustainability reports is to demonstrate that the management is committed to corporate responsibility. However, according to literature, there is suspicion that assurance practices for sustainability reporting lack credibility due to the managerial influence which diminishes accountability and transparency to stakeholders (Owen, Swift et al. 2000, Gray 2001, Adams and Evans 2004). Furthermore, managers may control the production of sustainability reports provided that it increases the corporate image rather than seeking transparency and accountability to stakeholders (Owen, Swift et al. 2000). However, Hodge, Subramaniam et al. (2009) states independent assurance add value to users of sustainability report in two ways. It increases the probability of finding material errors and omissions which would improve the quality of information and assurance provided by an independent assurer increase the credibility of information. Consequently, information accompanied by an assurance statement is likely provide greater confidence to report users.

Kolk and Perego (2010) refers to the 2002 KPMG Survey of corporate responsibility reporting which states that adoption of sustainability assurance arises from ‘… the demand for reliable and credible information from management, for managing the company’s environmental and social risks, and from stakeholders who want assurance that the report truly represents the company’s efforts and achievements’.

However, inclusion of an assurance statement for sustainability reporting could add value is questionable as these are usually prepared under management instructions and not as a result of independent enquiry (Gray 2000). Therefore, usefulness of the assurance of sustainability reports are challenged (Hodge, Subramaniam et al. 2009). Firstly lack of generally accepted criteria for sustainability reports results in variability in content and format of the assurance statements (Deegan, Cooper et al. 2006). Secondly, lack of specific assurance guidelines for assurance of sustainability reporting can result in inconsistent approaches used to address similar issues (Hodge, Subramaniam et al. 2009).
2.3 Assurance Practices
Assurance of non-financial information has posed problems to auditors’ who have guidelines for auditing of financial reports. There is no specific guidance to address assurance of sustainability reports, however, there are two standards for guidance of assurance engagement. In Australia, Australian Standard of Assurance Engagement (ASAE) ASAE 3000 covers assurance engagements other than audits or reviews of historical financial information, which is also the focus of International Standard of Assurance Engagement (ISAE) ISAE 3000. These standards advocate two types of assurance referred to as reasonable assurance and limited assurance. Reasonable assurance aims to report a high level of assurance, not absolute level of assurance. This is due to limitations in the clients internal control system and the process employed for assurance itself, which is provided in a positive form. The limited assurance refers to a limited level of assurance. In a limited assurance the report indicates that it has not come to the attention of the practitioner that the information is not presented fairly in accordance with the identified criteria, which is referred to as the negative form (Hodge, Subramaniam et al. 2009). Mock, Strohm et al. (2007), identified three categories of assurance statements in their study, which were classified into positive, negative and hybrid or mixed.

2.4 Assurance Criteria
Criteria are established to evaluate or measure a subject matter of an assurance engagement. Criteria are considered to be the standards or benchmarks that enable reasonably consistent evaluation or measurement of the subject matter within the context of professional judgement (Wallage 2000). According to Auditing and Assurance Standards Board (2014) “suitable criteria are required for reasonably consistent measurement or evaluation of an underlying subject matter within the context of professional judgement. Without the frame of reference provided by suitable criteria, any conclusion is open to individual interpretation and misunderstanding. Suitable criteria are context-sensitive, that is, relevant to the engagement circumstances. Even for the same underlying subject matter there can be different criteria, which will yield a different measurement or evaluation”.
Currently there are no generally accepted criteria that have been developed for assurance of sustainability reporting. A study conducted by (O’Dwyer and Owen 2005) reported lack of specific criteria as a major constraint on the level of assurance provided such as a directly applicable assurance standards.

2.5 Assurance providers
Traditionally, assurance was provided by auditors from the accounting profession for assurance of financial statements. Increase in the importance of reporting on environmental and social factors that impact a company, has resulted in growth of consultants who have experience in assurance of environmental and social activities (Hodge, Subramaniam et al. 2009) and are competing with the accounting profession to provide assurance for sustainability reports (Wallage 2000). The fact that consultants are quite often small in size and their scope tend to be narrow as well as focus on compliance related to environmental regulatory requirements (Owen and O’Dwyer 2004). However, the accounting profession is represented by high profile accounting bodies and tend to be concerned about the absence of generally accepted standards for assurance of sustainability reports (Hodge, Subramaniam et al. 2009). The skills and competencies they possess in performing financial audits by the accountants can be used to audit non-financial information. A study conducted by Deegan, Cooper et al. (2006) reported, assurance statements provided by accountants do not include recommendations, praise or commentary about the organisations processes and systems, where as consultants provide this type of additional commentary. As a result, assurances provided by consultants are more informative and provide greater clarity for users of such reports. Furthermore, consultants tend to focus more on completeness, fairness in comparison to accountants (Hodge, Subramaniam et al. 2009). The study conducted by Mock, Strohm et al. (2007) reports that assurance for
sustainability reports were issued by 35% of big four accounting firms and the remaining 65% was assured by local and national firms and consultants. However, a study conducted by O'Dwyer and Owen (2005) reported accountants (53%) who were providing assurance was more likely to state the exact level of assurance pursued than their consultants (30%). Accountants tend to indicate the limitations in the degree of assurance provided stating, for example “we have not conducted an audit as defined in auditing standards, and we do not express an audit opinion on the performance data and information in the report”.

3. THEORETICAL PERSPECTIVE
This study draws attention to agency theory, stakeholder theory and legitimacy theory to discuss the assurance practices of sustainability reporting. From the perspective of agency theory, Kolk and Perego (2010) refers to a study conducted by Chow (1982). They states that the demand for assurance of non-financial information stems due to the need to mitigate agency costs as a result of information asymmetry with institutional creditors. Cooper (2015), refers to CFO of Westpac, Peter King who states that “the value of the company comes from doing the right thing for a wide group of stakeholders”. To facilitate this, companies are producing sustainability reports, web pages and more recently, integrated reports. Therefore, according to the stakeholder theory, the value of a company comes from serving a wider group of stakeholders. A stakeholder is defined as “any group of individuals who can affect or is affected by the activities of the firm, in achieving the objectives of the firm” (Freeman 1984). A company’s responsibility is not only to shareholders, it also has responsibility to suppliers, customers, employees, the government and the community, which means under the social responsibility model they must be accountable to the other stakeholders (Thorne, Ferrell et al. 2011). Accordingly, in the current business environment way of thinking is changing from shareholder wealth maximization to stakeholder wealth maximization. A company’s value management system is based not only on economic profit maximization, but also on Environmental Social Governance (ESG) maximization, which ESG can be reached only if stakeholder engagement process is implemented in the management system of the company (Martirosyan and Vashakmadze 2013). ESG disclosures made by the companies are regarded as issues important to a wide range of stakeholders. They cover issues that are more than economic concern and also can impact economic concerns (Gray, Kouhy et al. 1995, Jenkins 2004). This shows that in order to be successful, companies not only have to be responsible to shareholders, but also rely on management of a variety of stakeholders who have a stake in the social and financial performance of the firm (Donaldson and Preston 1995).
Legitimacy theory is also considered important because a firm is accountable to the society for the use of resources that belong to the society. Legitimacy theory provides similar insights to Stakeholder theory. Legitimacy theory is based upon the notion that there is a social contract between the society and an organisation. A firm receives permission to operate from the society and is ultimately accountable to the society for how it operates and what it does, because society provides corporations the authority to own and use natural resources and to hire employees (Deegan 2004). If society feels that an organisation has breached its side of the social contract, then the survival of the organisation will be threatened. Events such as the Alaskan oil spill in Valdez in 1989, may have a detrimental impact on society’s perception of both an organisation and the industry to which it belongs (Patten 1992). Thus legitimacy is considered to be a resource which an organisation is dependent upon for survival (Dowling and Pfeffer 1975). The legitimacy theory emphasizes that an organization must consider the rights of the public at large, not merely the rights of the investors. Failure to comply with societal expectations may result in sanctions being imposed in the form of restrictions on firms operations, resources and demand for its products. Social and environmental researchers particularly tend to utilize
legitimacy theory, to explain why corporate management undertake certain actions such as disclosing particular items of social and environmental information. It does not provide prescription about what management ought or should do and is a positive theory which seeks to explain or predict particular managerial activities (Deegan 2014).

Much empirical research has used legitimacy theory to study social and environmental reporting, and proposes a relationship between corporate disclosures and community expectations (Deegan 2004) and according to Tilling (2004) legitimacy theory provides a powerful mechanism for understanding voluntary social and environmental disclosures made by corporations. According to Deegan (2002) due to the desire to legitimise an organisations operations, legitimacy theory has been used as the theoretical basis for the environmental social disclosures. Furthermore, Lindblom (1994) and Patten (2005) has also suggested practice of environmental disclosures as a tool of legitimisation. Therefore, in relation to legitimacy theory, a strategy used for legitimacy is disclosure.

Gray, Owen et al. (1996), state that “the more important the stakeholder to the organization, the more effort will be exerted in managing the relationship. Information is a major element that can be employed by the organization to manage (or manipulate) the stakeholder in order to gain their support and approval, or to distract their opposition and disapproval”. Accordingly, manager’s will have an incentive to disclose information on various programs and initiatives to those stakeholders who have a particular interest in the organisation to indicate that they are conforming to stakeholder expectations (Deegan 2002).

Therefore, it is incorrect to treat legitimacy theory and stakeholder theory as two distinct theories, because it can be argued that there is an overlap between legitimacy theory and stakeholder theory (Gray, Kouhy et al. 1995).

4. MINING SECTOR IN AUSTRALIA

Contribution of the mining sector to the Australian economy is relatively high. Mining boom in the recent past has had a significant impact on the living standards of Australians. Nearly 6% of Australia’s GDP is contributed by the mining industry and more than 35% of receipts were from exports. It’s contribution to national employment was about 1.3%, and 20% of market capitalisation was contributed to mining comprising of nearly one-third were listed companies (Galbreath 2013). However, the negative impacts of mining operations have brought the attention of institutional investors to focus on ESG issues.

Mining industry is also associated with many challenges related to economic, environmental and social issues. Even though it has economic benefits related to employment and wealth creation, on the other hand it has variety of environmental impacts, including depletion of non-renewable resources, disturbance of the landscape and above-average threats for health and safety of workers and citizens (Azapagic 2004). Depletion of mining resources as a result of mining is a major concern for sustainability development. Mining is regarded as one of the most environmentally and socially disruptive activities undertaken by business. According to Warhurst A. (2001) incidents related to environmental disasters & human rights are related to mining or petroleum industries. Maintaining a licence to operate is a constant challenge for mining sector companies. For example resistance by social organisations, impact on the agriculture, pollution, health impacts and lack of community engagement (Jenkins and Yakovleva 2006).

Furthermore, Jenkins (2004) reports that CSR in the mining industry is about balancing the diverse demands of communities and protecting the environment whilst making profit. Therefore, from the perspective of mining sector, CSR is about responding to the shareholders as well as stakeholders including employees, customers, affected communities and the general public on issues such as human rights, employee welfare and climate change (Hamann R. 2003).
Azapagic (2004) has identified many different stakeholders related to mining sector as industry stakeholders, employees, trade unions, contractors, suppliers, customers, shareholders, creditors, insurers, local communities, local authorities, government and NGO’s.

5. CONCEPTUAL FRAMEWORK
Based on the literature review on sustainability reporting practices and the assurance of sustainability reporting, aim of this study is to investigate the sustainability reporting practices of Australian companies and to determine the assurance practices of the sustainability reports. Even though the cost of independent assurance is rather high, the reports that have been assured will provide net benefits that are greater, such as reduced agency costs and increase user confidence as to the accuracy and validity of information (Simnett, Vanstraelen et al. 2009). To understand the assurance practices of sustainability reporting, the conceptual framework of this study is designed to investigate the following specific aims of the study.

- Investigate the Sustainability Reporting practices (Sustainability Reporting, CSR Reporting, Integrated Reporting etc).
- Investigate the compliance with GRI guidelines
- Determine whether there is an assurance process? Who provides assurance? Auditing profession or other assurance providers?
- Examine the criteria used for assurance of non-financial information

Based on the literature review and the conceptual framework following assertions were investigated in this research.

1. Relationship between type of reporting and Assurance
2. Relationship between type of reporting and compliance with GRI guidelines
3. Relationship between type of reporting and level of assurance

6. METHODOLOGY
6.1 Research Sample
To investigate the assurance practices for sustainability reporting and the criteria used for independent assurance of sustainability reports, the sample for the study was selected from top 100 ASX companies in the Metal and Mining sector in Australia. This sector is considered to have a greater environmental and social impact. Companies in the mining sector are extracting non-renewable resource, which are subject to major environmental and social risks than those in other areas. Due to the risk factors the companies in the mining sector possess, it is important to increase user confidence through independent assurance which provide credibility for reported information (Simnett, Vanstraelen et al. 2009).

This study was conducted using secondary data from the corporate websites. Companies report their corporate social responsibility reporting practices through the website as standalone sustainability reports, Integrated reports, CSR reports or through their websites. Therefore, company websites were investigated for corporate reporting practices for year 2013-2014. Annual reports are considered to be more publicised and visible document and provide important social and environmental information and are produced more regularly by companies (Tilt 1994, Neu, Warsame et al. 1998). The final sample for this study consisted of 97 companies.

6.2 Research Method
In order to understand the extent of reporting this research used frequency distribution. Frequency distribution simply counts whether something occurs or not an if it occurs, how often (Neuman 2012). It shows the percentage of what occurs. This study uses the frequency distribution to understand the sustainability reporting practices, investigate the extent of
compliance with GRI guidelines, determine whether there is an assurance process and examine the criteria used for assurance of non-financial information.

Second stage of the analysis is to investigate the relationships between reporting practices and assurance. This is tested using Chi-Square tests. Following procedure has been used to do the Chi-Square test for this study. The Fisher’s exact test is used in cases where there are cells with an expected frequency ($f_\text{e}$) less than 5. The method of calculation of the Fisher’s exact test is different to the chi-square statistic and is calculated by determining the probability of getting the observed frequency distribution by establishing and comparing to all other possible distributions where the column and row totals remain the same as the observed distribution. In this case the null hypothesis indicates that all the cells would be close to equal (Fisher, Marshall, and Mitchell, 2011), which means there is no relationship between the selected variables.

7. RESULTS

7.1 Frequency of Sustainability Reporting and Assurance

Demographics

The results from the study reported the extent of sustainability reporting and their assurance practices for the top 100 ASX Listed companies in Australia for 2013-2014. The companies investigated were located in Western Australia, Victoria, South Australia, Queensland, New South Wales, Tasmania and Overseas. However, majority 57.7% (56) of the companies in sample is based in Western Australia, 11.3% (11) in Victoria and 10.3% (10) in New South Wales (graph 1).

Graph 1: Location of the companies

Sustainability Reporting

Investigation of corporate reporting practices in the sample reported, 18.5% (18) had a sustainability report (graph 2) and 50% (9) of the companies that had sustainability report, complied with GRI guidelines. However, 50.5% (49) of the companies had an integrated report, yet only 1 provided assurance for sustainability. Preparation of the sustainability reports were reported as the responsibility of audit and risk management committees by 46.4% (45) and the users of sustainability report were mainly the Board of Directors and Stakeholder 60.8% (59).
Graph 2: Corporate Reporting Practices

Assurance practices
Results also reported the assurance of sustainability reports. Only 44.4% (8) of the sustainability reports were independently assured, 2% (1) provided assurance for integrated report. 50% (9) of the companies that were independently assured complied with the GRI framework. The reports were assured by the accounting profession for 62.5% (5) and 37.5% (3) were assured by consultants who were not from the accounting profession.
Level of assurance provided was also investigated in this study (fig 2). Level of assurance provided was either limited assurance or reasonable assurance. Limited assurance was provided to 62.5% (5) of sustainability reports and 37.5% (3) of reports provided both (limited and reasonable assurance). None of the companies based their opinions on the basis of reasonable only.

Figure 2: Level of Assurance

The criteria used for assurance were reported as follows. Materiality 67% (6), inclusivity 33% (3), completeness o, responsiveness 33% (3), relevance 33% (3), understandability 11% (1), accuracy 78% (7), validity 22% (2), consistency 44% (4) comparability 11% (1), transparency 22% (2), reliability 22% (2) and timeliness 22% (2) (graph 3).
Graph 3: Assurance Criteria

This study also investigated the criteria used for level of assurance. Among the most reported criteria, accuracy, materiality, consistency, and responsiveness is associated with limited assurance. However, inclusivity was mostly used for opinions based on both limited and reasonable assurance (Graph 4).

Graph 4: Criteria used for Level of Assurance

Responsibility for the performance of assurance was reported as Board of directors by all the companies that provided assurance and 62.5% (5) stated it is the responsibility of both the Board of Directors and Sustainability committee.

The indicator that brought the attention of most assurance reports was the emissions. This was reported in 67% (6) of the assurance reports.
Assurance standards applied by the assurance providers in this study were AA1000, ISAE3000, ISAE3001, ISEA3410, ASAE3000 and American institute of Certified Public accountants attestation standards.

7.2 Pearson Chi-square Test

Table 1: Relationship between variables

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>Relationship between variables</th>
<th>Chi-square</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1</td>
<td>There is a relationship between the type of Report and compliance with GRI Guidelines</td>
<td>63.485*</td>
<td>.026</td>
</tr>
<tr>
<td>H2</td>
<td>There is a relationship between the type of Report and Assurance</td>
<td>32.158*</td>
<td>.000</td>
</tr>
<tr>
<td>H3</td>
<td>There is a relationship between the type of Report and Level of Assurance</td>
<td>37.818*</td>
<td>.007</td>
</tr>
</tbody>
</table>

Table 1 reported the relationships between the variables investigated in this research. H1 investigated the type of report and compliance with GRI Guidelines. The exact p value based on Pearson’s statistic is 0.026. At the 0.05 level of significance, the null hypothesis would be rejected and it is concluded that there is evidence that type of report and compliance with GRI Guidelines are related. The results show that, majority of the companies in this study that have a sustainability report also complied with GRI guidelines.

H2 investigated the type of report and assurance. The exact p value based on Pearson’s statistic is 0.000. At the 0.05 level of significance, the alternate hypothesis would be accepted and it is concluded that there is a relationship between type of report and assurance, which provides support for independent assurance for sustainability reports.

H3 investigated the type of report and level of assurance. The exact p value based on Pearson’s statistic is 0.007. At the 0.05 level of significance, the null hypothesis would be rejected and it is concluded that there is evidence that the type of report and the level of assurance are related.

8. DISCUSSION OF RESULTS

The primary objective of this study is, firstly to investigate the extent of sustainability reporting by mining sector companies in Australia, and secondly to determine extent the independent assurance provided for sustainability reports and to examine the criteria used for independent assurance for non-financial information.

Companies in the top end of the study produced a sustainability report. In 2014, 58% of companies in the ASX 200 produced a standalone sustainability report (ACSI. 2014), which shows that there is a correlation between the size of the company and the sustainability report. Research also shows that the value of a company is impacted by how they communicate actions that impact society to internal and external stakeholders, through their sustainability reports (O’Dwyer, Owen et al. 2011). Therefore, companies that are large in size consider reporting on sustainability information enhance their reputation. From the perspective of stakeholder theory, sustainability reports demonstrate how a company influences and influenced sustainable development. Sustainability report also assists stakeholders to compare the performance within a company and with different companies (KPMG 2008).

External assurance is voluntary for sustainability reports in Australia, despite this 44.4% of the companies provided external assurance for sustainability reports. Similar results were achieved in a survey in N100 companies in 2013 (KPMG Survey 2013). This was due to the need to demonstrate the credibility with external stakeholders and also the value assurance can create internally through more reliable data (KPMG Survey 2013).
Assurance provided by accounting firms were considered more credible by majority of the firms in this study (62.5%) and similar results (64%) were achieved in the N100 companies and 71% of G250 companies surveyed by KPMG. (2011). The study conducted by Simnett, Vanstraelen et al. (2009) also reported that the companies with a higher need to enhance credibility tend to use auditing profession for assurance of sustainability reports. They also reported that countries that are more stakeholder orientated choose assurance providers from the auditing profession. The fact that the reputation and the credibility of the accounting firms were an incentive for the use of accounting firm rather than non-accounting firms. Companies report various social and environmental issues that impact the organization and their stakeholders. However, not all that is reported is important, therefore, companies need to identify which issue is material. GRI reporting process has identified materiality as a critical process for corporate responsibility reporting (KPMG 2013). This study identified 67% of the assurance providers reported materiality as an important element of the assurance process. Criteria used for assurance has been a major issue as there are no currently accepted framework for assurance of corporate responsibility reporting. Current auditing framework ASAE3000 and ISAE3000 that covers auditing engagements other than audits or reviews of historical financial information can be applied to corporate reporting. It refers to relevance, completeness, reliability, neutrality and understandability as criteria that can be used for assurance on non-financial information. This study used number of criteria, however, accuracy was considered the most important criteria by the assurance providers, because omission or misstatement of material information could influence decision-making for intended users. Materiality was identified the second most important criteria used by assurance providers. Accordingly Cooper and Owen (2007) states, the materiality principle relates to determining if an issue is relevant and significant to the organization and its stakeholders. Consistency was considered the third important criteria. Relevance, responsiveness and inclusivity is considered the fourth most important criteria in this study. According to Cooper and Owen (2007) stakeholder-centered approach is emphasized explicitly in the three guiding principles that underpin AccountAbility approach, which are inclusivity, materiality and responsiveness. Reliability, timeliness, transparency and validity were the criteria used next. Reliable criteria allow reasonably consistent measurement or evaluation of the underlying subject matter including, where relevant, presentation and disclosure, when used in similar circumstances by different assurance practitioners. Understandable criteria result in subject matter information that can be understood by the intended users. This was the least used criteria. This study also brings the attention to the level of assurance provided by the assurance providers for sustainability reports. The fact that, majority of assurance reports indicated limited assurance shows that, lack of acceptable criteria for assurance of sustainability reports is an indication of the limited level of assurance. From the perspective of agency theory Board of directors have a responsibility to monitor the management on behalf of the shareholders and the demand for assurance of non-financial information arise as a result of the need to mitigate agency costs. From the stakeholder theory perspective board of directors are also responsible to the other stakeholders, because the value of a company comes from serving a wider group of stakeholders. According to legitimacy theory, failure to comply with societal expectations can result in sanctions being imposed on the firms operation, resources and demand for products. Therefore, legitimacy theory has been used as a basis for environmental and social disclosures, which require board attention. Therefore, it can be seen from this study that the performance of assurance is a responsibility of board of directors.
9. CONCLUSION, LIMITATIONS AND FUTURE RESEARCH

Even though sustainability reporting is gaining prominence, company’s reporting on standalone sustainability reports seems low in the mining sector companies in Australia. Yet, companies report sustainability factors that impact their organisations on their websites or in the form of integrated reports. This research shows that mainly the large companies seem to be issuing standalone sustainability reports.

This study aimed to understand the assurance of sustainability reporting in the mining sector companies in Australia. Independent assurance increase the credibility of the sustainability reports, yet, less than 50% of the companies in the sample provided assurance for sustainability reports. Lack of guidelines or regulatory requirement for assurance of non-financial information and the voluntary nature may be factors that impact the lower level of assurance for sustainability reports. Reputation of assurance provider enhances the credibility of sustainability reports for users of the information. Therefore, the results of this study shows, majority of companies are using accounting profession for providing external assurance. However, criteria used for assurance was rather vague by the companies studied as there were no generally accepted principles or regulatory requirement as for financial reporting. This also brought the attention to the level of assurance provided for sustainability reports. As this study is a part of a larger study, it shows the need to develop criteria that can be applied for the assurance of non-financial information. This study is an extension of prior research which investigated Environmental, Social and Governance indicators used in the mining sector companies in Australia. However, lack of standardized indicators for environmental and social issues, as well as lack of standard guidelines for assurance is a major limitation for assurance of environmental and social information in sustainability reports. The scope of this study is limited to assurance of sustainability reporting in the mining sector. This study also does not show assurance of non-financial information in integrated reports. Future research on a larger sample of sustainability reports that has been assured would help to draw conclusions on criteria and to develop a framework. Furthermore, assurance of GRI indicators for ESG would be an area for future research and the extent of assurance of sustainability reporting in integrated reports. In conclusion, majority of the companies are reporting on their corporate social responsibility practices but providing assurance for non-financial information is still limited. In order to address this limitation, acceptable criteria needs to be developed for reporting of non-financial information for CSR reporting.

LITERATURE:


32. KPMG (2013). The KPMG Survey of Corporate Responsibility Reporting 2013, KPMG.


34. KPMG. (2011). Sustainability Reporting - What you should know, KPMG.


44. (23).


STRATEGIC PLANNING FOR SUSTAINABLE TOURISM DEVELOPMENT IN CENTRAL ZAGROS MOUNTAINS

Karim MH (Karim Koshteh)
Kharazmi University, Tehran-Iran
irda87@gmail.com

Karim Mohammad Elyas
University of Newcastle-Australia
c3190762@uon.edu.au

Shakeri Fakher Samira
PhD Research Scholar, Institute of Management Sciences, University of Mysore-India
shakerti@bims.uni-mysore.ac.in

Arabi Hossein (Adib)
Master of Economics, Tehran-Iran
adib.arabi@gmail.com

ABSTRACT
The Central Zagros Mountains Region in Iran with unique natural attractions has high ability to attract domestic and foreign tourists and improve the economy of local community in the area. However, these great capabilities are not properly utilized due to various reasons; therefore, region could not achieve its proper position in tourism industry either among Iranians or among foreign countries tourists. In this study as a part of United Nation Development Program and Iran Environment Organization joint research project in 2014-15, with regard to extensiveness of the region about 10 sample villages were selected by cluster random sampling for required data collection through standard questionnaires and open interview with local inhabitants and authorities. Description analytic method and Strength Weakness Opportunity Threat model were used for data analyses with SPSS software. Results imply that there is no adequate coordination among local and regional dignities for tourism industry development in the region and also adoption of aggressive strategy is not appropriate for this purpose at the present situation. So conservative approach can be designed and with strategy that is protective-defensive plan may be given first priority for tourism development in the region. This strategy must be followed by an expert working group from various related local and national offices to apply an integrated and coordinated program for sustainable and improved tourism industry. The nature of this strategy will decrease many current problems such as the lack of private sector investment, low performance of tourism development enterprises, stockpile of trashes in the area, informal settlement of tourists, low knowledge of related individuals, therefore attraction and income of tourism industry will be solved or ameliorated. Finally, on the bases of research findings and outcomes some applicable strategies will be suggested.
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1. INTRODUCTION
In modern age, tourism and tourism economy is changing into the quickest growing industry in the world and a tool for national income which is the most main economic factor of the world and also is the concept, form and element of sustainable development. Countries of the world use tourism industry as an approach to develop their regions. Nevertheless, researchers believe that tourism is one of the most important patterns of development. Nowadays, tourism is so
important in social-economic development of countries that economists call it as invisible export (Bidokhti, 2010). Importance of this activity caused local, regional and national managers and planners to plan for its development (Genning, 2002). Therefore, development of tourism as a new approach in the field of sustainable development may have important role in varying economic and predispose new opportunities including profitable employment in nonagricultural sections, income increase of villagers and decrease of income difference between villagers and urban, decrease of villagers’ emigration to cities and problems due to vastness of cities. However, development of this activity may cause unsuitable rough in distribution and designation of sources, high usage of sources and facilities and even conflict between various organs without having determined planning pattern. On the other hand, long term planning for tourism development is a fundamental case for reaching to its successful development and management because long term planning may prevent its possible losses and threats in addition to its benefits, maintaining consent of tourist and people of tourism centers. Therefore, a comprehensive study of internal effective factors (weak and strength points) and external effective factors (threats and opportunities) should be performed by predisposing development of all tourism elements and mutual relation between tourism attractions, activities, facilities, service and tourism markets from one hand and creating a basis for effective performance of tourism policies in the region in direction of the state patterns and policies in order to determine position of tourism in the studied region by providing approaches and landscapes.

Innumerable factors have role in tourism development. Reaction and relation between them forms tourism development. The factors effective on tourism development are as follows:

Informing and advertisement in national level and then international level- development of transportation- security for people and tourists- cooperation between organizations related to tourism affairs. Three main factors in tourism development are: tourists, people of the region and destination specifications (Alvani, Piroozbakht, 2011). In other words, guests, hosts and attractions are three main factors in tourism development.

Therefore, the main purpose of this study is to consider strength and weakness, opportunities and environmental limitations in CZ, planning for effective strategies and providing appropriate and applicable policies for sustainable tourism development in CZ Area.

2. INTERNATIONAL IMPORTANCE OF TOURISM

Despite economic shocks during last 6 decades, grow of tourism industry is almost uninterrupted so that 25 million in 1950 reached to 278 million in 1980 and 528 million in 1995 reached to 1087 million in 2013. According to notification of united world tourism organization (UNWTO) IN 2014, international tourists have reached to 1138 million which has increased 4.7% more than previous years. According to UNWTO, America and Asia and pacific continents recorded 7% and 5% growth of international tourism and also Europe, Middle East and Africa had 4%, 4% and 2% growth. In 2013, international tourism income reached to 1197 milliard dollars which was 230 milliard dollars more than incomes before crisis in 2008. UNWTO predicts in 2015 that arrival of international tourism will grow between 3 to 4 percent. According to predictions by global tourism organization, global tourism industry will grow 3.3% up to 2030 and reaches to 1.8 milliard persons in 2030.

2.1 Importance of Tourism in Iran

Iran has been host of 2 million and 938 thousand tourists in 2010. This has increased in 2011 and reached to 3 million and 354 thousand tourists and increased about 500000 tourists in 2012.
Critical statistics of tourists in Iran have not yet published by global tourism organization in 2013. Income of Iran for tourism is about 2400 and 2300 million dollars in 2010 and 2011 respectively which has descending flow. Income of Iran from tourism reached to 1100 million dollars in 2012. A precise statistics of tourists in Iran have not yet published by global tourism organization in 2013. Iran is 9th country in terms of having historical monuments and is in first 10 countries in terms of ecotourism attractions (Armaghan 2006). This is while 400 billion dollars’ income of tourism should be used along with these capacities and it portion should be 5% income of Iran. But annual income of Iran is very lower and less than 0.5% distribution portion and has ranked 92 in the world.

2.2 Specifications of Central Zagros Mountains Area

Central Zagros (CZ), measuring 114 square kilometers in area of Iran, with 5 million people covers central part and some west provinces of Iran. This wide region with various mountainous spaces, auriferous regions in addition to geo-approach importance, necessary of economic organization is considered as ultra-regional priority. Clear specification of this region is rich sources, suitable climate and high natural capacity which is deprived region due to various reasons. Also Central Zagros has rare and unique forest ecosystem which are necessary to be considered in comprehensive management of forests due to their ecological importance. Therefore, present status of Central Zagros has been recognized using field and library studies
and then, its weak and strength points and external threats and opportunities were determined. Short and long term approaches were designed for confronting threats using strength points and future opportunities and meantime, attraction and importance of approaches were studied by Quantitative Strategic Planning Matrix (QSPM). Statistics notified by Iran statistics center are as follows for 4 provinces in Central Zagros Area.

*Table 1- Tourism data of Central Zagros Mountains Provinces in 2014*

<table>
<thead>
<tr>
<th>province</th>
<th>Tourism Travelers</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TOTAL</td>
<td>Without night stay</td>
<td>With night stay</td>
</tr>
<tr>
<td>ISFEHAN</td>
<td>5,212,782</td>
<td>2,793,698</td>
<td>2,419,084</td>
</tr>
<tr>
<td>CHAHARMAHAL &amp; BAKHTIARI</td>
<td>1,084,794</td>
<td>499,653</td>
<td>585,141</td>
</tr>
<tr>
<td>FARS</td>
<td>3,519,545</td>
<td>1,678,711</td>
<td>1,840,834</td>
</tr>
<tr>
<td>KOHGILOUYE &amp; BOYERAHMAD</td>
<td>740,262</td>
<td>276,956</td>
<td>463,306</td>
</tr>
<tr>
<td>Total</td>
<td>10,557,383</td>
<td>5,249,018</td>
<td>5,308,365</td>
</tr>
</tbody>
</table>

3. LITERATURE REVIEW
Various internal and international researches have been performed by approach of guiding planning and application of literacy in rural tourism planning. (Ebrahimzadeh et al, 2011) stated plurality of decision makers, management issues, shortage of substructures and weakness of advertisement as barriers of employment, exchange income, substructure investment and important opportunities and also historical monuments, natural, entertainment and sport attraction as strength point and the most important approaches they stated are correctness of management organs and cooperation of officials with people by using SWOT model, concentrated on tourism development factors in Chabahar beach region. In another research by (Nourbakhsh et al, 2013) namely "use of SWOT analysis and QSPM matrix for development and evaluation of ecotourism strategies" acted to evaluate a region in Mazandaran province and recognized internal and external factors by a group of experts. After forming IFE and EFE matrixes, they concluded that weak points are more than strength points and also environmental opportunities are more important threats. They designed 39 strategies from weak and strength points and opportunities and threats and evaluated invasive approaches by SPACE method. In next step, they classified approaches in 4 priorities in QSPM matrix and finally concluded that approaches of planning for ecotourism development have the most importance for increase of ecotourism activities in the region and decrease of bad effects on environment (Nourbakhsh et al, 2013).

4. MATERIALS AND METHOD
In this research, description analectic method were used and required data collected from official documents and field work by interview and questionnaires from local community, dignities and existed tourists in four research pilot area as shown in Central Zagros map. For
this purpose tourism attraction, facility, services and overall condition were considered to
determined strange, weakness, opportunities and threats (SWOT) points and grade for strategies
policy adjustment. Interpretation results provide tourism development strategies by utilization
of SWOT model. On the basis of recognized appropriate strategies such as defensive,
aggressive, competitive and conservative traced. Then by using QSPM manner, priority and
preferred strategies for tourism development were evaluated and results outcome were provided
as applicable approaches. Respectively the sample selection, questionnaires field up, Matrix
formation and appraisal for internal and external factories are illustrated.

5. MATRIX OF STRENGTH, WEAKNESS, OPPORTUNITIES AND THREATS
(SWOT)
This matrix is one of the most important tools by which managers compare information and
may provide four approaches by it: SO approaches, WO approaches, ST approaches, WT
approaches. To enforce SO approaches, the organization tries to use external opportunities by
using internal strength points. All managers prefer that their organization is placed in a situation
in which they may use external occurrences and procedures by using internal strength points.
Usually organizations use WT, ST and WO approaches to reach to such situation so that they
may use SO approach. When an organization has important weak points, it tries to remove them
or change them into strength points. When an organization faces with important threats, it tries
to get rid of them and notice to use of opportunities. Purpose of WO approaches is that the
organization tries to improve internal weak points using external available opportunities. There
are sometimes some suitable opportunities outside the organization but the organization cannot
use these opportunities due to internal weak points. To enforce ST approaches, the companies
try to decrease or remove he effects due to external threats using its strength points. It doesn’t
mean that a strong company will face with some threats in external environment. The
organizations that perform WT approaches have defensive status and their purpose is to
decrease internal weak points and keep away from external threats. To compile approaches in
above four columns with WO, ST, SO and WT, we may consider that the compiled approaches
should be in direction of macro-approaches gained from IE matrix, for example if macro-
approach of IE matrix is development, the above four approaches should have nature of
development. A list of approaches is gained from SWOT matrix that is not effective all together.
Therefore, some approaches should be selected from the list to be used using scientific and
logical method. The proposed ST, WO, SO and WT approaches are typically the approaches
that have been produced by interaction between an environmental factor and internal factor.
There is less possibility to consider to all environmental and internal factors for designing above
approaches.

<table>
<thead>
<tr>
<th>Strengths</th>
<th>Opportunities</th>
<th>Treats</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Invasive SO approaches</td>
<td>Competitive ST approaches</td>
</tr>
<tr>
<td>Weaknesses</td>
<td>Conservative WO approaches</td>
<td>Defensive WT approaches</td>
</tr>
</tbody>
</table>
5.1. Determination of internal and external factors

To determine important internal and external factors, some questionnaires were used which had been performed during project of studying sustainable living of the region by environment conservation organization in central Zagros region. These questionnaires have asked many questions about economic and social aspects of habitants, officials and tourist; therefore, only tourism information was used. Finally, 1825 questionnaires were filled of which 1529, 178 and 1/18 ones were filled by local persons, tourists and local officials respectively. Views of addressees were evaluated by 5 steps Likert base and average of results are shown in following table. After study of results and interview with local people and local officials, tables of internal and external factors were provided as follows. There are 28 external factors of which 13 factors are a kind of tourism opportunities and 15 factors are a kind of threats. Also, 25 internal factors have been determined which include weak and strength points of tourism in central Zagros region. Therefore, 11 strength points and 14 weak points were placed in matrix.

<table>
<thead>
<tr>
<th>Table 3- Internal factors, weakness and Strength of the CZ Mountain Region</th>
<th>strength point</th>
<th>weak point</th>
</tr>
</thead>
<tbody>
<tr>
<td>Economic</td>
<td>Region liable for investment and its introduction as tourism zone</td>
<td>Low tendency of local people to invest in tourism section due to illiteracy</td>
</tr>
<tr>
<td></td>
<td>tendency of local people to sell their product to tourists</td>
<td>Lack of comprehensive planning and governmental investment in wide scale</td>
</tr>
<tr>
<td>Social &amp; Cultural</td>
<td>Hospitality of local people</td>
<td>Unofficial inhabitancy and crudity, crime and guilt in the region</td>
</tr>
<tr>
<td></td>
<td>Rich customs of habitants</td>
<td></td>
</tr>
<tr>
<td>Ecological &amp; Structural</td>
<td>Being adjacent to crowed regions</td>
<td>Inadequacy of welfare, residential and entertainment facilities</td>
</tr>
<tr>
<td></td>
<td>Easy and suitable access of tourists</td>
<td>Weakness of road transportation lines</td>
</tr>
<tr>
<td></td>
<td>Exist of unique natural landscapes such as springs, summits, falls, caves, watery rivers, forests...</td>
<td>Lack of passenger signposts for tourism attractions</td>
</tr>
<tr>
<td></td>
<td>High variety of plant and animals</td>
<td>Unsuitability of health services facilities</td>
</tr>
<tr>
<td></td>
<td>Pleasant climate in warm seasons</td>
<td>Destruction of trees for carbon due to lack of gas</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Illegal hunt of animals and threat of rare animal species</td>
</tr>
</tbody>
</table>
### Table 4- External factors, Opportunities and Threats of the CZ Mountain Region
(Continues on the next page)

<table>
<thead>
<tr>
<th></th>
<th>Institutional</th>
</tr>
</thead>
<tbody>
<tr>
<td>Believe of officials to create employment and tourism development as sustainable approaches</td>
<td></td>
</tr>
<tr>
<td>High tendency of local managers to rural development culture and employment by tourism development</td>
<td></td>
</tr>
<tr>
<td>Not presence of cultural experts in the region</td>
<td></td>
</tr>
<tr>
<td>Weak supervision on operation of service units</td>
<td></td>
</tr>
<tr>
<td>Weak operation of travel agencies</td>
<td></td>
</tr>
<tr>
<td>Weak planning and governmental investment in tourism section</td>
<td></td>
</tr>
<tr>
<td>Lack of advertisement and information about natural and cultural attractions of the region by multi medias</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>opportunities</th>
<th>Threats</th>
</tr>
</thead>
<tbody>
<tr>
<td>Economic</td>
<td>Non-allocation of land to private section for tourism facilities</td>
</tr>
<tr>
<td></td>
<td>Long return period of investment in tourism section</td>
</tr>
<tr>
<td></td>
<td>Increase of tourist’s tendency to travel to other entertainment regions</td>
</tr>
<tr>
<td></td>
<td>Increase of services and facilities in competitive regions in future</td>
</tr>
<tr>
<td></td>
<td>Low knowledge of tourists about culture of the region</td>
</tr>
<tr>
<td></td>
<td>High density of tourists in some months</td>
</tr>
<tr>
<td></td>
<td>Flood of people's immigration from villages to cities</td>
</tr>
<tr>
<td></td>
<td>Fading local customs and culture</td>
</tr>
<tr>
<td></td>
<td>Increase of social guilt and crime</td>
</tr>
<tr>
<td></td>
<td>Increase of environmental pollutions and decrease of field &amp; area quality</td>
</tr>
<tr>
<td></td>
<td>Construction of highways, and destruction of CZ natural sources</td>
</tr>
<tr>
<td></td>
<td>Mass of garbage in crowded regions and unsystematic repellence</td>
</tr>
<tr>
<td>Social &amp; Cultural</td>
<td>Presence of great population and other urban and rural center</td>
</tr>
<tr>
<td></td>
<td>Increase of motivation for travel and among urban and rural people</td>
</tr>
<tr>
<td></td>
<td>Attention to handicrafts, customs and preservation of cultural heritage</td>
</tr>
<tr>
<td></td>
<td>Cultural exchange and extension in other regions and countries.</td>
</tr>
<tr>
<td></td>
<td>Increase in people knowledge about benefits of tourism income</td>
</tr>
<tr>
<td></td>
<td>Increase of services and facilities in competitive regions in future</td>
</tr>
<tr>
<td></td>
<td>Low knowledge of tourists about culture of the region</td>
</tr>
<tr>
<td></td>
<td>High density of tourists in some months</td>
</tr>
<tr>
<td></td>
<td>Flood of people's immigration from villages to cities</td>
</tr>
<tr>
<td></td>
<td>Fading local customs and culture</td>
</tr>
<tr>
<td></td>
<td>Increase of social guilt and crime</td>
</tr>
<tr>
<td></td>
<td>Increase of environmental pollutions and decrease of field &amp; area quality</td>
</tr>
<tr>
<td></td>
<td>Construction of highways, and destruction of CZ natural sources</td>
</tr>
<tr>
<td></td>
<td>Mass of garbage in crowded regions and unsystematic repellence</td>
</tr>
<tr>
<td>Ecological and Structural</td>
<td>Various and suitable climates</td>
</tr>
<tr>
<td></td>
<td>Increase of environmental pollutions and decrease of field &amp; area quality</td>
</tr>
<tr>
<td></td>
<td>Construction of highways, and destruction of CZ natural sources</td>
</tr>
<tr>
<td></td>
<td>Mass of garbage in crowded regions and unsystematic repellence</td>
</tr>
</tbody>
</table>
5.2 Matrix evaluation for internal and external factors
This stage has performed in 4 steps. First, the determined factors were weighed from zero to 10 based on their importance by some tourism experts. Next, scale of factors was normalized and placed in relative scale column and consequently, numbers from zero to one were gained. Third, each factor is allocated a rank gained from questionnaires. These numbers are among 1 to 5. Fourth, relative scale of factors is multiplied with their ranks and point of each factor is calculated. Then, point of all internal and external factors is summed in order to gain total point of internal and external factors. Main factors abridged with Min and Max points and grade in table 5 are; Opportunities for indexes as mentioned in table 3&4 from O1-O11, Threats from T1-T14, Strengths indexes from S1-S11 and Weakness from W1-W14.

5.3 Matrix of quantitative Strategic planning
Matrix of quantitative guiding planning is completed by IE and SWOT matrixes. In this matrix, conservative approach should be selected as box 5 was gained in IE matrix based on calculated points. As conservative approach should be selected in design of SWOT matrix, all designed approaches have ability of entering into Matrix of quantitative guiding planning. Therefore, WT, WO, ST and SO approaches have placed above matrix.

Table following on the next page
6. CONCLUSION AND SUGGESTION
Priority of sustainable tourism development of central Zagros was determined by analysis of internal and external factors effective on tourism with SWOT matrix and quantitative approach planning. Considering to situation of natural tourism of the region based on box 5 of internal and external matrix, use of conservative approaches and keeping present status as suitable approach were considered for designing approaches. Therefore, in SWOT matrix, 7 main approaches were designed for sustainable tourism of the region and keeping present status which some of them reused in two kinds due to being multilateral. In next step, the best approach and priority approaches were determined by using quantitative approach planning matrix. Conceptual model of executive process of the research will be providing as follows:
Among designed approaches, WT1 approach with 9.6 point which is a conservative defensive approach gained the most point in quantitative approach planning matrix. This approach has considered forming a special working group among local and provincial officials for united planning of tourism development. The approaches with lower priority are as follows:

Table 7- Priority of Designed Approaches

<table>
<thead>
<tr>
<th>Point</th>
<th>Approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>9.07</td>
<td>ST3: figurative and field advertisement and information about tourism attractions of the region by public organizations NGOs in environs cities</td>
</tr>
<tr>
<td>9.03</td>
<td>SO1: To determine private user of tourism sites along with precise supervision methods</td>
</tr>
<tr>
<td>6.73</td>
<td>ST2: to reinforce and improve urban and rural services such as garbage collecting and elution of urban environments</td>
</tr>
<tr>
<td>6.71</td>
<td>SO2: to improve tourism services rendering and more supervision on it</td>
</tr>
<tr>
<td>6.48</td>
<td>ST1: to plan economic businesses with low capital and proportional to climate of the region and support of operation such as medical plants production</td>
</tr>
<tr>
<td>5.09</td>
<td>SO3: to support private investors who are active in handmade industries production by holding charitable markets</td>
</tr>
</tbody>
</table>

As a result, WT1 approach with the most point has the first priority. This approach is going to solve organizational and administrative problems of tourism industry by forming a working group among local and provincial officials and coordinate plans of various custodian organizations. This approach will decrease or remove present problems such as unwelcoming private investors, weak operation of tourism institutes, urban disorder including accumulation of garbage and unofficial habitation, inefficient information of people and tourists about tourism attractions and power and many other issues.
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ABSTRACT
The dependence on natural resources exports and its effects on economic growth represent one of the fields of study in political economy. This paper represents an empiric analysis of sets of macroeconomic data for several Small Island Developing States (SIDS). Data was analysed for Bahrain, Barbados, and the Dominican Republic. This paper searches for the potential mechanism of transmission of the resource curse. The countries which were selected are dependent upon either tourism as a source of revenue, natural resources or are to a degree dependent upon both. In order to avoid potential problems from using cross-section data, individual time series analysis methods were used. By using a Vector Autoregressive framework, this paper concludes that there is evidence of both direct transmission from natural capital towards economic growth, as well as indirect transmission through political instability and increased level of corruption. These finding are overall conclusive with the previous works discussing the research curse hypothesis.

The key policy recommendation is ensuring that funds obtained from the exploiting of resources or tourism are used to develop a more stable and long-term sustainable economy.

Keywords: resource curse, GDP growth, SIDS, political instability, natural capital

1. INTRODUCTION AND LITERATURE REVIEW
The main intention of this paper is to study the research hypotheses empirically, by comparing the role of natural capital in the small economies that are dependent on natural resource exports or tourism (economies that primarily depend on foreign guests and consumption, i.e. receptive tourist countries), respectively. There is a well-known differentiation between different forms of capital: natural, financial, foreign, real, human, and social (Gylfason, 2004: 23). Goodwin (2003: 1) on the other hand differentiates between five kinds of capital: financial, natural, produced, human, and social. He states, “All are stocks that have the capacity to produce flows of economically desirable outputs. The maintenance of all five kinds of capital is essential for the sustainability of economic development.” All these forms of capital represent determinants of (economic) growth. However, of all the different types of capital, only natural capital can influence growth negatively in a direct way. Natural capital is an economic construct that describes the natural world, its ecosystems, and their value to society (Farley, 2012: 264). The key is utilizing the forms of natural capital that are present in the environment in order to form
a long-term stable economy, rather than favour short-term investments or exclusive development of one branch of the industry. There are multiple concepts and definitions of natural capital. For example, the UK Natural Capital Committee defines natural capital as the elements of nature that directly and indirectly produce value or benefits to people, including ecosystems, species, freshwater, land, minerals, the air and oceans, as well as natural processes and functions. International Institute for Sustainable Development: natural capital is the land, air, water, living organisms and all formations of the Earth’s biosphere that provide us with ecosystem goods and services imperative for survival and well-being. Furthermore, it is the basis for all human economic activity. Natural capital can be defined as the world’s stocks of natural assets, which include geology, soil, air, water and all living things. It is from this Natural capital that humans derive a wide range of services, often called ecosystem services, which make human life possible. The GLOBE natural capital initiative emphasises that natural capital refers to those aspects of the natural environment that deliver socio-economic value through ecosystem services. OECD statistical glossary defines natural capital as follows: Natural capital are natural assets in their role of providing natural resource inputs and environmental services for economic production. Usually the definitions of natural capital include environmental assets, as well as ecosystems. In the last 40 years, there is a negative robust correlation between the share of resource exports in GDP and economic growth. This correlation remains even when many other factors are controlled for. The robustness of the correlation between resource abundance and growth, even when we control for many other factors, gives us an indication that there may be a causal effect from resources to growth—but only an indication. And this is the main challenge of the empirical literature on the resource curse as it now stands. It is not hard to predict that the empirics of the resource curse will continue to attract considerable research interest; there are simply still so many unanswered questions—in particular, the most important: is there a causal effect from resource abundance to growth? The resource curse features especially during the last four decades, but before countries such as the United States seemed to have harnessed resources for growth. Is this because those countries that industrialized first also had good institutions and those countries that remained underdeveloped had bad institutions and when resources were exploited at a later stage they led to corruption, rent seeking, and strife? Key is the contractual basis for exchange. Those resource-abundant countries, which are interested in balancing the well-being of future and the present and are simultaneously in the process of liquidating natural wealth, should pursue a policy of prudently saving and investing the rents from resource extraction. This has led to a focus upon extended national accounting aggregates (such as net or ‘genuine’ savings) that provide information on the extent to which

---

1 http://www.iisd.org/natres/agriculture/capital.asp.
2 http://www.naturalcapitalforum.com/what-is-natural-capital.
5 The effect of resources may have shifted over time is the weak or non-existent connection between income levels and resource abundance, despite the close correlation between income growth and resource abundance over the last decades. One hypothesis is that the eventual change in the growth effect of natural resources is to be found because countries with different levels of institutional quality industrialized at different times.
6 The share of produced assets in total wealth is more or less the same irrespective of how poor or rich a country is. However, the share of natural capital in total wealth is much higher in poorer countries while the share of intangible capital in total wealth is substantially higher in richer economies. Interestingly, richer countries have a substantially higher value of natural capital per capita despite having lower shares of natural capital in total wealth. The results confirm what we know from the literature on economic growth that intangible capital is the main engine of growth and wealth (van der Ploeg, 2011: 372).
resource abundant countries are accumulating net wealth. (...) This relationship can be measured using a direct measure of natural resource abundance: the share of resource rents in GDP for a range of natural resources including energy and mineral and timber resources, pointing to the inability of resource-rich economies to transform the natural good fortune into saving that explains the curse (Atkinson and Hamilton, 2003: 1793-4). Genuine savings measure the extent to which countries are, on balance, liquidating or creating national wealth. In other words, observation of the genuine savings rate contains useful information regarding the extent to which the proceeds of resource depletion have been used to finance investment (rather than current consumption), whereas conventional investment and saving ratios measure only gross accumulation (Atkinson and Hamilton, 2003: 1801). The importance of genuine savings is also embraced and accentuated by van der Ploeg (2011)\textsuperscript{7}. Natural resource extraction (in this context we primarily refer ourselves to fuels and/or minerals and ores) and exports, if not accompanied by industrial production in the countries of origin, in most cases cause economic stagnation or even regression, rising social inequality, keep or increase widespread poverty, rise corruption, hinder democratic processes and “kill” political freedom and civil liberties. At least that is what various proponents of the “resource curse” thesis (Robinson, Torvik and Verdier, 2006; Rosser, 2006; Schubert, 2006; Humphreys, Sachs and Stiglitz, 2007; Brunnschweiler and Bulte, 2009; Torvik, 2009; van der Ploeg, 2011; Hendrix and Noland, 2014) claim. There are only a couple of exceptions to that rule, hence actually verifying it. The best exception due to the cultural and historical patterns of social and economic development is most probably Norway. Exceptions due to the planned government policies of economic transformation include Qatar and Dubai, which in the recent two decades have been able to diversify their economies. In our intention to move beyond the discussion on the ubiquitous “resource curse” thesis, we are inclined to accept the claim that natural capital, if used directly, negatively influences economic growth. The level of transformation of natural capital into other forms of capital is the lowest exactly in resource extraction and export activities. Tourism, if it is not completely based on artificial objects (as large cities, or completely artificial objects as Las Vegas or Disneyland for example), is also mostly dependent (like resource extraction, agriculture, and forestry) on natural capital i.e. the natural environment that is preserved enough and suitable for tourist development. The level of transformation of natural capital into other forms of capital is of course higher, but compared to some other forms of economic activity, is lower. In most cases, tourism does not demand highly educated work force, and is very dependent on external factors (economic situation in the countries that emit tourists, security challenges etc.). Therefore, tourism that is mainly dependent on foreign tourists, suffers from external shocks, and is in that sense similar resource extraction. On the other hand, the fluctuations of prices of commodities represent a major economic shock for resource extraction dependent countries. Geopolitical challenges, sabotages, terrorist attacks represent major security threats to resource extraction and tourism respectively. Nevertheless, tourism is much more vulnerable to the afore-mentioned security challenges than resource extraction is. The research resource curse in natural capital or tourism dependent small economies was focused on small economies of the world (classified by the size of their GDP) that are either highly dependent on natural resources rents as percentage of

\textsuperscript{7} The Hartwick rule of investing all resource rents in other forms of capital provides a pragmatic guide for sustainable development. Genuine saving is the traditional concept of net saving, namely public and private saving minus depreciation of public and private investment, plus current spending on education to capture the change in intangible (human) wealth, minus the value of net depletion of exhaustible natural resources and renewable resources (forests), minus damages of stock pollutants (carbon dioxide and particulate matter) (van der Ploeg, 2011: 396).
GDP or highly dependent on tourism as a sector of their economies. Natural capital affects economic growth directly as well as indirectly by crowding out other types of capital through the five channels of transmission, shows Gylfason (2004: 25). The long-term stagnation of growth or negative growth, as well as the fluctuations of growth, experienced by resource dependent countries, can be pinned to this fact, and fluctuations of prices of commodities on the world market, respectively. GDP and economic growth is improved by liquidating natural capital (Naidoo, 2004). But the real question is – should the natural capital be transformed into some other form of capital before leaving the country, in order to maintain a higher and long-term GDP growth. The proponents of the resource curse thesis mentioned before have no doubts about it. For a country that has natural capital, it is better to transform it into some other form of capital before exporting it. In resource extraction dependent countries, natural capital is usually exported without its transformation, and in most cases, resource curse is a consequence. In tourism dependent countries, natural capital is used as a means to attract tourists (mostly foreign). In that way, services are exported and natural capital does not leave a country, hence it is of a different kind (landscapes, natural environments etc.). The negativities of small economies, besides other features, usually include vulnerability to external shocks (albeit resilience as well, especially in some cases), less opportunities to diversify the economy, smaller workforce base, small resource base (in most cases). The small size of the market (in terms of land area and population) may lead to less diversification of raw materials and resources, which restricts domestic production (Castello and Ozawa, 1999). Smaller island states tend to be particularly prone to exogenous shocks such as natural disasters, international political instability and fluctuations in prices of raw materials. Despite this, the idea of vulnerability should be considered in the context of the degree to which economies manifest resilience in tackling shocks (Camilleri and Falzon, 2013: 135).

Small island developing states (SIDS) have often been depicted as powerless, dependent, and sometimes failed, states (McGillivray et al., 2010). Guillaumont (2010) stated that only 15 per cent of SIDS were low-income economies (in: Philpot, Grey and Stead, 2015: 33). Indeed, Armstrong and Read (2000: 288-289) asserted: ‘islandness’ has virtually no impact on the economic performance of microstates. Greig, Turner and D’Arcy (2011), studying the case of Mauritius as a small island developing state, pointed that Mauritius is often offered as a ‘success story’ or ‘economic miracle’. Philpot, Grey and Stead (2015) who studied Seychelles as a SIDS, did another study of a particular small island developing state (SIDS). Globalisation, tourism (transborder movement of tourists), transborder capital movements, rapid transference and adoption of institutional design and policies from some countries to others – influences on small states (Bourne, 2003: 2-3). Nevertheless, tourism, due to its specificities, also can have negative characteristics on economies, which are too dependent on it.

8 Gylfason (2004: 24-25) has shown, on the sample of 105 countries in the sample, the negative and highly significant relationship between economic growth and natural resource intensity (the latter is measured by the share of the primary sector in total employment). The Spearman correlation is -0.85. The adjustment for initial income entails a speed of convergence of about two percent a year (not shown), a common result in empirical growth research. An increase of 11 or 12 percentage points in the primary labour share from one country to the next goes along with a decrease in per capita growth by one percentage point per year on average, for given initial income.

9 The authors have studied the productivity growth rates in Malta and Cyprus, proposing at the same time policies as to how these island states might augment their productivity and competitiveness (Torvik, 2009: 250).

10 Tourism, a mature industry, displays the characteristics of the economically aged, i.e. outmoded products, production inflexibility, high cost-returns ratios and vulnerability to newcomers (Bourne, 2003: 10-11).
2. METHODOLOGY

The data was extracted for the selected Small Island Developing States (SIDS) where data was available and where they were relevant for this research study. As the goal is to study the empiric effects of natural capital, we include the variable Gross Value Added (GVA) as a proxy variable for natural capital. Further, as the proxy variable for economic growth we standardly account by measuring the inflation adjusted Gross Domestic Product (GDP), while for measuring political stability we use two variables constructed by Kaufmann, Kraay and Mastruzzi (2010). There is generally limited data available for the small economies of the world, which represented a significant research constraint.

The goal is to study whether natural capital causes negative impulses in these variables, thus creating the forefront of what is variously known as the ‘resource curse’. The resource curse is a phenomenon which is mostly caused by lack of diversity, something that impacts most small economies. Thus, as a working hypothesis, this paper assumes that such a lack of diversity is one of the key factors in creating a negative economic impact. The countries selected are described in Table 1, with the descriptions and sources of the variables.

**Table 1. Description of variables**

<table>
<thead>
<tr>
<th>Country</th>
<th>Variable</th>
<th>Abbreviation used</th>
<th>Measurement</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bahrain</td>
<td>Gross Domestic Product</td>
<td>GDP</td>
<td>Constant LCU</td>
<td>World Bank</td>
</tr>
<tr>
<td>Barbados</td>
<td>Genuine Savings</td>
<td>GS</td>
<td>Percentage of GDP</td>
<td>World Bank</td>
</tr>
<tr>
<td>Dominican Republic</td>
<td>Political stability and absence of violence/terrorism</td>
<td>PolStab</td>
<td>On a scale of -2.5 to +2.5</td>
<td>Kaufmann, Kraay and Mastruzzi (2010)</td>
</tr>
<tr>
<td></td>
<td>Corruption</td>
<td>Corruption</td>
<td>On a scale of -2.5 to +2.5</td>
<td>Kaufmann, Kraay and Mastruzzi (2010)</td>
</tr>
</tbody>
</table>

The VAR framework is described by the following basic equation:

\[
GD_{P_t} = \alpha_0 + \alpha_1 GD_{P_{t-1}} + \cdots + \alpha_{1,2} GD_{P_{t-n}} + \alpha_2 GS_{t-1} + \cdots + \alpha_{2,1} GS_{t-n} +
\]

\[
+ \alpha_3 PolStab_{t-1} + \cdots + \alpha_{3,1} PolStab_{t-n} + \alpha_4 Corruption_{t-1} + \cdots + \alpha_{4,1} Corruption_{t-n} + \epsilon_{t,1}
\]  

From that basic equation, the only difference which exists is viewing the differences of GS on various dependent variables, meaning that not only the relevance of natural capital on GDP is tested, but also the variables which account for corruption and political stability. In order to test these relations, Impulse Response Functions (IRFs), are used. This form of analysis will allow us to test the impact of change of one of the variables on the dependent variable, with the assumption that we hold the level of the other variables constant.
The preliminary hypothesis is that through these IRFs we will manage to prove both a direct link (an adverse impact of natural capital on GDP) and an indirect link where natural capital has a long-term negative impact on political stability.

3. RESULTS AND DISCUSSION

Prior to conducting the IRFs, the variable GDP was transformed into the form of its natural logarithm. This is done in order to prevent issues regarding heteroscedasticity, with all of the necessary tests to ensure the stability of the models provided in the appendix. The first model concerns Bahrein.

As can be seen from the IRFs, there is empiric evidence of several channels of transmission. Notably, for the case of Bahrein, which is heavily dependent on export of oil resources, there is a long and persisting negative trend going from natural capital towards GDP. While the first impulse is slightly positive, there is clear evidence of a persisting negative trend. The evidence is not so conclusive in the case of corruption, though the responses are constantly negative. Political stability, based on our research, seems not to be a channel of transmission for the resource curse to Bahrein, though the cause of that may be that the variable used accounts for both political stability and the absence of violence and terrorism.
The results indicate a similar trend for Barbados. There is a clear and persistent long-term negative trend going from natural capital towards economic growth. This is likely due to the fact that the evolution and focus of only one element crowds out other potential areas of development. In the case of Barbados, it is also clear that these elements are also impacted by variables related to political stability. Most significantly, an increase in corruption, which is associated with an increase of both political instability and decreased economic growth (de Vaal and Ebben, 2011). Equally significantly, the negative initial reaction of political stability to natural capital is very strong. Such an increase in political stability, essential to modern-day economies, crowds potential investments and limits economic growth. Thus for the case of the Barbados, we find that there is empiric evidence similar to many other countries which suffer from the natural resource curse. This curse does not really have to be associated with natural resources, but may be found in any economy that is insufficiently diverse and highly dependent upon exogenous factors.

The results for the Dominican Republic are slightly different than those of Barbados or Bahrein. Namely, we find that natural capital has slightly positive impulses which start at the first impulse and persist throughout the observed periods. The result for corruption indicates mostly negative impulses, while there is a strong persistent negative trend of natural capital causing political instability. Several factors should be considered, notably that Barbados is a country strongly dependent on tourism, Bahrain on resource exports, while the Dominican Republic has a slightly more diverse economy. The main conclusion is that the dependency on a single sector of the economy increases the negative effects by crowding other potential sources of growth. Also, all of these small economies are highly dependent upon external shocks; making perceived political instability a highly relevant factor in maintaining investor confidence in their economies.

4. CONCLUSION
This paper observed three SIDS and has conducted an empiric analysis of possible methods of transmission of the so called natural resource curse. The preliminary findings are that there is evidence of both indirect methods of transmission through political instability, as well as direct transmission through harming economic growth in countries where economic growth is almost entirely dependent on one source of revenue. In Bahrain and the Barbados we find that there is a direct element of transition directly through natural capital towards economic growth. There are two distinct and almost unrelated difficulties in conducting further research on the topic.
One difficulty is the lack of consensus on which variable should be used to account for natural capital and the diverse results across the scientific community which have largely been impacted by the use of completely different variables.

The second is overcoming difficulties resulting from the “smallness” of the economy, especially, as noted by Castello and Ozawa (1999), their insufficient diversification and danger to exogenous shock. While diversification may not provide immediate positive impacts, it is a necessary element in ensuring the sustainability of these small economies.

**LITERATURE:**


**APPENDIX**

The Table A1 displays the figures regarding autocorrelation, proving that no model suffers from the issue of autocorrelation.

**Table A1. Autocorrelation test**

<table>
<thead>
<tr>
<th>Country Model</th>
<th>Test-statistic value</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bahrain</td>
<td>1.448</td>
<td>0.229</td>
</tr>
<tr>
<td>Barbados</td>
<td>0.9508</td>
<td>0.329</td>
</tr>
<tr>
<td>Dominican Republic</td>
<td>0.2716</td>
<td>0.602</td>
</tr>
</tbody>
</table>

Source: Authors’ calculations and GRETLE software

Figure A1 displays all of the VAR inverse roots. As all of the VAR inverse roots are within the unit circle, we find that there is no evidence of parameter structural instability.

**Figure A1. VAR Inverse Roots**

Source: Authors’ calculations and GRETLE software

Note: (a) displays the inverse roots for Bahrain; (b) displays the inverse roots for the Barbados; while (c) displays the inverse roots for the Dominican Republic.
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ABSTRACT
The main purpose of this paper is to contribute to building Resilient Organization issues. The author discusses a psychological approach to resilience, from Robert Jay Lifton’s to Martin Seligman’s conceptual perspectives. The main objective of the paper is to discuss the chance of using so called character strengths as a useful tool in resilience-oriented training courses dedicated to managers of various types of organizations. The author has conducted a workshop on “character strengths in the workplace”. The empirical basis for the mentioned workshop is a qualitative, narrative research which was carried out a few years back. This initial result of the study reveals some of the examples of collective categories in which two groups of managers (from public administration and sales industry) foresee a possibility of using character strengths in the optimization of managerial work tasks.
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1. INTRODUCTION
The presented text is a conceptualization of the author’s experience, rooted in empirical research, in introducing resilience issues to managerial vocational training courses. Herein, the vocational training is understood broadly, not so much as acquiring professional competences required in a given field of business, but rather as improving skills that are to a smaller or larger extent needed in any type of managerial work. Undoubtedly, resilience constitutes such a skill, or rather a social competence. Resilience tends to be ascribed to both the organization, and more widely – to its social environment, as well as to managers and employees. It is worthwhile reminding that in its first meaning resilience is frequently understood in a systemic perspective as “the capacity of a system to absorb disturbance and re-organize while undergoing change so as to still retain essentially the same function, structure, identity and feedbacks” (Missimer et al. 2017:36). In the broadest perspective, organizational resilience is strictly linked to sustainable management (Missimer et al. 2017, Tarba et al. 2017, both texts contain detailed references to the literature). Consistently, resilient organization calls for resilient leadership (see e.g. Zehir and Narcikara 2016). This directly evokes the issue of training managerial social skills and – at a deeper level of reflection – ventures to factor in the already rich tradition of psychological approach to resilience treated as a personal competence ascribed to organization members as human beings.

2. PSYCHOLOGICAL RESILIENCE AND ORGANIZATIONS. A SHORT OVERVIEW.
The term “resilience” was borrowed from engineering science, where it stands for the physical resistance of materials, expressed by a rapid return to their original state after deformation. Initially, the term was used by clinical child psychologists, then, the concept was gradually adopted by theorists and practitioners working with adults, indicating the type of psychological toughness. It is not about resistance in terms of hardness (“managers do not cry”), but – generally speaking – a flexible approach to stress, easily returning to normal functioning after a failure, after a misfortune, after encountering adversity, including traumatic experiences (Seligman 2011b; Stix 2011; see also Meredith, Sherbourne, Gaillot et al. 2011 and others).
More than twenty years ago, Robert Jay Lifton (1993) described the “The Protean Self” which, in his opinion, a modern man has. That is why a man is capable of unexpectedly high flexibility and variability, even fluidity of behavior and psychological processes. In this context, Lifton wrote about resilience of the human psyche in the era of “fragmentation”. However, the recent research on psychological difficulties in changing human behavior, habits or beliefs especially in organizations (Gardner 2004) makes us treat the mentioned theoretical construct, proposed by Lifton (“The Protean self”), as a description of a certain potential rather than as traits given once and for all. Furthermore, these are the potentials that need to be squandered within reasonable limits, and yet there is no precise research data defining these boundaries. However, this does not diminish, but, on the contrary, stresses the importance of the modern man’s resilience. Some researchers suggest that resilience, together with psychologically operationalized hope, optimism and a sense of effectiveness, is considered a component of “positive psychological capital” (cf. Forgeard, Seligman 2012). Currently, there is a discussion among psychologists whether it is necessary to commonly implement the training of resilience, at least in professional groups that particularly need it, or whether the natural ability to achieve this competence in individuals should be checked first, and help be given only to those who have deficiencies in this area (cf. Seligman 2011a, b vs. Stix 2011 and Tarba et al. 2017). Martin E.P. Seligman (2011b), a supporter of the first of these options, believes that psychological fitness is a relatively stable basis of human resilience. According to the concept of Seligman, psychological fitness consists of six components: 1. overall satisfaction (life satisfaction); 2. strengths, operationalized by character strengths (awareness of possessing them and their use); 3. emotional fitness (in this case also the risk of post-traumatic stress disorder [PTSD] and depression); 4. social fitness (job satisfaction and rewarding, social contacts); 4. the so-called family fitness (partner and family relationships generating support); 5. “spiritual” fitness (a set of values and beliefs that gives a person reinforcement outside the family, institutional and societal sources of support). Since 2008, Seligman (2011a, b) has been implementing, on commission of the U.S. Army, a program allowing to identify (with the use of the “General Assessment Test” (GAT)) and to develop (using the training methods) a condition of psychological fitness of individuals and professional groups. It was also supplemented by a program operating under the name of “Comprehensive Soldier Fitness” (CSF, see Comprehensive… 2011), already applied by the U.S. Army, that addresses the problems of physical development. Presently, an extended version of the program, “Comprehensive Soldiers and Family Fitness 2”, is run (CSF2, see Comprehensive… 2014), covering soldiers, their families and army civilians. According to Seligman (2011a), the psychological fitness training modelled on the CSF is useful also for other organizations outside the army, including business organizations. The CSF came under the fire of severe criticism, seemingly of a more ideological than scientific nature (see e.g. Eideslon 2012), its diagnostic part has been initially validated (Vie et al. 2016), and experience stemming from the program has gained recognition among prominent researchers as a substantiation of the thesis that resilience can be trained. This belief is shared by the editors of a special issue of the Applied Psychology Journal to be devoted to the topic of “Resilience in Organizations” (Tarba et al. 2017).

3 THE PROPOSAL OF THE “CHARACTER STRENGTHS IN THE WORKPLACE” MANAGERIAL WORKSHOP
The workshop proposed in this article derived from the author’s conviction that elements of resilience training should be present in any and all forms of education that improve managerial skills, and not just be covered by separate programs only. The targeted forms are not so much the ones related to elementary education, but to various examples of managerial life-long learning, such as studies for working people, postgraduate studies, trainings that improve managerial skills for professionals or MBA studies. The application of resilience in
management requires personal maturity of the manager. The author will subject this conviction to a wider analysis in a different paper (cf. Meredith et al. 2011). Managerial education in such a country as Poland required a relatively intercultural component of resilience training (CSF and its derivatives have not been studied in terms of cultural realities yet) as well as a component that would, during a limited duration of the training devoted to more comprehensive problems, offer ample opportunity to develop elements of resilience in participants. In the opinion of the author of this article, the above conditions were met by the part of Seligman’s theory and practice of building resilience that concerned “character strengths”. Seligman assumed that the first two of the listed components of psychological fitness which build psychological resilience (see above) – life satisfaction and the strengths – should not be changed, and should only be identified and used to optimize the psychological functioning. According to Seligman, character strengths are universal strengths of an individual that are to be found in relatively every culture. Contrary to talents that are inborn to a large extent, strengths may be successfully developed throughout the lifespan. Also, possession of a strength substantially depends on the individual. Signature strengths form sets, identified by Seligman’s team in intercultural research as universal as well. It turned out that six sets of strengths postulated by different cultures in various historical periods can be identified. To their surprise, the researchers realized that the sets of strengths they had identified are of a moral nature. Hence, they named them “virtues” (Seligman 2002, Peterson and Seligman 2004; critical approach see Banicki 2014). The list of character strengths structured in larger groups – the virtues – is as follows (Seligman 2011b): wisdom and knowledge (creativity/originality/ingenuity; curiosity/interest/novelty-seeking/openness to experience; judgment/critical thinking; love of learning; perspective/wisdom); courage (bravery/valor; perseverance/persistence/industriousness; honesty/authenticity/integrity; zest/vitality/enthusiasm/vigor/energy); humanity (love; kindness/generosity/nurturance/care/compassion/altruistic love/“niceness”; social intelligence/emotional intelligence/personal intelligence); justice (teamwork/citizenship/social responsibility/loyalty; fairness; leadership); temperance (forgiveness; humility; prudence; self-regulation/self-control); transcendence (appreciation of beauty and excellence/awe/wonder/elevation; gratitude; hope/optimism/future-mindedness/future orientation; humor/playfulness; spirituality/faith/purpose).

Every human being possesses several signature strengths that constitute their personal strengths. Identifying them and using them as frequently as possible in the course of implementation of professional tasks makes it easier, according to Seligman, for both managers and their subordinates to foster psychological fitness. Americans are provided with a diagnostic tool (accompanied by a manual) to define signature strengths, developed by Christopher Peterson and Martin Seligman (2004), the “Values in Action Inventory of Strengths” (VIA) questionnaire, and its new version “The Abbreviated Character Strengths Test” (ACST), which has been initially validated (Vanhove et al. 2016). Managers in the majority of countries outside the USA still lack such tools. In Poland, managers have solely access to literal translations of the VIA available in the translations of Seligman’s books Authentic Happiness (Polish version 2005) and Flourish (Polish version 2011). However, they cannot serve any diagnosis before they have undergone standardization procedures and cultural adaptation. Polish managers may, for the time being, only resort to the mentioned publications as an aid in their independent.

More specifically, Seligman’s team first identified relatively universal virtues based on a critical reading of works constituting major world civilizations (the Upanishads, Aristotle and Plato, Aquinas and Augustine, the Old Testament and the Talmud, Confucius, Buddha, Lao-Tze, Bushido (the Samurai code), the Koran and Benjamin Franklin). Subsequently, 24 character strengths leading to these virtues were identified through psychological analyses (Seligman 2002).
highly preliminary observations of themselves in terms of possessed signature strengths. This may suitably take place at a workshop within the frame of a training course run by an experienced expert. Such a proposed workshop, which has been provided for 10 years by the author of this article, comprises the following stages that use the techniques developed by Seligman (2002, 2011b, cf. points 1–4 of the workshop) and Liz Hoggar (2005, cf. points 5–6 of the workshop):

1) Participants, individually, but sitting in one room, identify their character strengths, following the instruction, which is provided by a trainer. Compared to the original assumptions made by Seligman, some modifications were made in the way of identifying the strengths. Firstly, the respondents are asked to read descriptions of the traits and to determine on a scale of 1 to 10 points (where 1 is chosen if a person does not recognize the possession of the trait, and 10 if in the opinion of this person the strength occurs at a very high level) to what extent the strength occurs, and only then are they asked to complete a non-standardized version of the VIA questionnaire. To select the most important strengths, both indicators are taken into account (both the self-assessment based on the description of the various strengths and the points received as a result of completing the questionnaire). This way, every person receives a list of their strengths, 5 to 8 on average. To be specific, the trainer’s instruction contains information that in a moment he/she will present a slide show in the following order: first, a description of the virtue that should be read only – no scoring. Then, one slide (or two in the case of a longer text), which describes a specific strength. After reading that information, participants are asked to do the self-assessment – on a scale of 1 to 10 points. The following slide includes, after a translation of Seligman’s book Authentic Happiness (2002, Polish version 2005), two questions from the short version of the VIA test, and each of them is assigned to the response from “this matches my character well” – 5 points – to “this does not match me at all” – 1 point. These points are supposed to be added up and written (under the already written name of the strength) next to each other, both the results of the self-assessment and of the test.

2) The above procedure is repeated for the six virtues and the twenty-four signature strengths. Every participant identifies their character strengths, taking into account both the self-assessment and the VIA questions. As a result of this procedure, each of the participants receives two numerical indicators of each strength. The pace of the slide presentation is imposed by the trainer, with due regard for the needs of the participants.

3) The participants are asked to write down the strengths that, within the two categories – that is, both the result of the self-assessment as well as the result of the VIA test – scored relatively the highest number of points (compared to the other strengths of that person).

4) The participants are asked to check which strengths from the list obtained at the previous stage meet the additional criteria of character strengths provided by Seligman (2002:214). And this verified set of character strengths is used in a further interpretation.

5) Each participant is asked to write down their character strengths on a piece of paper and highlight the one which they consider the most important.

6) The respondents are asked to express in a narrative writing how they can use their most significant character strength in their work during the next two weeks. Sometimes this final part of the workshop is fulfilled as participant’s homework. In view of personal content evoked at this workshop, its results are not discussed in the training group. However, participants are encouraged to take advantage of individual consultations with the trainer. The workshop usually includes two training hours (90 minutes). It is sometimes advisable to have a break before point 6.
4. PRELIMINARY NARRATIVE RESEARCH: THE POSSIBLE OPERATIONALIZATION OF PERSONAL STRENGTHS AT THE WORKPLACE IN THE PERSPECTIVE OF MANAGERS’ PROFESSIONAL EXPERIENCE

Having run the workshop for several years, in the academic year 2011/2012 the author and Monika Strocka, a reflexive manager-practitioner who was then graduating from the Faculty of Management at the University of Warsaw, carried out a preliminary study of narratives obtained in point 6 of the workshop from two groups of managers or potential managers: public administration executives (Prison Service, N=27) and sales industry representatives (N=35).

The unconstrained narratives of the members of these groups regarding the possible use of their own character strengths to carry out professional tasks were considered as the qualitative indicator of the possible operationalization of these character strengths in managerial work. The research question was as follows: What are the possible patterns of using character strengths in management work reported by the managers themselves? The term “pattern” was understood as an order of particular professional tasks assigned to the key areas of management, which are: (1) managing internal organizational environment, (2) managing client-related activities, and (3) managing actions against competitors. The study was strictly of a qualitative nature. The goal was to identify potential patterns of using character strengths, without deciding whether the results would be complete and representative in a statistical sense.

The public administration representatives participated in a managerial course for the Prison Service executives provided on April 17 and 20, 2012. The representatives of sales industry were part-time students of the first year of management studies at the Faculty of Management at the University of Warsaw, specialization – sales. The research was carried out in the second semester of the academic year 2011/2012. Not all the members of both groups were managers, but the educational forms they participated in inclined them to adopt a manager’s perspective. The Prison Service representatives completed a writing task during the management course. The representatives of sales services completed the task at home (partly point 2 and points 3–6 of the workshop). The respondents granted their consent to an analysis of their written narratives. However, a personal and “sensitive” nature of these narratives (as mentioned above) justifies the postponement of the publication of results until the present day. This is the reason why the researchers refrained from collecting any personal data from the respondents. Respondents’ narratives were collectively assigned to the above-mentioned key areas of management, within corresponding strengths, and analyzed purely qualitatively, intuitively.

The representatives of the public administration group identified 14 out of 24 character strengths to optimize the performance of professional tasks. They omitted 10: curiosity/interest/novelty-seeking/openness to experience; perspective/wisdom; love; forgiveness; humility; self-regulation/self-control; appreciation of beauty and excellence/wonder/elevation; gratitude; humor/playfulness and spirituality/faith/purpose. The representatives of the “sales services” group identified 15 out of 24 character strengths to optimize the performance of professional tasks. They omitted 9: perspective/wisdom; bravery and valor; forgiveness; humility; prudence; self-regulation/self-control (i.e. all qualities that make up the virtue of temperance); appreciation of beauty and excellence/wonder/elevation; gratitude and spirituality/faith/purpose.

---

2 Monika Strocka is the co-author of this part of the article (see Ochinowski and Strocka 2012).
3 The differences in the performance of the task within the two groups make their comparison not fully pure in the methodological sense. However, we consider it still acceptable for the qualitative model of our research.
At the narrative (operationalizing) level, the conducted study shows that the groups of respondents pointed to the following areas of using strengths: 1. communication (however, the Prison Service saw it more in terms of the flow of information, top-down and bottom-up, and the sales representatives looked at it through the lens of “activities”, such as networking, or acquiring information); 2. development (including self-development); 3. maintaining good interpersonal relationships, problem-solving (although officers indicate a little narrower category, talking mainly about technical difficulties); 4. organization of work, group/team management, including the ones internally diverse; 5. flexibility in reactions (public administration points to the concept of changes – their monitoring and response to them); 6. motivation, evaluation (of own and others’ work); 7. decision-making; 8. increasing the efficiency of the employees in the organization; 9. monitoring and supervision of non-standard activities and projects, and 10. showing initiative. In addition, there were ways of using the strength – indicated only by the Prison Service – such as correcting and eliminating errors, dealing with backlog, drawing consequences (also positive), penitentiary activities. At the same time, only the representatives of the sales specialization indicated the influence or even manipulation of others, engraving in someone’s (mainly clients’) memory, drawing conclusions, deriving job satisfaction, maintaining good atmosphere, mitigating conflicts, coping with stress, consistent performance of duties and commitment to goals, planning, process management, shaping attitudes (towards work, influencing clients’ perception of the organization), creating vision, forgiveness, reconciliation of task and people orientation, creating own image and reputation, cognitive activities (aimed at the employees or at the world), and the “trade” tasks such as positioning the company in relation to competition, standing out, monitoring and analyzing the market (competition and preferences of buyers). Clearly, the possible ways of using the character strengths mentioned in the described study are potential cognitive tools for managers’ trainers. The strengths ignored in either of the two groups or in both groups altogether pose an interesting challenge as well. The research has shown a number of models of using the character strengths as the tools of management coaching. Of course, the qualitative nature of research, small size of randomly chosen groups, intuitive analysis of the results and the mentioned differences during the completion of tasks by both groups, as well as the diversity of the groups limit the applicability of the results.

5. CONCLUSION
The workshop described in this article has been provided in Poland since 2005 (till 2012, it bore no relation to resilience issues) as a permanent component of courses for the management staff of the Prison Service (till 2015), certain training courses ordered by companies, part-time and postgraduate studies in sales management, public administration, health care management, higher school management, IT management, as well as – in a simplified version – international MBA studies. At a present stage of training experience, it is worthy of taking actions aimed at standardization of the workshop and comparative studies in different countries concerning the opportunities for and limitations in its application.
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ABSTRACT
This study seeks to find out whether or not economic background, as well as alcohol, contributes largely to the suicide rates in Thailand. In addition, this paper attempts an empirical exploration of the factors leading to suicide rates in Thailand. The statistics provided in this study derived from the 2011 collection from the National Statistics Bureau of Thailand, the Ministry of Public Health, and the Center of Alcohol Problem Research. To start, the descriptive analysis is presented in order to see all information of suicide rates in Thailand with various aspects. Then, the regression results are provided. The results drawn from this study suggest that both alcohol and household income do statistically have a more positive impact on suicide rates in Thailand whereas household debt is shown to have a negative impact on suicide rates. Other social factors which contribute to the higher suicide rates are divorce rates, age of individuals (60+), as well as the type of employment; such as corporate firms and government-related sectors. On the other hands, the population density and the percentage of woman that are counted as the head of the family are negatively related to suicide rates in Thailand.
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1. INTRODUCTION AND THEORETICAL FRAMEWORK
The question of whether or not economic factors such as level of income, debt, unemployment rate, as well as social factors would leads to high suicide rates of individuals has received wide attention among scholars. A huge number of empirical studies using data of developed economies have been reviewed in an attempt to combat rising suicide rates worldwide (Hamermesh and Soss, 1974, Khimenyi and Shugart, 1986, Yang, 1992, Ausendar, 1993, Chuang and Huang, 1997, Lin, 2006, Chen, Choi and Sawada, 2008, Minoiu and Andres, 2008, Halicioglu and Andres, 2010). However, the research on this topic in Thailand is very limited. In particular, there is only the work of Punyasawatsut, 2011, which used time-series exploration in order to find out the determinants which may explain the suicide rate in Thailand. My research, in contrast, employs the cross-sectional analysis, as it can better explain the impact of cultural, social, and economic differences among regions. From economics viewpoint, the relationship between economic factors and suicide rates began with Hamermesh and Soss’ article in 1974. According to the theory, income and age of an individual determine the probability of the suicide.

Utility Maximization Model is adopted and detailed as follows:

\[ Z(a, I) = \int_a^d e^{-r(m-a)} U[C(m, I) - K(m)]P(m)dm \]

\[ U[\cdot] \, \text{and} \, C[\cdot] \, \text{utility and consumption function, respectively.} \]
where $m$ is life expectancy  
$I$ is permanent income which is average income expected over a person’s lifetime.  
$K$ is cost of living  
$d$ is maximum life expectancy  
$P(m)$ is probability of living till age $m$, where the current age is $a$  
$a$ is current age at which an individual decides to commit suicide  
$r$ is discount rate

Utility of a person is function of consumption, which is determined by permanent income as well as current age of an individual. As a person tends to consume more as he is getting older, there is a positive association between age of individual and consumption. This is also true for the relationship between income and consumption. Thus, $\frac{\partial C}{\partial m} > 0, \frac{\partial C}{\partial I} > 0$  However, cost of living ($K$), which has a negative association with utility, is expected to rise with ages, $\frac{\partial K}{\partial m} > 0$ When we examine the lifetime utility in present value at age $a$, we can see that this lifetime utility would reduce as current age rises or $\frac{\partial Z}{\partial a} < 0$, whereas $\frac{\partial Z}{\partial I} > 0$.

An Economic theory of suicide of Hamermesh and Soss (1974) is developed further by Crouch (1979). He suggested that a person commits suicide when the combination between enjoyment of life and distaste for suicide is larger or equal to zero.

$$E + D \leq 0$$

where $D$ is distaste for suicide  
$E$ is enjoyment from life, which is determined by their family income and cost of living of their family.

In conclusion, the theory delivered five assumption as follows (Lester and Yang, 1997).

1. The more the income, the less the probability of the suicide.  
2. The more the expenditure or cost of living, the more the probability of suicide.  
3. As one is getting older, one tends to have more expenditure. Thus, the probability of suicide is expected to magnify for elderly.  
4. Divorce lead to the reduction of household income. Therefore, an individual who experiences such a circumstance is more likely to commit suicide.

2. MODEL AND DATA
From a theoretical viewpoints in the previous section, the factors which may have relationship with suicide rates can be presented in the following models.
2.1 Model
To test the hypothesis, the following regression equation is adopted.

**Model 1**

\[
SUICIDE = \beta_0 + \beta_1 EXPENDITURE + \beta_2 INCOME + \beta_3 DEBT + \beta_4 U + \beta_5 FEMH + \beta_6 AGE60 + \beta_7 POPD + \beta_8 DIV + \beta_9 NAGRI + \beta_{10} ALR20 + \epsilon
\]

**Model 2**

\[
SUICIDE = \beta_0 + \beta_1 EXPENDITURE + \beta_2 INCOME + \beta_3 DEBT + \beta_4 U + \beta_5 FEMH + \beta_6 AGE60 + \beta_7 POPD + \beta_8 DIV + \beta_9 NAGRI + \beta_{10} ALR15 + \epsilon
\]

The dependent variable is suicide rates (suicide). INCOME is average household income. EXPENDITURE and DEBT are average household expenditure and debt, respectively. U is unemployment rate. Other social control variables which the literature has found to affect the suicide rates are as follows:

- FEMH is the percentage of woman that are counted as the head of the family.
- AGE60 is the percentage of individual above 60.
- POPD is the population density in urban regions.
- NAGRI is the percentage the type of employment in corporate firms and government-related sectors.
- DIV is divorce rates.
- ALR20 is the prevalence of alcohol consumption for adult (age 20+)
- ALR15 is the prevalence of alcohol consumption for youth (age 15-19). Note that this is prohibited by Thai law.

2.2 Data

**Table 1**: Data

The data used in the analysis is provincial data in 2011. Thus, there are seventy six observations in the model. The source of data can be found on Table 1 below.
3. RESULTS
The results derived from both model in Table 2 show that suicide rates in Thailand is significantly driven by alcohol and household income. That is, for example, for model 1, for every additional unit of population consuming alcohol as well household income, one can expect suicide rates to increase by an average of 0.086 and 0.010, respectively. The findings show that divorce rates as well as other social backgrounds do statistically have impact on the suicide rates. To be more specific, the results drawn from the study suggest that factors leading to the higher suicide rates are divorce rates, age of individuals (60+), as well as the type of employment; such as corporate firms and government-related sectors. In contrast, the population density in urban regions and the percentage of woman that are counted as the head of the family are negatively related to suicide rates in Thailand.
Table 2: OLS regression results

<table>
<thead>
<tr>
<th>Model 1</th>
<th>Coefficient</th>
<th>Model 2</th>
<th>Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variable</td>
<td>Coefficient</td>
<td>Variable</td>
<td>Coefficient</td>
</tr>
<tr>
<td>ALR 20</td>
<td>0.086**</td>
<td>ALR 15</td>
<td>0.090*</td>
</tr>
<tr>
<td>INCOME</td>
<td>0.010**</td>
<td>INCOME</td>
<td>0.008</td>
</tr>
<tr>
<td>DEBT</td>
<td>-0.015**</td>
<td>DEBT</td>
<td>-0.015**</td>
</tr>
<tr>
<td>U</td>
<td>-0.784</td>
<td>U</td>
<td>-0.885</td>
</tr>
<tr>
<td>AGE 60</td>
<td>0.704***</td>
<td>AGE 60</td>
<td>0.755***</td>
</tr>
<tr>
<td>FEMH</td>
<td>-0.396***</td>
<td>FEMH</td>
<td>-0.401***</td>
</tr>
<tr>
<td>POPD</td>
<td>-0.001**</td>
<td>POPD</td>
<td>-0.001**</td>
</tr>
<tr>
<td>NAGRI</td>
<td>0.071***</td>
<td>NAGRI</td>
<td>0.063**</td>
</tr>
<tr>
<td>DIV</td>
<td>0.508***</td>
<td>DIV</td>
<td>0.670***</td>
</tr>
</tbody>
</table>

$R^2 = 0.609$  $Durbin-Watson = 1.964$  $R^2 = 0.595$  $Durbin-Watson = 1.948$

$F$-Statistic = 11.271 (prob = 0.000)  $F$-Statistic = 10.603 (prob = 0.000)

หมายเหตุ : * Significance at 0.1 level

** Significance at 0.05 level

*** Significance at 0.01 level

4. CONCLUSION
The results suggest that income level does correlate with suicide rates. This implies that, for the case of Thailand, families and communities should focus more on quality of time spending with children, rather than valuing money or other material possessions. People would then grow up with maturity and could combat any obstacles, which may occur at any point in their lives. Next, the findings show that alcohol leads to more suicide rates. Therefore, fiscal policy such as an alcohol tax should be raised that may lower the suicide rates. In addition, the results imply that violations of laws regarding underage drinking (under 20) results in higher suicide. Thus, an effective law enforcement on such issue should be under urgent consideration of Thai government. Moreover, proper social security programs for elderly should be improved which will consequently lead to lower suicide rates of those with age higher than 60.
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ABSTRACT
This study aims to identify the relationships between expectations, gratification and continuance intention of using YouTube to watch movies among Malaysians; and has hypothesized that gratification mediates the relationship between expectations (towards content, process, social; and technology) provided by YouTube for movie watching experience; with continuance intention of using YouTube to watch movies. With such, this study uses Uses and Gratifications Theory (UGT) and Expectation Disconfirmation Theory (EDT) for model development. The minimum sample size was determined by Israel Glenn sampling table. An online questionnaire using Google Forms were distributed to 400 YouTube users in Malaysia, selected through purposive sampling techniques. All variables and items were extracted from reviews of literatures and were checked for convergent and discriminant validity using Confirmatory Factor Analysis (CFA). Structural Equation Modelling (SEM) under AMOS software was used in the analysis. Results of the SEM indicated that the model fits the data. Based on the Three-Variable Nonrecursive Causal Model By Baron and Kenny’s (1986), it was found that gratification acts as a mediator for 2 (two) variables as there were positive and significant relationships between expectation towards social and technology gratification with gratification from the use of YouTube for movie watching experience among Malaysians. Findings from this study will be able to guide movie content providers in Malaysia to work hand in hand with Google in regards to online platform distribution for movies and to shed some light towards the potential of YouTube as a new movie watching platform in Malaysia.

Keywords: Movie, YouTube, Expectation, Gratification, Continuance Intention

1. INTRODUCTION
Videos has arisen a long way since the analog times of VHS. The outwardly perpetual progression of digital video technology has intruded upon an industry once dominated by films and movies as its sole medium. Film and movie industry is one of the main providers to many national income of various countries. According to Herwina and Zarith (2012) research attentions in the movie industry have increased in recent years as it has appeared as a new vibrant industry in world trade. "Movie" is more frequently used in the United States (US) than in the United Kingdom (UK). In the US, "film" can also refer to a solo motion picture, but it is less usual and has a more thoughtful connotation, while "movie" is the more conversational term. This study will use the term “Movie” in all its chapters. While Hasrul and Jamaluddin (2014) stated that the local movie industry's swift expansion is often translated into income, movie industry in Malaysia should look far into the future and past the contented zone. The local movie industry is being deserted by the entry of foreign films that drowned the native market not only through cinema platform but also through the new online media platform as well. Relative to other sectors in the economy, the size of the Malaysian film industry is little.
2. PROBLEM STATEMENT

Although the total population in Malaysia was at 31.7 million people in 2016 (Population and Demography, 2016), the Malaysian domestic market for its movie products is viewed as little. According to The National Film Development Corporation Malaysia (abbreviated FINAS), viewers for all local feature films combined for 2015 was at only RM52 million. The year before, an outstanding RM74 million revenue was recorded (FINAS, 2016). These decreasing numbers are worrying as the National Film Development Corporation Malaysia (FINAS) director-general Datuk Kamil Othman said that the government has funded as much as RM800 million in the movie industry. This is with the accordance to the Ninth and Tenth Malaysian Plan. However, it has not seen expectant expansion and improvement. The worrying state of our local movie industry is mostly reflected in the quantity spent in films. However, it was accompanied with no well return as local box office collection scarcely ever help films making profit, wrote Sia (2015, November 27). Interestingly, Mustaffa, Ibrahim, Mahmud, Ahmad, Kee, and Mahbob (2011) claimed that 5.14 percent out of 28,552,712 citizens of Malaysia in 2011 used YouTube for various purposes in the stipulated year. Simon (2012) later stated that 90 percent of Malaysian Internet users have access to unlimited utilizations of web-based social networking platforms. The study found that 80 percent of Internet clients in Malaysia stream online video content every month and 51 percent have active YouTube profiles. Becker (2002) indicated that patterns of watching movies were changing from a relationship-oriented consumption to a personal consumption, from a sociable act to an routine act, and from a viewing only to a maneuvering act. Researchers such as Henkel, James, and Croce (2016), Cho and Ha (2011), Moon, Bergey and Iacobucci (2010), Jancovich and Stubbings (2003); and Hennig-Thurau, Walsh and Wruck (2001) has generally stated that new movie consuming culture and movie using patterns via different areas of expectations, gratifications and intent to continue usage of movie watching medium must be celebrated and studied. This study hypothesizes that:

H 1 : Gratification (GAT) mediates the relationship between expectation towards content gratification (ETCG) provided by YouTube for movie watching experience; with continuance intention (CI) of using YouTube to watch movies.

H 2 : Gratification (GAT) mediates the relationship between expectation towards process gratification (ETPG) provided by YouTube for movie watching experience; with continuance intention (CI) of using YouTube to watch movies.

H 3 : Gratification (GAT) mediates the relationship between between expectation towards technology gratification (ETTG) provided by YouTube for movie watching experience; with continuance intention (CI) of using YouTube to watch movies.

H 4 : Gratification (GAT) mediates the relationship between expectation towards social gratification (ETSG) provided by YouTube for movie watching experience; with continuance intention (CI) of using YouTube to watch movies.
3. METHODOLOGY

An online survey of 66 items using Google Forms was done to 400 Malaysian YouTube users. All items where adapted from literature reviews and later tested for reliability. Respondents for this study has been strain by only allowing those whom are 1) Currently residing in Malaysia, 2) Have used YouTube to watch movies; and 3) Have experienced of using/heard of iFlix and Astro First. Those who clicked ‘Yes’ was directed to the next section of the survey; and those who clicked ‘No’ was made to leave. The "Only permit one response per person" feature in the "Form Settings" was also initiated. This is to ensure that a person only responds to the form, once. Respondents were selected using non-probability purposive sampling because the research respondents must meet certain characteristics and criteria. The sample number for this study is 400 respondents by referring to Israel (1992) table. This study believed that 5.14 percent out of 31.7 million citizens of Malaysia in 2016 (Population & Demography, 2016) that have used YouTube to watch movies can be equal to 400 sample of respondents with 95% confidence. The research instrument in this study comprises of 7 sections, namely Demographics, ETCG, ETPG, ETTG, ETSG, GAT and CI. A 5-point scale anchored with YouTube performance in regards to movie watching are “Much lower than my expectation (1)”, “Lower than my expectation (2)” “Just the same as my expectation (3)”; “Higher than my expectation (4)”; and “Much higher than my expectation (5)“ were used to measure ETCG, ETPG, ETTG and ETSG. A 4-point Likert-scale “Strongly Disagree” to “Strongly Agree” were used to measure GAT and CI.

AMOS 4.0, a leading Structural Equation Modeling (SEM package, was used for this study to identify mediating roles of Gratification towards the relationships between ETCG, ETTG, ETPG, ETSG and Continuance Intention. SEM is a multivariate statistical methodology, which takes a confirmatory approach to the analysis of a structural theory. SEM provides researchers with the ability to accommodate multiple interrelated dependence relationships in a single model. CFA is often used to confirm a factor structure known beforehand. In this study, since the constructs are known, CFA was executed to validate the model. The standardized factor loadings obtained from the measurement model (CFA) indicates that all indicators loaded to the respective factors significantly. The model was tested in three stages. Reliability of the measurement tools was found at the first stage. A Confirmatory Factor Analysis (CFA) was performed to check validity of the model. This ensured the overall fit of measurement model. The third test was to check the data support for the proposed structural model and the hypotheses stated. Most target level of minimum reliability was established in the 0.70 to 0.80 range (Awang, 2015). All variables in this study recorded great level of reliability (.984 for ETCG, .969 for ETPG, .986 for ETTG, .983 for ETSG, .916 for GAT and .967 for CI). CFA was used to test the model fit of the measurement model for ETCG, ETTG, ETPG, ETSG,
Gratification and Continuance Intention to use YouTube to watch movies. Hair (2010) recommended using of at least one fitness indices from each category of model fit. It was found that RMSEA was at 0.57; GFI (.798); $X^2$/df (2.299); AGFI (.777); CFI (.934); NFI (.888); and TLI (.932). This study uses all fitness indices recommended in the literature, including indices recommended by Awang (2015) to prove how fit is the model to the data. It was found that four fit indices met the recommended value (RMSEA, $X^2$/df, CFI and TLI). The values show an acceptable overall fit and show that the measurement model is theoretically and statistically acceptable.

4. THE MEDIATING ROLES RESULT

It was found that YouTube did possess the potential to grow as a new movie watching platform as 68.5 percent of respondents have been using YouTube to watch movies for more than 3 years. 64.5 percent of them use computer/personal computer as their main viewing platform to watch online movies on YouTube. 52.8 percent of them spent one hour and more in a day to visit YouTube for online movie watching. 83.3 percent of the respondents preferred using YouTube to watch movies at home. This confirms the readiness of increased adoption of premium mobile content, more high-tech handsets, flat rate pricing for mobile broadband, development in mobile video and broadcast mobile TV services and increased 3G network coverage in the country (Goi, 2008; Salman and Hasim, 2011; Azman, Salman, Razak, Hussin, Hasim and Sidin (2015). In other words, YouTube generally has to potential to be used in movie or television Internet marketing in Malaysia as it has been long utilized by the respondents in this study.

In order to test the mediating role that gratification has on the relationship between set of independent variables (ETCG, ETSG, ETTG, ETPG) and a dependent variable (continuance intention), this study adopts Baron and Kenny’s (1986) procedure. This procedure for determining if an independent variable affects a dependent variable through some mediator is so well known that it is used by authors and requested by reviewers almost reflexively. Many research projects have been terminated early in a research program or later in the review process because the data did not conform to Baron and Kenny’s criteria, impeding theoretical development. According to Social Sciences Citation Index, Baron and Kenny’s (1986) article had been cited by 12,688 journal articles as of September 2009, with citations per year growing each year, including 1,762 by then in 2009. The procedure is so well known that it is used by authors and requested by reviewers almost reflexively—even when experimental approaches other than statistical ones might be more appropriate (Iacobucci, Saldanha and Deng 2007; Mitra and Lynch 1995; Spencer, Zanna and Fong, 2005). Both researchers suggest that a variable role out as a mediator when it meets the following three conditions:

1. The independent variable significantly influences the mediating variable (path A),
2. The mediating variable significantly influences the dependent variable (path B)
3. When path A and B are controlled, a previously significant relation between the independent variable and the dependent variable is no longer significant.
Preacher and Hayes (2004) have suggested the use of Sobel test (Sobel, 1982). Oftenly called a product of coefficient strategy (MacKinnon & Fairchild, 2009), this test was commonly used to test the significance of an indirect effect. However, Figueredo, Garcia, Cabeza De Baca, Gable and Weise (2013) have argued that the use of such test was logically unnecessary, especially when it already involves the use of SEM analysis (Figueredo and Gorsuch, 2007), which this study has applied. Thus, this study has firmly adopted the Three-Variable Nonrecursive Causal Model By Baron and Kenny’s (1986) to describe and report its mediation roles findings. In regards to mediating roles that gratification has on the relationship between Expectation Towards Content Gratification (ETCG) and continuance intention to use the UGC sites, it was found that gratification does not mediate the relationships between the two variables. There were no significant relationships between ETCG and gratification (the mediating variable) (Path A), and does not meet the first of three criteria, suggested by Baron and Kenny’s (1986). Thus H1 is rejected. Kim and Ko (2010) found that high quality content of a UGC sites is the most critical factor that tends to attract high user’s gratification and led to continuance intention. Thus, there is a possibility that YouTube is lacking of in terms of movie selections and collections in the eyes of the respondents that contributes to this result. Respondents in this study were not satisfied with the movie content provided on YouTube. However, there is a significant relationship between gratification to continuance intention (Path B), which has surely supported Heinonen (2011) findings. The researcher claimed UGC sites users will keep coming back to usage for other reasons besides the content itself, such as communication opportunities, social relationship and entertainment values provided by the UGC sites. Simply put, respondents in this study will still continue to use the UGC sites for other reasons even though their expectations towards the movie contents were not fulfilled. However as stated above, when path A and B are controlled, a previously significant relation between the independent variable and the dependent variable is no longer significant. Overall, there is no significant relationships between ETCG and continuance intention to use YouTube to watch movies (Path C), meaning the respondents in this study will not continue using YouTube to watch movies as the contents are not up to their expectations.

In regards to mediating role gratification has on the relationship between Expectation Towards Process Gratification (ETPG) and continuance intention to use YouTube to watch movies, it was found that there was no significant relationship between ETPG and gratification (the mediating variable) (Path A). Briefly put, respondents in this study are not gratified with the use of YouTube to watch movies because their expectations towards the process of using the UGC sites was not met. However, there was a significant relationship between gratification to continuance intention (Path B), meaning that the respondents in this study will still continue to use YouTube to watch movies, regardless of the tedious process as there are other motivations to use to use the UGC site. Nevertheless, it still does not meet the above three criteria, suggested by Baron and Kenny’s (1986). Thus, H2 is rejected as gratification does not mediate those two variables and does not fulfill the criteria suggested. There is also a significant relationship between ETPG and continuance intention (Path C), meaning that respondents will still use the UGC sites nevertheless. However, as stated above, when path A and B are controlled, a previously significant relation between the independent variable and the dependent variable is no longer counted in. In regards to mediating roles gratification has on the relationship between Expectation Towards Technology Gratification (ETTG) and continuance intention to use YouTube to watch movies, it was found that there is a significant relationship between ETTG and gratification (the mediating variable) (Path A). There is also a significant relationship between the mediating variable and the dependent variable (Path B) thus without a doubt giving gratification a mediating roles on the relationships between the two variables. As gratification
does mediate the relationships and has fulfilled the criteria suggested by Baron and Kenny’s (1986), H3 is accepted. This finding is similar to Chiu and Wang (2008) findings, which fulfilled expectations on simplicity of use, playfulness and convenience of information technology are considered important causation in continuous usage. There was no significant relationship between ETTG and continuance intention to use YouTube to watch movies (Path C). This means that they need to be gratified and their expectations need to be met before they continue watching movies on YouTube. However, it does not matter as when path A and B are controlled, any relation between the independent variable and the dependent variable is no longer counted in. In regards to mediating roles gratification has on the relationship between Expectation Towards Social Gratification (ETSG) and continuance intention to use YouTube to watch movies, it was found that gratification does mediate the relationships between the two variables. There is a significant relationship between ETSG and gratification (the mediating variable) (Path A). There is also a significant relationship between the mediating variable and the dependent variable (Path B). Thus without a doubt, gratification does mediate the relationships between ETSG and continuance intention to use YouTube to watch movies. Thus, H4 is accepted as variables has fulfilled the criteria suggested by Baron and Kenny’s (1986). These findings are similar to the findings of both Heiberger and Harper (2008) and HERI (2007) that found positive college student social engagement on UGC sites was mediated by gratification from the networking website used as the medium has met their expectations. There is also a significant relationship between ETPG and continuance (Path C) meaning that respondents will continue using the UGC sites to watch movies. However, as stated, when path A and B are controlled, a previously relation, between the independent variable and the dependent variable is no longer counted in.

<table>
<thead>
<tr>
<th>Hypothesized Path</th>
<th>Estimate, b</th>
<th>P-Value</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Direct Model (Path C)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ETCG ---- &gt; CI</td>
<td>-.015</td>
<td>.784</td>
<td>Not Significant</td>
</tr>
<tr>
<td><strong>Mediation Model (Path A)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ETCG ---- &gt; GAT</td>
<td>.069</td>
<td>.077</td>
<td>Not Significant</td>
</tr>
<tr>
<td>(Path B)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GAT ---- &gt; CI</td>
<td>1.340</td>
<td>.000</td>
<td>Significant</td>
</tr>
</tbody>
</table>

*Table 1. Mediating Roles of Gratification Between ETCG and Continuance Intention*

<table>
<thead>
<tr>
<th>Hypothesized Path</th>
<th>Estimate, b</th>
<th>P-Value</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Direct Model (Path C)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ETPG ---- &gt; CI</td>
<td>.192</td>
<td>.019</td>
<td>Significant</td>
</tr>
<tr>
<td><strong>Mediation Model (Path A)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ETPG ---- &gt; GAT</td>
<td>-.012</td>
<td>.834</td>
<td>Not Significant</td>
</tr>
<tr>
<td>(Path B)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GAT ---- &gt; CI</td>
<td>1.340</td>
<td>.000</td>
<td>Significant</td>
</tr>
</tbody>
</table>

*Table 2. Mediating Roles of Gratification Between ETPG and Continuance Intention*

<table>
<thead>
<tr>
<th>Hypothesized Path</th>
<th>Estimate, b</th>
<th>P-Value</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Direct Model (Path C)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ETSG ---- &gt; CI</td>
<td>-.153</td>
<td>.028</td>
<td>Significant</td>
</tr>
<tr>
<td><strong>Mediation Model (Path A)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ETSG ---- &gt; GAT</td>
<td>267</td>
<td>.000</td>
<td>Significant</td>
</tr>
<tr>
<td>(Path B)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GAT ---- &gt; CI</td>
<td>1.340</td>
<td>.000</td>
<td>Significant</td>
</tr>
</tbody>
</table>
Table 3. Mediating Roles of Gratification Between ETSG and Continuance Intention

<table>
<thead>
<tr>
<th>Hypothesized Path</th>
<th>Estimate, $b$</th>
<th>P-Value</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Direct Model</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Path C) ETTG ---- &gt; CI</td>
<td>.064</td>
<td>.252</td>
<td>Not Significant</td>
</tr>
<tr>
<td><strong>Mediation Model</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Path A) ETTG ---- &gt; GAT</td>
<td>.095</td>
<td>.016</td>
<td>Significant</td>
</tr>
<tr>
<td>(Path B) GAT ---- &gt; CI</td>
<td>1.340</td>
<td>.000</td>
<td>Significant</td>
</tr>
</tbody>
</table>

Table 4. Mediating Roles of Gratification Between ETTG and Continuance Intention

5. CONCLUSION

Such findings indicated that the respondents of this study were not “prosumers” – group consumers that are gratified from a use of a UGC, as claimed by Ritzer and Jurgenson (2010). This must be looked into by Google as a UGC site only became valuable when it encompasses sourcing, planning, production, distribution, and consumption processes, which led to the participation of users (Feijóo, Maghiros, Abadie, and Gómez-Barroso, 2009; Vickery and Wunsch-Vincent, 2007). Future studies should look into the content and process of using YouTube for movie watching experience as there were no significant relationships between ETCG and ETPG with gratification from the use of YouTube to watch movies. The content of movies in YouTube thus worth to be reviewed as Kim et al., (2010) found that high quality content of a UGC sites was the most critical factor that tends to attract high user’s gratification and led to continuance intention. YouTube also should consider to fully utilizations of content, participations and chain productions of movie content as Heinonen (2011) found that these elements users keep coming back to UGC sites (Facebook, in her study). Li and Lin (2009) argued that the value of digital content was associated principally with its content quality. With such result, it can be concluded that the quality of movies on YouTube is below user’s expectations. Users may discontinue the use of UGC if they find it uninteresting (Kim, Jin, Kim and Shin, 2012). YouTube has to also look into the process of using it sites for movie watching experience.
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ABSTRACT
Capital market as the complex of institutions, transactions and mechanism of offer and demand for medium-term and long-term financial capital presents that part of financial market where the movement of securities is realized and at the same time, it is the part of every efficient market economy. After 1989, securities have become the significant tool in the companies’ economies whose main aim was to deposit and assess free financial resources and invest them to securities. It is not possible to reach success without the knowledge of the issue of legal enactment of securities on the securities market. The aim of the authors of this paper is the scientific research of the particular characters of securities. The main legal enactments are the Constitution of the Slovak Republic, Act on Securities and Investment Services, Commercial Code and Civil Code. The paper with its content presents multidisciplinary, i.e. economic – legal research of this issue.

Keywords: aspect, form, security, security floatation

1. INTRODUCTION
Act no. 566/2001 of Journal of Laws on securities and investment services (Act on securities) subsequently amended (hereinafter Act on securities) effective from 1st of January 2002, represents “lex generalis” of the legislation of securities in the Slovak Republic and it is the main source of the legislation of securities. Its proposal was made by the Ministry of Finance of the Slovak Republic on the basis of the Plan of legislative tasks of the Government for the year 2001 (approved by the Government Decree no.45/2001) and on the basis of National Program for the approval of a acquis communautaire. The aim of the Act proposal was mainly:

- To create standard, internationally accepted legislative environment of capital market that represents the requirements for the full membership in OECD and EU,
- To provide the rules for provision of investment services and rules for the capital proportionality of securities dealers,
- To adjust conditions for securities issue, mainly securities issued on the basis of public offer and to define newly the expression of public negotiability
- To increase the level of information provision from the issuers side of the publicly offered securities, to enable applying of tools and procedures in securities dealing what is ordinary on the developed capital markets, mainly securities lending
- To create the space for making effective the institutional side of capital market, mainly the system of evidence of securities and clearing and settlement of securities trade,
To improve the level of protection of clients, securities dealers and investors on capital market, Act on securities and investment services comes out of Directives of EU that adjust generally the performance of the subjects of capital market as well as requirements for the obligation of information and investors protection, mainly from Directive no.93/22 on investment services provision in the area of securities, Directive no. 93/6 on capital proportionality of securities dealers and credit institutions, Directive no. 97/9 on compensation schemes for investors and Directive no. 89/298/EHS on coordination of formation, researching and distribution of information about securities in the form of advertising folder when exercising public offer. However, Directives do not adjust in any way the issue of contracts about securities, whose question was left to legislation of every state. (Nováčková, Milošovičová, 2011, pp. 88-99)

The subject of amendments of slovak Act on securities are securities, investment services, some contractual relationships connected to securities, some relationships connected to performance of persons providing investment services stated in § 5 of this Act, as for example securities dealers, foreign securities dealers, performance and activity of central securities depository, some relationships connected to performance of other subjects, as for example issuers of securities and other persons accumulating funds from public for entrepreneurship, guarantee fund or investors to securities and State control on the individual and also consolidated basis. (Milošovičová, Nováčková, 2014, p. 90)

However, the issue of securities is solved also in the basic codex’s of civil and commercial law. For example the legislation of savings books and deposit sheets is included in provisions of § 781 to 786 of Act no. 40/1964 of Journal of Laws the Civil Code subsequently amended (hereinafter „the Civil Code“) as well as in Act on securities. Stocks, provisional ownership confirmation certificates, travellers' cheques, literae recognitionis, dock warrants are included in its provisions of Act no. 513/1991 of Journal of Laws, in the Commercial Code subsequently amended (hereinafter „the Commercial Code“). We can not forget Act no. 594/2003 of Journal of Laws on collective investing adjusting units, Act no. 530/1990 of Journal of Laws on bonds subsequently amended, Act no. 141/1950 of Journal of Laws, Act on bills and cheques subsequently amended. Within this context, Act no. 42/1992 of Journal of Laws on adjustment of property rights and settlement of property requirements in co-operative subsequently amended belongs also into the resources of law regulating possibilities of issuing co-operative allotment certificates.

For the purpose of the legal regulation and securities trading, more acts were passed as for example:

- Act no. 429/2002 of Jornal of Laws on stock exchange market subsequently amended
- Act no. 483/2001 of Journal of Laws on banks subsequently amended
- Act no. 747/2004 of Journal of Laws on financial market supervision subsequently amended
- Act no. 367/2000 of Journal of Laws on protection against legalisation of profits from crime subsequently amended

2. THE FORMULATION OF CHOSEN BASIC EXPRESSIONS

Slovak professional literature states, that security can be defined from the two points of view, economic and legal. From the economic point of view, it represents „particular property value that by its functioning on financial market enables the change of money into capital. Security belongs to financial assets and it is an important tool for the realization of financial investments in economy. “ (Bohdalová, Greguš, 2012, p. 11) The legal definition of security is included in Act on securities, that as it was already stated is the basic formal resource of provision of securities in the Slovak Republic. According to it, security is the listing valued by money in legal form and aspect, with which the certain rights are connected, according to this law and
particular laws, mainly the authorisation to require certain property transaction or to execute certain rights against the persons legally determined by law. From this legal definition consequently 3 basic features of security result, that are:

1. Security is the listing valued by money
2. Owner of security has the right to require certain, either financial or property transaction
3. The right connected to listing has to have the legal form

Act on securities contains not only legal definition of security but in clause of § 2 part 2 names enumeratively the particular types of securities that create the system of securities in the Slovak Republic. It consists of: stocks, provisional ownership confirmation certificates, allotment certificates, bonds, deposit sheets, treasury bills, savings books, coupons, bills, cheques, travellers’ cheques, literae recognitionis, dock warrants, dock mortgage bonds, products mortgage bonds, cooperative allotment certificates and other types of securities that are declared as securities by particular act.

There are many other writings except of securities that are not regarded as securities in spite of the fact that they show certain legal meaning and can be submitted to enforce certain subjective law.

It is possible to distinguish securities according to different criteria, either from the point of view of its functioning on financial market, transferability and merchantability, the way of issuing security or date of its maturity. The special attention has to be dedicated to the division of securities from the point of view of its form and aspect.

3. THE ASPECT OF SECURITY

From the point of view of aspect of security, clause § 10 part 1 of Act on securities security can be registrated form or book-entry form. Historically, there was always required the written form for the existence of security i.e. the right for the payment of certain amount was captured in letter. As time went on, mainly in the connection to the mass investments into securities, registrated form of security became the barrier to faster development whose consequence was issuing securities in dematerialized form.

Certificated security according to clause § 2 part 1 of act on securities is the listing valued by money in legal form and aspect, which the certain rights are connected with according to act on securities and particular laws, mainly the authorisation to require certain property transaction or to execute certain rights against the persons legally determined by law. Certificated securities that include right to settlement are distinguished from other letters with legal meaning, because in this case the letter is irreplaceable. With its lost or destruction, there is a lapse, the example is bill of exchange.

Book-entry security in contrast with certificated security, is the listing in record valued by money and is in the legal form. The advantage of the electronic form is security, transparency, economy, fastness of balance of trade with securities and finally also todays preferred protection of enviroment. The main distinguishing feature of certificated and book-entry securities is then the way of its listing.

However, the both forms of securities are equivalent, law acknowledges them the same rights and issuer decides about its form, except of the case when law determines the form by the mandatory way. Bearer shares, units of closed mutual funds, bearer shares of open mutual funds, bearer bonds, invesment certificates and treasury bills can have the form only of book-entry securities. On the contrary, other securities than bills of exchange, cheques, dock mortgage bonds, product mortgage bonds have to have the written form from the law. Not keeping the from, would have the consequence of lapse of that legal transaction. (Cirák et al. 2008, pp 185 -215)
4. THE CHANGE OF FORM OF SECURITIES
Law enables the change of form of securities provided that the legal form of all issue of securities changes, the legal form is a series of substitutable securities with the same date of its issue. Substitutable security is security of the same type (share) and form (registered share) issued by one issuer, if the same rights are connected with it. The change of form of security means:

1. The change of certificated security to book-entry security of the same form or,
2. The change of book-entry security to registered security of the same form

If the issuer decides to do this step, he is obliged to publish immediately his decision about the change of form of security in Commercial bulletin and in daily press that publishes stock exchange news at least once a week. If issuer breaches provisions of Act on securities in changing the form of security, he is responsible for damage that he will cause by this. (Saxunová, 2014, pp 96-103)

5. THE FORM OF SECURITIES
Securities are divided also according to their form which determines way of possibilities to transfer security among the different subjects. The legal order of the Slovak Republic distinguishes 3 forms:

Registered security (au nom papier, rektapapier) contains the name of the first owner. For certain types of securities, the legislator determined imperatively its form (certificates of deposit and savings books that have to have the form of registered security). We talk about securities, that are not transferable by endorsement but their transfer is not excluded as it is executed according to general and civil regulations. The transfer of ownership by itself rests in physical handing-over of security and regulation of rights and duties of contractual sides following enactments of § 524 to § 530 of the Civil Code, that regulate institute of assignment of claims.

Order paper (ordrepapier) is characteristic by the authorized person who is directly marked in the text. However, the person can transfer his authorization by his own written statement on the reverse side of the paper to other person, what means that the person authorized for receiving of settlement will be the one, whose name was the paper issued on, or other authorized person, if the act does not enact differently, for example, change of the owner of security by its transfer, i.e. on the basis of legal action as the death of owner is. For the valid transfer of ownership of order paper the endorsement is not enough, the other requirement is handing-over of security to the acquirer's disposal. By this, all rights and duties of security are transferred on him.

Debt security in global bearer form does not contain the name of its owner. The authorized person for the settlement is the letter holder, meanwhile the letter is transferred only by the hand-over to its acquirer. The execution of rights connected to this security depends on the holding of the letter, resp. its presentation. To whom will security be presented, this person is obliged to settle and by this he gives up his liability. However, while the obliged person knew or had to know that submitter is not the authorized person, his liability to settle from security does not cease to exist.

Nowadays, certain doubts of participants can arise about the form of book-entry securities. It is clear that distinguishing securities according to their form has its sense mainly in ordinary certificated security. Its issuer decides about the form of security according to the conditions approved by law regardless of its form.

The requirements of account established for the owner of security by Central securities depository are not possible to associate with the text of security, as the act clearly distinguishes necessary data for the existence of security and for account.
6. REQUIREMENTS FOR SECURITIES
For security to be issued and to exist, it is necessary for the security to fulfil the requirements imposed by law, i.e. to contain data for being regarded as security according to law. Therefore it has to contain the marking of the type of security, naming the issuer, ISIN representing the marking of security according to the international numbering system for securities' identification, par value of security. Book-entry securities are issued in dematerialised form and for this reason also the legal condition of listing in certain register has to be fulfilled e.g. in Central securities depository. Registered securities have to fulfil the requirements stated in clauses § 34 to § 42 of Civil Code on keeping the written form of legal acts with the special respect to single forms of registered securities.

7. DISCHARGE OF SECURITY
Act states, what ways and according to what conditions security can cease to exist, if there are not conditions of its discharge adjusted in special act, according to clause of § 14 of Act on securities, security ceases to exist:

1. By discharge of issuer of securities with the exception of the case when issuer discharges with his legal successor or if the liability connected to security was not transferred to other corporate entity or physical entity by the day of its,
2. On the basis of issuer’s decision, if particular act does not state differenly, by the day determined by issuer,
3. On the basis of the lawful judgement of the court, by the date stated in that judgement,
4. By fulfilling other elements of law, which act on securities or other particular act establishes for the discharge of security, by the day of fulfilling that element of law, whose fulfilling will be earlier.

It is valid then, that security entitling payment discharges by the day when it is fully paid-up or the day of its early repayment, if the possibility of early repayment results from the emitting conditions or from the agreement between issuer and owner of security. If the articular act does not state differently, security authorizing other property settlement than payment settlement, security discharges by the day of fulfilling all liabilities resulting from security. Security acquiring by its issuer before the maturity date of security is regarded as early repayment of security only when the particular act approves it.

8. CONCLUSION
The last two decades, at the turn of 20th and 21st century are perceived as the era full of turbulences and changes, the era when all the world made the significant move to global economy. There are certainly many factors, why this particular direction develops and probably it is not possible to identify them all. In this connection, it is discussed very often about the phenomenon of „the new economy“. (Komorník, Majerčáková, Husovská, 2011, p.13) Capital market with securities is its inseparable part whose management represents the particular category of management as the scientific discipline, that became to develop in the condition of the Slovak Republic after the change of social structure, after the year 1989. (Piškanin et. al., 2006, p. 30)
Within the scope of critical view on the legal enactment of the Slovak Republic, professional literature almost always points to more elaborated and more convenient utterance of the Czech legal enactment, that is nowadays Czech Civil Code. It is the codex of private law in the position of „lex generalis“ effective from the year 2014, which, in its more than 3000 paragraphs tries to unify all the area of the czech private law, including also the area of security law. In this case, it is not valid. After two years of its effectivity, czech theoreticians from the area of private law as well as the profesional from practice point of you, that way that the czech legislator has
chosen is not right at all. Anglo-American liberal approach and the ambition to include the issue of securities that belongs mainly into the area of public law, into the private law, has the consequence of opacity and chaos of this juridical branch. Therefore it is necessary to point out clearly that the strict slovak legal enactment that resists to these negative liberal influences is the guaranty of the secure operation of financial market, which also the economic growth is connected to. (Stoličná, 2012, p. 14)
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ABSTRACT

When stock prices go down, households have more reason to save, and will reduce tourism spending because they feel less wealthy. This paper analyses the tourism departure determinants in selected European countries and quantifies their influences concerning wealth effects on tourism consumption. Given the importance of tourism trips for well-being, this paper investigates the wealth factors affecting tourism departure intensity in Europe using panel data by regression from thirty-one countries, from 1995 to 2014. We consider that departure is a function of income, saving, stock trading, real effective exchange rate, fuel price, and recession dummy variable.

Keywords: wealth effect, tourist departure, panel data model, European countries

1. INTRODUCTION

Any consumption activity, including the holiday, implies the use of money. For this reason, we cannot achieve a complete understanding of the tourist's choice by neglecting the role money and personal wealth in the decision process to depart on holiday trip linked, very closely, to the concept propensity to consume. While the average propensity to consume current income of private economic agent tends to be constant in the end, it fluctuates in the short run. Short-run changes in the expected growth rate of income, wealth-income ratio, and changes in the real rate of interest are main factors behind consumption variability. According to that, a higher expected income growth or a rise in the market value of financial wealth relative to current income would increase the propensity to consume tourist service. Positive changes in income and wealth will often go hand-in-hand, since a higher expected income growth is likely to drive up the market prices of stocks, owner-occupied housing, thereby increasing stock of real financial wealth, because a higher expected growth rate will tend to raise future corporate dividends and to drive up demand for housing, traveling abroad etc. Outbound tourism is considered a luxury good that carries certain prestige to the some part of people or encompassed nations in our analysis. However, another stream of studies on consumption argues that current earnings alone do not sufficiently explain consumers’ spending behaviors. Expecting an increase in future income can also stimulate consumption of goods (Campbell and Cocco, 2007). This conjecture allows us to study how the tourist’s choice is affected by changes in the income. In particular, an increase in wage (source of income) generates two effects. First, it lowers the marginal utility of money by making the tourist richer than before; this is the well-known wealth effect. Second, it increases the full price of the holiday, since one day spend away from work become relatively more expensive in terms of foregone income, the so-called substitution effect. Commonly cited as the ‘wealth effect’, the phenomenon linked to tourism
demand as a topic of this paper has been put to test by a very few number of studies. In the paper Fereidouni at all (2017) using quarterly data from Malaysia (2000-2011), examine the relationship between the wealth effect from real estate and outbound tourism while controlling for other relevant outbound tourism determinants. By applying time-series cointegration regressions, their results show that the wealth effect from real estate has a positive and significant impact on Malaysian outbound travel demand. Kim at all (2012) try to test for the wealth effect on Korean outbound travelers between 1989 and 2009, as Korean households hold housing assets and financial assets actively traded in markets. The results in this study support that housing had a significant effect on Korean outbound travelers, but financial assets seemed to have no effect. Therefore, we give serious attention to the study of the “income and wealth effect” factors that affect demand for tourism departure. Accordingly, the hypotheses of the study were formulated:

**Hypothesis 1:** Increase of income in Europe will increase outbound travel demand.

**Hypothesis 2:** Price gains of capital assets in Europe will increase outbound travel demand

In this general context, this paper constructs a panel model for tourist departure in selected European countries for the period from 1995 to 2015. We analyse the determinants of income and wealth effect that cause outgoing tourism in Europe, taking into consideration a series of variables. The objectives of this paper are the identification of “income and wealth” trends of outgoing tourism generating countries that can explain and predict the tourism demand in Europe. The paper is organized as follows. After the first section describes the methodological approach, the second section discusses the variables that influence departure demand, construction of the variables and the data sources. The third section presents the results. The last section summarizes the study’s results and underlines the policy implications of the main findings.

2. METHODOLOGICAL APPROACH AND MODEL SPECIFICATION

In our empirical analysis, the estimation of wealth effect in demand for outbound tourism from different countries, which represent almost all tourism departures in Europe between the years 1995 and 2015, was performed. The data used to create the total tourist departures series by countries, as a dependent variable as well as other independent variables, are collected annually from World Bank collection of development indicators (WDI). A panel was compiled of 31 countries. Following the literature review, we consider that wealth effect in demand for outbound tourism is a function of population, age, gender, urbanization and economic openness between the origin country and Croatia.

\[
\text{DEPART}_{it} = f(\text{INC}_{it}, \text{SAV}_{it}, \text{STOCK}_{it}, \text{REER}_{it}, \text{FUEL}_{it}, \text{DUMMY}_{it})
\]

where \( i = 1, \ldots, 21 \) (1 = Austria, 2 = Belgium, 3 = Bulgaria, 4 = Switzerland, 5 = Cyprus, 6 = Czech Republic, 7 = Germany, 8 = Denmark, 9 = Estonia, 10 = Spain, 11 = Finland, 12 = France, 13 = UK, 14 = Greece, 15 = Croatia, 16 = Hungary, 17 = Ireland, 18 = Iceland, 19 = Italy, 20 = Lithuania, 21 = Luxemburg, 22 = Malta, 23 = Netherlands, 24 = Norway, 25 = Poland, 26 = Portugal, 27 = Romania, 28 = Russian Federation, 29 = Slovenia, 30 = Slovak Republic, 31 = Sweden); and \( t = 1, \ldots, 31 \) (1 = 1995, ..., and 15 = 2015).

DEPART is the international tourism measured by millions of departure; INC is real adjusted net national income per capita (in US$) as a proxy variable for the average household income, SAV is real adjusted savings: net national savings (in US$), STOCK is the stocks traded in real terms, REER is is the real effective exchange rate that accounts for changes in purchasing power parity in both prices and currency valuation, FUEL is the pump price for diesel fuel.
(US$ per liter) in real terms, DUMMY08-09 is the dummy variable for macro event e.g. the shock of the great recession in Europe. Subscripts $i$ and $t$ denote country and year, respectively.

Table 1: Summary of Variables (1996-2010 year average) used in the Regression

<table>
<thead>
<tr>
<th></th>
<th>MIN</th>
<th>MAX</th>
<th>MEAN</th>
<th>STDEV</th>
</tr>
</thead>
<tbody>
<tr>
<td>DEPART</td>
<td>0.157 (Malta)</td>
<td>87.46 (Germany 2013)</td>
<td>13.756</td>
<td>17.844</td>
</tr>
<tr>
<td>INC</td>
<td>70.33 (Estonia 2000)</td>
<td>851.92 (Germany 2014)</td>
<td>497.1</td>
<td>7250.5</td>
</tr>
<tr>
<td>SAV</td>
<td>-785.83 (Romania 1995)</td>
<td>5290.32 (Russia 2008)</td>
<td>398.85</td>
<td>728.3</td>
</tr>
<tr>
<td>STOCK</td>
<td>0.0005 (Latvia 1995)</td>
<td>8719.56 (GB 2007)</td>
<td>3410.14</td>
<td>6495</td>
</tr>
<tr>
<td>REER</td>
<td>44.99 (Bulgaria 1996)</td>
<td>152.77 (Island 2010)</td>
<td>96.06</td>
<td>13.445</td>
</tr>
<tr>
<td>FUEL</td>
<td>0.18 (Russia 1998)</td>
<td>2.35 (Norway 2012)</td>
<td>1.17</td>
<td>0.490</td>
</tr>
</tbody>
</table>

Source: Author’s calculations

The real income per capita and its relationship between DEPART is expected to be positive (Garín-Muñoz and Amaral, 2000; Luzzi and Fluckiger, 2003; Phakdisoth and Kim, 2007; Muhammad and Andrews, 2008; Habibi et al, 2009; Hanafiah and Harun, 2010; Leitão, 2010). The research of the tourism demand frequently includes the role of real GDP per capita in the analysis, under the assumption that country with higher standard of living level tends to more frequently spend one fraction of income on holiday vacation. Some authors have employed this variable in attempt to explain the variation in international tourists arrival to Thailand and supported that hypothesis due to finding that the long-run results indicated that growth in income of Thai’s Asia major tourist source markets (Malaysia, Japan, Korea, China, Singapore and Taiwan) have a positive impact on international tourists arrival to Thailand (Chaiboonsri, C.; Sriboonjit, J.; Sriwichailamphan, T.; Chaitip, P.; Sriboonchitta, S., 2010). In study of international tourism demand of Izmir, Turkey using time series data from 1980 to 2005 the authors find income (and prices) of the tourist generating country as a main determinant of tourism demand (Özlem Önder, Aykan Candemir, Neşe Kumral, 2009). Since the frequency of the inclusion of these variables in the model specifications tourism demand is high, we included them in the specification. Of course, we do not expect a surprise. The long-run elasticity estimates indicate that tourism demand is positive and highly elastic with respect to the income of tourist-generating countries in the case of Croatia (Mervar, A.; Payne, J.E. 2007).

On average, the tourists that depart their own country covered in this study are from a medium-income category as the average per capita income. However, there is a significant variation in this variable (a standard deviation of USD7250.5), with the minimum USD 70.33 (Estonia, 2000) and the maximum USD 851.92 (Germany, 2014).

The hypotheses on wealth effect from financial assets, in the proceedings, were tested by coefficients on and SAV and STOCK respectively. Any use of personal income that a person does not spend in a way that directly results in a way that directly results in the employment of workers to produce consumer goods and services is considered to be personal savings. The mutual relationship between the DEPART and the SEV in our model of tourism demand for departure is unknown. Obviously how much tourist traveling abroad do depends on such thing as their saving (e.g. financial wealth), but also on their personal income, and the amounts of money and credit they are willing and able to borrow. There are difficulties and complexities inherent in the saving and tourism interrelating concept because excessive savings can mean a low propensity to consume goods and services in general, and tourism services, too. However,
there are specific cultural factors in some countries that interfere in just opposite behaviour. Germany has chronically weak consumer spending, a reflection of its aging populations and a national obsession with saving. Germany stores don’t open on Sunday unless they’re in railway or gas’s stations and can only have sales on certain days of the year (Ipf, 2010). The Germans save for “das Urlaub” (even more amount relative saving in Denmark, Sweden). As can be seen from Table 1 and our figure, there is enormous variation among the thirty-one economies in the sample in their domestic saving rates, with the nominal domestic saving per capita ranging from 5290.32 US$ in Russia in 2008 to even negative saving: about -785.83US$ in Romania in 1995 during the 1995-2015 period as a whole.

STOCK is the stock trade value. The stock and their prices are, an indicator as to how well an economy is doing: profits and revenues, and thus the prices of stocks and bonds, tend to be higher when an economy prosper, and lower when recession occur. The dynamics of illusion of wealth due to STOCK fluctuating can influence on how much the residents travel abroad, under that circumstances. The relationship between DEPART and STOCK is expected to be positive because the increase of stock trade volume increases optimism and stimulate job creation and greater opportunities. As one of the European countries, especially countries of the Eastern Circuit, which rarely traded, the Latvia was at a bottom of stocks and bonds trading in the 1995th. A country that captures maximum STOCK is the UK in the 2007th. In the same year in August, the LIBOR began to climb steeply and shortly following the fall of Northern Rock (one of the five largest mortgage lenders in the UK), the global financial system underwent a meltdown that had not been seen since the 1930s (Farmer, 2010). That event triggered the start of the great recession in the same country, which later spilled all over the world.

Every recession begins after the peak of the financial trade is over. The dummy variable2008-2009 is included to control for the effects of macro socioeconomic event on demand for tourism departures, namely the Great Recession.

The real exchange rate, is the trade-weighted average of the price levels of trading partners relative to the general price level of the domestic economy (Wickens, M., 2012). The sign of the mutual relationship between the REER and the DEPART is unknown because the real exchange rate variable REER captures two effects on the price of international tourism: first, the influence the nominal exchange rate movements; and second, the influence of the relative price between country i and the rest of the world (Song, Witt, 2000).

Following Wang’s (2008) approach, where jet fuel price was used as a proxy for airfare but instead we used the pump price for diesel fuel priced within the country. Fuel price is another relative price variable in tourism demand theory. It is an important variable in modern society since fuel price reflects the real costs involved in traveling within the country and can give more or less interchangeable sense of income value remain after spending someone on fuel liquid. More or less cost translates on wealth illusion. Otherwise, this variable is a useful variable to measure travel demand by tourists because it can be easily converted into energy consumption which is translated into the price of transport and carbon dioxide emissions (negative externality for society). Transportation costs, for example because of changes in oil prices and the emergence of low-cost airlines, have changed substantially in the last decade and influenced tourist behaviour (Gillen & Lall, 2004). If all else remains equal, travellers will choose a destination that takes less cost to reach there (Phakdisoth and Kim, 2007). We therefore expect a negative sign for FUEL and TOUR.
3. REGRESSION RESULTS

To explore the factors behind the international dynamics in generating demand for outbound tourism in European selected countries, we developed a simple model, as previously mentioned. The empirical analysis was based on the annual 1995-2015 data with countries as cross-sectional units.

Although, practically all of classical panel data econometrics assumes cross-section independence, the dependent variable was submitted to the battery of panel unit root tests in order to detect whether there would be possible cointegrations with other variables. When the level of significance obtained from the test results is smaller than 0.05, the null-hypothesis is rejected, and the series said to be is stable. However because all the tests rejected the hypothesis of the unit root, cases that can be seen in Table 2, the analysis proceeded with the estimation of the models in log levels.

<table>
<thead>
<tr>
<th>Panel unit root test</th>
<th>Maddala-Wu</th>
<th>Levin-Lin-Chu</th>
<th>Im-Pesaran-Shin</th>
<th>Hadri Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>log(DEPAR)</td>
<td>286.88***</td>
<td>-15.79**</td>
<td>-2.80***</td>
<td>24.73***</td>
</tr>
</tbody>
</table>

Source: Author’s calculations
Note: reject the null of unit root at the level of significance *** 1%, ** 5%.

With panel data, the issue is whether to use random effects or fixed effects estimation approaches. The random effects approach for estimating exploits the correlation in the composite error composed by unobserved heterogeneity and the error term. This approach includes the idiosyncratic error term assuming that unobserved heterogeneity (or specific country effect) is orthogonal to a particular country’s input variables in time dynamics and uses a Generalized Least Squares (GLS) estimator to take into account serial correlation in the composite error. There can however, be many instances where this assumption is incorrect. Specifically, unobserved heterogeneity (country’s individual effects) can be correlated with explanatory variables in the present model if the country’s individual effects influence the vector of explanatory variables. In such a case, the fixed-effects estimator may be more appropriate to use. Wooldridge (2001:266) shows that a fixed effect estimator is more robust than a random effects estimator. A shortcoming of the approach is, however, that time constant factors (almost all explanatory variables in our model) possess a time-constancy feature and cannot be included as an explanatory variable. Otherwise there would be no way to distinguish the effects of these variables from the effects of the unobservable variable. Another shortcoming of the fixed effects estimator is that it is less efficient than the random effects estimator. It has fewer degrees of freedom and takes into account only the variation “within” units, not between units. Accordingly, in order to not exclude intuitively hypothesized issues, such as an important explanatory variable in determination of the factors involved in demand for outbound tourism for selected countries, it is natural to exclude the fixed effects estimator. However, prior to opting for the random effects estimator, we need to diagnostically test the question of whether the effects are really random using an F test (Baltagi, 2001:15). By comparing the fixed effects and the benchmark pooled OLS fits by means of an F test for individual effects ($F = 27.48$, df1 $= 31$, df2 $= 634$, p-value $< 2.2e-16$), our results indicate that there is substantial inter-country variation in regard to departure trends in the European tourist market that impacts the demand for exit from native country traveling in abroad. Such a result indicates that the fixed effects model approach is not needed. It is more appropriate to choose the competitive random effects model, according to the exclusion principle. This result is not surprising because the selected
countries that generate the tourist departure in our sample are not in a certain economic group. It was intuitively obvious that individual effects would be unstable for the very different groups of countries in the studied period. Accordingly, to determine which of these estimators are more appropriate to use in the present case, both a fixed effects (FE) and random effects (RE) estimator were initially used to model tourist saturation, and the Hausman specification test was performed to support the assumption in the random effects model that unobserved variables are orthogonal to the explanatory variables. We also used the Breusch-Pagan Lagrange Multiplier (LM) test to see if the variance of the intercept components of the composite error term is zero. Rejection of the null hypothesis in both of these cases would lead to rejection of the random effects estimator.

Table 3: FE vs. RE Estimator: Diagnostic Results

<table>
<thead>
<tr>
<th>Dependent variable (model)</th>
<th>Breusch-Pagan LM Test</th>
<th>Hausman Specification Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>log(DEPAR)</td>
<td>$\chi^2(2) = 1567.7$***</td>
<td>$\chi^2(6) = 11.372$</td>
</tr>
</tbody>
</table>

Source: Author’s calculations.
Note: *** Null hypothesis rejected.

A log regression of demand for tourism departure on all six explanatory variables gives LM = 1567.7, which is greater than the critical value at the 1% level of significance. In Table 3 above, the Hausman Specification Test fail to rejects the null hypothesis that the difference in coefficients between the FE and RE estimators is not systematic, so this result implies that our tourism departure model has REs (while the calculated Hausman statistic is 11.37, which is less than the critical value of 15.09 at the 1% significance level). Thus, the result of the Breusch-Pagan test, which strongly indicates the existence of REs, is revalidated by the Hausman test, which finds in favour of the RE. These findings would suggest that the RE estimator can be used without the possibility of producing biased estimates. Since the RE assumptions in our panel regression is satisfied it is consistent and efficient. As we know, RE is one particular way of estimating a feasible GLS model. We will also estimate a more flexible FGLS model that allows for heteroscedasticity and autocorrelation, as an alternative but less preferable model in our case. According to theory FGLS model would be just as efficient as RE if $i$ is several times larger than $t$, which is not the occurrence in our sample. The results are contained in Table 4 below, which gives the estimation results for both the FE and FGLS models.

Table 4: Fixed and random effects models: estimation results (Continues on the next page)
<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Log (STOCK)</td>
<td>0.036</td>
<td>0.033</td>
<td>0.039</td>
<td>0.032</td>
</tr>
<tr>
<td></td>
<td>***</td>
<td>*</td>
<td>***</td>
<td>*</td>
</tr>
<tr>
<td></td>
<td>(8.378)</td>
<td>(2.415)</td>
<td>(11.606)</td>
<td>(2.345)</td>
</tr>
<tr>
<td></td>
<td>[0.000]</td>
<td>[0.012]</td>
<td>[0.000]</td>
<td>[0.022]</td>
</tr>
<tr>
<td>Log (REER)</td>
<td>-0.204</td>
<td>-0.403</td>
<td>-0.153</td>
<td>-0.096</td>
</tr>
<tr>
<td></td>
<td>***</td>
<td>**</td>
<td>***</td>
<td>*</td>
</tr>
<tr>
<td></td>
<td>(-3.367)</td>
<td>(-1.734)</td>
<td>(-2.992)</td>
<td>(2.312)</td>
</tr>
<tr>
<td></td>
<td>[0.000]</td>
<td>[0.082]</td>
<td>[0.000]</td>
<td>[0.021]</td>
</tr>
<tr>
<td>Log (FUEL)</td>
<td>0.117</td>
<td>0.139</td>
<td>0.131</td>
<td>0.096</td>
</tr>
<tr>
<td></td>
<td>***</td>
<td>**</td>
<td>***</td>
<td>*</td>
</tr>
<tr>
<td></td>
<td>(10.812)</td>
<td>(3.123)</td>
<td>(13.764)</td>
<td>(2.312)</td>
</tr>
<tr>
<td></td>
<td>[0.000]</td>
<td>[0.001]</td>
<td>[0.000]</td>
<td>[0.021]</td>
</tr>
<tr>
<td>DUMMY08_09</td>
<td>0.117</td>
<td>0.021</td>
<td>0.096</td>
<td>0.132</td>
</tr>
<tr>
<td></td>
<td>(10.812)</td>
<td>(0.531)</td>
<td>(0.596)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.839]</td>
<td>[0.596]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of observations</td>
<td>672</td>
<td>672</td>
<td>672</td>
<td>672</td>
</tr>
<tr>
<td></td>
<td>(32 countries * 21 years)</td>
<td>(32 countries * 21 years)</td>
<td>(32 countries * 21 years)</td>
<td>(32 countries * 21 years)</td>
</tr>
<tr>
<td>F-stat.</td>
<td>42.817</td>
<td>38.850</td>
<td>77.466</td>
<td>57.056</td>
</tr>
<tr>
<td></td>
<td>[0.000]</td>
<td>[0.000]</td>
<td>[0.000]</td>
<td>[0.000]</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.87</td>
<td>0.87</td>
<td>0.87</td>
<td>0.87</td>
</tr>
<tr>
<td>Adj. R-square</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
</tr>
<tr>
<td>Breusch_Godfrey/</td>
<td>13.556</td>
<td></td>
<td></td>
<td>16.146</td>
</tr>
<tr>
<td>Wooldridge</td>
<td></td>
<td></td>
<td></td>
<td>[0.052]</td>
</tr>
<tr>
<td>Test of serial correlation</td>
<td></td>
<td>[0.051]</td>
<td></td>
<td>7.304</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>[0.000]</td>
</tr>
<tr>
<td>Pasaran CD tests of independence</td>
<td>2.536</td>
<td>2.146</td>
<td>6.628</td>
<td>7.106</td>
</tr>
<tr>
<td></td>
<td>[0.011]</td>
<td>[0.034]</td>
<td>[0.000]</td>
<td>[0.000]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2.062</td>
<td>2.478</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.039</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Donji novi</td>
<td>0.0132</td>
</tr>
<tr>
<td>Breusch-Pagan LM test of heteroskedasticity a)</td>
<td>22.413</td>
<td>22.413</td>
<td>7.106</td>
<td>2.478</td>
</tr>
<tr>
<td></td>
<td>[0.001]</td>
<td>[0.001]</td>
<td>[0.000]</td>
<td>[0.000]</td>
</tr>
</tbody>
</table>

Source: Author’s calculations.
Notes:
- Numbers within parentheses () denote asymptotic t-values, and those within [], p-values.
- Signif. codes: 0 ‘***’ 0.001 ‘**’, 0.01 ‘*’
- The data set as a basis of regression is an unbalanced panel; imputation of missing values is done by Amelia 2 (R-GUI).
  a) Based on the OLS estimates, tested for heteroskedasticity. The null hypothesis for the Breusch-Pagan test is homoskedasticity.
  b) The bolded p-values are shown in brackets and were obtained from the standard errors of the coefficients, which were White-adjusted.

A comparison of the regression coefficients shows that FGLS- and RE methods yield somewhat different results for our data model. We would leaning on the RE, interpreting the results accordingly. Approximately 25-30% of the variations in departure model are explained by
variations in the independent variables, according to adjusted R2 in our RE models. The F test statistics clearly show that all the coefficients in the model(s) are different than zero. The estimation of RE models provides the Breusch-Godfrey/Wooldridge test for serial correlation in panel models. This test did not indicate the presence of serial correlation in the residuals. Pasaran CD (cross-sectional dependence) tests are used to test whether the residuals are correlated across entities (Hoechle, 2007). Namely, cross-sectional dependence can lead to bias in tests results (also called contemporaneous correlation). Our testing shows no cross-sectional dependence in final panel regressions.

We first estimated by OLS the tourist departure model in selected European countries on the international panel data set. Based on the OLS estimates, we tested for the presence of heteroskedasticity. Because heteroskedasticity was found to be present in the random unrestricted model, we re-estimated the RE regressions using White's heteroskedasticity-consistent covariance estimator to provide valid inference. In order to determine the importance of our set of independent variables with regards to demand for tourist departure the tests of significance using the t-distribution are used.

Coefficients on income are the greatest in size and highly significant, consistent with preceding studies. In our study we applied the crude income per capita variant Gross National Income. A one percent increase in average income per capita causes an approximately 4.2 percent increase in the number of outbound travelers. **Hypothesis 1** is supported as the coefficient on income is significant and stable across both models. Accordingly the former result, we find that international tourism in selected country has a higher sensitivity to income than a normal good (income elasticity higher than unity) opposing the finding of Ulrich and Smeral (2016), who recently found that income elasticity of international tourism for 1994-2003 and 2004-2013, decreased from period to period. For the last decade, the values of the income elasticities in their study were lower than 1. In our study the larger the income is, the higher the preference for departure, which corresponds to the results of Hanafiah and Harun (2010) and Leitão (2010).

The real domestic saving per capita (SEV) is significant at the 0.05-0.1 significance level, implying its statistical importance in the model. According to the elasticity as interpreted from the log-log model, a one percentage increase in the real saving per capita increases tourism departure to a various overboard destination in selected sample by approximately 8% in terms of number of departures. This robust relationship adheres to the our prior conceptualized ad-hoc theory of saving’s impact on the demand for tourism services, which says that higher saving e.g. financial wealth is precondition or great trigger for tourism traveling in abroad. Thus, this study is consistent with that previous story which classifies some of high traveling, domineering nations as a big saver, and where obviously tourism demand rises faster than savings. When the word is about the impact of financial wealth on tourism demand, in very similar position stands the dynamic of the stock trade (STOCK) and its relation to DEPART variable. So, **hypothesis 2** on the wealth effect from the European stock market was accepted in both models with high probability. The coefficient implies a 3.2 percentage increase in the number of departures out of country with a one percentage increase in that country’s stock trade. Most likely the statistical significance at the 0.05 level, which does correspond with the variable’s presumed economic significance, implies one or more things. First, a relatively high allocation of personal wealth in the stock market by domineering travel nation in our sample may lead to a significant effect on consumption when their financial wealth is increased. Second, the stock prices are highly volatile in nature, and majority of trading drowned after 2009. Departure demand tourism is not immune on global financial turbulences that occurred in last decade, and where financial wealth of very mighty people and institutions are melted
away but because of very weak impact of that on middle class citizens, mutual relationship between the stock trade dynamics and departure demand remain significant.

Finally, the FUEL variable has a surprisingly positive sign. Beside, a high significance coefficient, according to the theoretical expectation of this coefficient was not expected. Yet, the price of fuel increases the transportation costs and thus the travel expenditure within domestic country. Here, we see so called pure substitution effect. As its inherent characteristic of financial burden or financial wealth let downing if prices go up in their own countries, tourists opted to more traveling abroad.

4. CONCLUSION
We found from panel regressions analysis that the domestic saving rate and stock trade vivacity, as proxies for financial wealth and same type of wealth creation, are relevant predictors of demand to tourism departure in Europe. Namely, the international demand for traveling abroad in Europe is very sensitive to dynamics these indicators of financial assets. Any collapse in financial wealth can produce negative “wealth effect” shock and hinder demand for departures in Europe. Our regressions result did not reveal any significant impact of recession dummy on demand for departures. Although additional saving in times of recession and deep economic crisis for some of countries involved in panel dataset was build up as a result of precautionary saving reflex that positively impacted demand for departures. And at the end, we should underline the role of income effect in determination of the international tourism demand for departure, because higher living standard still ever express the potential for higher level of traveling abroad across the Europe. We also found that the international demand for departures in selected countries as a whole sample will increase with fuel price inflation in selected country because the positive impact of raising transport costs in native country caused substitution effect in traveling.
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ABSTRACT

Beginning in the mid-1980s, the phenomenon of capital flight from developing countries received considerable attention in the economics literature. Capital flight destroys the domestic macroeconomic environment and decreases transparency and accountability. It restricts financial resources when a country is looking for economic growth and development. The purpose of this article is to measure the amount of capital flight in Iran during 1981-2012, and to investigate the long-run effects of estimated capital flight on the Iranian economic growth in this period. To do so, the amount of capital flight in Iran has been measured using World Bank (1985) and Erbe (1985) approach. Then, the Auto-Regressive Distributed Lag (ARDL) procedure has been applied in order to estimate a growth equation. Results show that capital flight has a negative impact on economic growth in Iran.
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1. INTRODUCTION

Numerous opportunities for investment in developing countries such as Iran indicate the role and importance of capital and financial resources in economic growth and development. The persistently dismal economic performances, limited possibilities, structural and political difficulties in developing countries necessarily drive out capital out of these countries. The stylized fact is that when capital flees resources are lost to the domestic economy and these have serious implications on long-run macroeconomic performance. Many analysts have attributed sluggish economic growth and persistent balance of payment deficits in most developing countries to capital flight (Ajayi, 1997). Loss of capital suggests the lost resources that did not contribute to the expansion of domestic production or the improvements in domestic social welfares. Similarly, the accumulated capital flight is lost resources that did not contribute to the tax revenues of the government (Beja, 2007).

Given the fiscal constraints in Iran, lost tax revenues represent foregone public infrastructures, health services, and basic education that are crucial for engendering long-run economic growth. In the same manner, the lost resources are funds that were no longer be available for external debt servicing, making the social burden of debt heavier, which in turn contributing to aggravate the resource mobilization problems of the Iran. Therefore, in such and other related considerations, capital flight undermines macroeconomic integrity of the country. The worst part is that the impacts persist over time. Hence, from “an economic justice point-of-view, there are distributive dimensions to capital flight that must not be ignored” (Beja 2006: 264).

This paper does not deal with the question where capital flight went, who was engaged in it, or even how it was undertaken. The main aim in this paper is to find out the long-run effect of capital flight on economic growth, which has not been adequately investigated. To do so, a measurement of capital flight will be provided.
Then, the Auto-Regressive Distributed Lag (ARDL) procedure will be used to estimate the
long-run effect of capital flight on economic growth.

The paper has been organized as follows. We discuss the theoretical and empirical literature of
capital flight and its relation with economic growth in section 2. Then, methodology of the
paper is explained in section 3. This section includes measurement of capital flight, econometric
model, and data description. Empirical results of the paper are discussed in section 4. Finally,
section 5 dedicated to conclusion and recommendations.

2. THEORETICAL FRAMEWORK AND LITERATURE REVIEW

2.1. Theoretical Literature

2.1.1. Conceptual and analytical frameworks for capital flight

Since data for capital flight is not readily available and must be constructed, there is no universal
definition of capital flight. However, it is accepted in all definition that capital flight occurs in
the condition of distrust and high risk in the economy. The World Bank (1985) defines capital
flight as the change in a nation’s foreign assets. It is premised on trying to identify both the
sources and uses of international funds by a nation; source funds consist of the increase in
recorded gross external debt and net foreign direct investment, which can in turn be used to
finance the current account and/or to increase official reserves. In essence, it equates capital
flight with all non-official capital outflows.

Dooley (1988) presents another variation of the residual approach which attempts to distinguish
between so called normal and flight capital flows. According to Dooley, flight stems from the
desire to avoid domestic taxation. As such, flight need not be a current transaction, but merely
reflect a change in the motive for holding a previously acquired foreign asset as the domestic
investment climate changes. He defines flight as that stock of foreign assets whose returns have
not been reported as investment income (in BOP statistics).

Beja (2006) expressed that capital flight is a movement of capital from a resource-scare
developing country to avoid social control or losses due to higher domestic risks and
uncertainties. In his view, capital flight is the net unrecorded capital outflow or the residual of
officially recorded sources and uses of funds.

Four main theories have been identified in the area of capital flight. These include: (1) The
investment diversion thesis; (2) Debt- driven capital flight thesis also called debt-overhang
thesis; (3) Tax - depressing thesis; and (4) austerity generating thesis (Forga, 2008). We discuss
these theories in the follow:

The Investment Diversion Theory: According to this theory, capital flight is due to the
macroeconomic and political uncertainty in developing country and the simultaneous existence
of better investment opportunities in advanced countries (like high foreign interest rates, wide
array of financial instruments, political and economic stability, favorable tax climate and
secrecy of accounts). Some, unscrupulous, corrupt leaders and bureaucrats usually siphon
scarce capital resources from their countries to advanced countries. Therefore, these funds are
not available for investment at home, leading to a decline in aggregate investment, low
economic growth, and hence, a decrease of employment, increase in dependency ratio, and high
death rate. Sometimes, these negative macroeconomic effects necessitate borrowing from
aboard to reactivate the domestic economy, which sometimes furthers siphon, causing external
dependency and indebtedness (Forga, 2008).

The investment diversion thesis provides one of the well-known negative consequences of
capital flight in the countries involved. By itself however, it provides only partial explanation
of the consequences of capital flight on the economy (Henry, 2013).

The Debt-Driven Thesis (Debt Overhang Thesis): This is the continuation of the investment
diversion thesis. This thesis postulates that given the heavy external debt of a country, residents
of the country are motivated to move their resources outside the country, to foreign countries.
Borrowed money is sold to domestic economic agents who transfer these funds partly or completely abroad. According to this thesis, external debt is one of the propellants or fuel to capital flight. This thesis states that capital flight reduces the incentive to save and invest. The assumption here is that with large foreign debt, there are the expectations of exchange rate devaluation, fiscal crisis, and the propensity of the crowding out of domestic capital and expropriation of assets to pay for the debt (Forga, 2008).

The debt driven thesis and the investment driven thesis taken together suggest interdependency between capital flight, growth and external debt with the linkages being mutually reinforcing. Capital flight leads to poor growth, which calls for the necessity to borrow in order to promote growth. Further borrowing or indebtedness promotes capital flight, which in turns leads to poor economic growth, and the cycle continues (Henry, 2013).

*The Tax-Depressing Thesis:* Based on this thesis, capital flight leads to a potential revenue loss because wealth held abroad is outside the control of the domestic government, and therefore cannot be taxed. The fall in government revenue complicated the task of politico-economic engineering to promote growth and development. The outcome is the reduction in debt– servicing capacity of the government. This in turns increases the debt burden, which constrains economic growth and development. Thus, a direct resultant of capital flight is the reduction in revenue generating potential of government (Forga, 2008).

*Austerity Generating Thesis:* This thesis views the poor in a severely indebted situation due to capital flight. They suffer more because they are exposed to excruciating austerity measures by government to pay for debt obligations to international banks that in turns pay interests to flight capital from residents in these countries (Pastor, 1989). Poverty in developing countries reduces the tax that the poor may pay is small, which again constrains the ability of government to muster enough resources to promote growth and development with poverty alleviation. Thus, a vicious circle of external debt, capital flight, poor growth, poverty and external debt is created (Henry, 2013).

From the above, capital flight destroys the domestic macroeconomic environment and decrease transparency and accountability. These distortions manifest themselves in weak governance, large government deficits, overvalued exchange rate, high and variable inflation coupled with financial repression. Thus, we can conclude that where there is heavy debt, capital flight increases, exacerbating and magnifying the debt problems of the country (Glynn and Koening, 1984).

**2.1.2. Link between capital flight and economic growth**

There are several channels through which capital flight affects economic growth. According to the previous sub-section and the literature, we can distinguish the following main channels (Ndike, 2014):

*The investment channel:* The phenomenon of capital flight takes place through transferring abroad a portion of domestic private savings. The persistence of this phenomenon can lead to a decline in domestic savings, resulting in fewer resources available for the financing of domestic investment and for the promotion of economic growth. Ndikumana (2009) asserts that capital flight reduces domestic investment by decreasing the volume of savings channeled through the domestic financial system, hence retarding economic growth.

*Tax base channel:* Researchers also note that capital flight leads to the erosion of the tax base through reduced domestic economic activity, inducing a fall in government revenue and, consequently, a decline in public investment that, in turn, can lower private investment and growth (Ajayi 1997, Cervena, 2006, Ndikumana 2009). Ndikumana and Boyce (2011) have shown empirically that countries with higher capital flight tend to have lower tax revenues.
Imports channel: With respect to imports, if scarce foreign exchanges in developing countries are used to finance capital flight, they will not be available for financing imports that may be crucial for economic growth (Lessard and Williamson, 1987). If capital flight money had been invested in the production of either domestically-produced intermediates or export goods that could finance imports, the import constraint on growth could have been relaxed (Pastor, 1990).

Capital inflows channels: According to Ndikumana (2009), capital flight forces the government to increase its borrowing from abroad, which further increases the debt burden and worsens the fiscal balance. As external debt and foreign aid are supposed to contribute to the financing of domestic investment, the more the phenomenon of capital flight increases, the less the resources from external debt and foreign aid are used to finance investment. Therefore, through external debt and foreign aid, capital flight can lead to a fall in domestic investment, and then in economic growth (Boyce, 1992; Čerra, et. al, 2008, Ndiaye, 2014).

Balance of payments difficulties channel: According to Ajayi (1995), the persistent deficits of balance of payments in most developing countries have been attributed to capital flight. Capital flight may negatively contribute to economic growth by exacerbating the balance of payments problems (Menbere, 2003).

Financial system channel: Capital flight can also reduce growth by destabilizing the financial system, as sudden outflows of large resources would call for an adjustment in interest and exchange rates policies (Menbere, 2003). The phenomenon of capital flight occurs through transferring abroad a part of domestic private savings. The persistence of this phenomenon can thus lead to a decline in domestic savings. Therefore, banks will receive less resource in the form of savings, which may induce a fall in their provision of credit to the private sector. Consequently, capital flight can lower the volume of financial intermediation, thereby negatively affecting economic growth (Ndikumana, 2003 and Ndiaye, 2014).

Corruption channel: Capital flight can affect economic growth through corruption. Indeed, high capital flight is symptomatic of an environment characterized by corruption (Ndikumana and Boyce, 2011). This can hurt economic performance by reducing private investment through adversely affecting the quantity and quality of public infrastructures, by lowering tax revenues and by declining human capital accumulation (Ndiaye, 2014).

2.2. Empirical Literature
There are lots of studies on the area of capital flight. Most of these studies have dedicated to calculate or estimate capital flight for different purpose. Some of them have been conducted to identify the key determinants of capital flight in different countries of the world. We have summed up these studies in the Table 1.

Table following on the next page
<table>
<thead>
<tr>
<th>Researcher (s)</th>
<th>Year</th>
<th>Key Determinants of Capital Flight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dornbusch</td>
<td>1985</td>
<td>exchange rate misalignment, large fiscal deficit</td>
</tr>
<tr>
<td>Walter</td>
<td>1987</td>
<td>domestic policy shortcomings, political and economic instability and unfavorable tax climate</td>
</tr>
<tr>
<td>Pastor</td>
<td>1989</td>
<td>exchange rate misalignment</td>
</tr>
<tr>
<td>Ajayi</td>
<td>1992 2001</td>
<td>exchange rate misalignment</td>
</tr>
<tr>
<td>Schineller</td>
<td>1997</td>
<td>financial and current account deficit, appreciated exchange rate, high inflation rate, unclear and overreaching deregulations</td>
</tr>
<tr>
<td>Alam and Quazi</td>
<td>2003</td>
<td>political instability, increase of corporate income taxes, higher real interest rate differentials between countries, and lower GDP growth rates</td>
</tr>
<tr>
<td>Beja</td>
<td>2007</td>
<td>unending political crises, lack of confidence on government, corruption, unwillingness of investors to domestic investing</td>
</tr>
<tr>
<td>Ndikumana and Boyce</td>
<td>2011</td>
<td>existence of widespread debt</td>
</tr>
<tr>
<td>Abuzayed</td>
<td>2012</td>
<td>lagged capital flight, external debt, foreign direct investment, real GDP growth rate, and uncertainty</td>
</tr>
<tr>
<td>Maski and Wahyudi</td>
<td>2012</td>
<td>foreign direct investment</td>
</tr>
</tbody>
</table>

The other group of studies on capital flight has considered the impacts of capital flight on the macroeconomic variables such as economic growth. So, the goal of this group of researches is the same as our paper. There is numerous evidence of the adverse effect of capital flight on economic growth in the literature. We have summarized these studies in the Table 2. As it is seen in Table 2, all the considered studies confirm that capital flight has a negative impact on economic growth.
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Table 2: Studies on Investigating the Impacts of Capital Flight on Economic Growth

<table>
<thead>
<tr>
<th>Researcher</th>
<th>Year</th>
<th>Method</th>
<th>Impacts of Capital Flight on the Macroeconomic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cervena</td>
<td>2006</td>
<td>Generalized Least Squares</td>
<td>Capital flight has detrimental effects on long-run economic growth.</td>
</tr>
<tr>
<td>Beja</td>
<td>2007</td>
<td>Comparative analysis</td>
<td>Capital flight contributes to the lowering of the quality of long-run economic growth.</td>
</tr>
<tr>
<td>Forgha</td>
<td>2008</td>
<td>Two Stage Least Squares technique</td>
<td>Capital flight has a negative impact on economic growth.</td>
</tr>
<tr>
<td>Okoli</td>
<td>2008</td>
<td>Least square Regression Model</td>
<td>Capital flight exerts a negative effect on the economic development.</td>
</tr>
<tr>
<td>Lan</td>
<td>2009</td>
<td>Auto-Regressive Distributed Lag</td>
<td>Capital flight plays a crucial role in influencing economic growth.</td>
</tr>
<tr>
<td>Gusarova</td>
<td>2009</td>
<td>Panel Data Regression</td>
<td>Capital flight has a negative impact on economic growth.</td>
</tr>
<tr>
<td>Bakare</td>
<td>2011</td>
<td>Auto Regressive Vector Model</td>
<td>Capital flight limits economic growth.</td>
</tr>
<tr>
<td>Henry</td>
<td>2013</td>
<td>Multiple Regression</td>
<td>Capital flight has a negative impact on economic growth.</td>
</tr>
<tr>
<td>Ndiaye</td>
<td>2014</td>
<td>Generalized Method of Moments (GMM)</td>
<td>Capital flight significantly reduces economic growth.</td>
</tr>
</tbody>
</table>

3. METHODOLOGY

3.1. Measurement of Capital Flight

There are four popular measures of capital flight (Forgha, 2008).

World Bank (1985) and Erbe (1985) measure of capital flight:  

\[
KF = CA + FDI + ED + FR 
\]

Where, KF is capital flight, CA is current account balance, FDI is foreign direct investments, ED is changes in external debt, and FR is changes in foreign reserves.

Morgan Guaranty Trust Company (1986) measure of capital flight:  

\[
KF = CA + FDI + ED + FR + BFA 
\]

Where, BFA represents Bank system foreign assets. This method of capital flight measurement is the reported and unreported acquisition of foreign assets by the public and non-bank private sector.

Duwendag (1987) measure of capital flight:  

\[
KF = CA + FDI + ED + FR + EBOP + IMFC + CI 
\]

Where, EBOP, IMFC, and CI represent errors and omissions in the balance of payments statistics, IMF Credit, and Counterpart items, respectively. Under this measure, capital flight is considered as short-run speculative capital flows, or external assets by non-bank private sector plus the errors and omissions in the balance of payments account. Duwendag’s measure is
referred to “hot money flows” approach according to Ajayi (1992). This dimension of capital flight is expected to respond quickly to changes in expected returns. There is also another narrow version of the hot money flows approach by Cuddington (1986) and Ajayi (1997).

\[ KF = - (EBOP + OI) \]  

(4)

Where OI is other assets/investment particularly net short-run private capital flows.

\[ KF = (ED + FDI) - (CA + FR) \]  

(5)

This measure was developed by Pastor (1989, 1990) to measure capital flight.

Following Beja (2006)'s definition of capital flight, we have used World Bank (1985) and Erbe (1985) approach to measure capital flight in this paper.

### 3.2. Econometric model

In this section, we will introduce a model for investigating the effect of capital flight on economic growth. Capital flight arises from portfolio diversification incentives, return differential incentives, and relative risk incentives. The standard portfolio model suggests two key incentives for capital flight: after-tax domestic returns adjusted for expected depreciation that are lower than after-tax foreign returns, and domestic returns that have higher volatility or risk than foreign returns (Collier et al., 2001). So, Agents have incentives to transform the capital abroad, which can be caused by macroeconomic instability and other factors. This will limit capital available for domestic investment and therefore, undermine economic growth (Gusarova, 2009).

Our model for studying the growth impact of capital flight is based on the standard theory of growth, which was significantly extended by empirical testing to explain the economic growth by the increasing number of factors. In particular, we have used a model based on Hadjimichael (1994). In our model, economic growth (EG) is a function of capital flight growth rate (KFG), active population growth rate (PG) as a proxy for labour force, the growth of capital accumulation (KG) as a proxy for physical capital, the change of terms of trade (TOT), and inflation rate (INF). So:

\[ EG = f(PG, KG, KFG, TOT, INF) \]  

(6)

By the theoretical notion of the growth model, active population growth is believed to have a significant positive effect on the economic growth (Fisher, 1991; Barro, 1996). Also, it is expected by the theory of growth that physical capital has a positive effect on the growth. As discussed before, it is expected that capital flight has a negative impact on the economic growth. Furthermore, an improvement in the terms of trade may reduce input prices relative to output prices. So, firms would have an incentive to raise quantity supplied (Hadjimichael, 1994; Barro, 1996; Gusarova, 2009). Thus, we would expect that increase of the terms of trade has a positive influence on the growth of GDP. It is believed that inflation has an important negative impact on growth; because businesses and households are thought to perform poorly when inflation is high and unpredictable (Hadjimichael, 1994; Barro, 1996).

We have employed the Auto-Regressive Distributed Lag (ARDL) approach proposed by Pesaran & Shin (1995) to specify above growth equation. The main advantage of the ARDL lies in the fact that it can be applied irrespective of whether the regressors are I(0) or I(1), and this avoids the pre-testing problems associated with standard cointegration analysis which requires the classification of variables into I(0) and I(1).

---

1 We have explained several channels which capital flight affects economic growth in sub-section 2.1.2.
The ARDL procedure involves two stages. At the first, the existence of the long-run relation between the variables under investigation is tested. In fact, before the estimation of the long-run relationship, it is necessary to test the existence or lack of a long-term relationship among the dependent and independent variables. If the existence of long-run relation is confirmed, then we can go to stage two. The second stage of the analysis is to estimate the coefficients of the long-run relations and make inferences about their values using the ARDL (Pesaran and Pesaran, 1997).

The general form of the model ARDL(p,q_1,q_2,\ldots,q_k) is as follows:

$$\varphi(L,P)Y_t = \sum_{i=1}^{k} \beta_i(L,q_i)X_{it} + \delta W_t + u_t \quad (7)$$

$$\varphi(L,P) = 1 - \varphi_1 L - \varphi_2 L^2 - \cdots - \varphi_p L^p$$

$$\beta_i(L,q_i) = \beta_{i0} + \beta_{i1} L + \cdots + \beta_{iq} L^p$$

Where, L shows the lag operator; Y_t stand for the dependent variable; X_{it} is the explanatory variable vector; q_i(i=1,2,\ldots,k) is the number of optimal lags relevant to each of explanatory variables; p stands for the number of optimal lags for the dependent variable; and W_t is the vector of definitive variables including intercept, seasonal variables, time trend or endogenous variables with fixed lags. Optimal lags for each variable can be determined by Schwarz Bayesian (SBC), Hannan-Quinn (HQ), or Akaike (AIC) criteria.

In the long-run, \( Y_t = Y_{t-1} = \cdots = Y_{t-p} \) and \( X_{it} = X_{it-1} = \cdots = X_{it-q} \). Therefore, long-run equation for the ARDL procedure as follows:

$$Y_t = \sum_{i=1}^{k} \theta_i X_i + \gamma W_t + v_t \quad (8)$$

To test the long-term co-integration relationship, following null hypothesis test should be conducted:

$$H_0: \sum_{i=1}^{p} \varphi_i - 1 \geq 0$$

$$H_a: \sum_{i=1}^{p} \varphi_i - 1 < 0$$

The prerequisite for the dynamic model estimated through the ARDL method to be inclined towards the long-term equilibrium is that the sum of dependent variable coefficients in the various short-term estimated lags (\( \varphi_i \)) be less than one. The needed statistic (t) to test the hypothesis is calculated as follows:

$$t = \frac{\sum_{i=1}^{p} \tilde{\varphi}_{i-1}}{\sum_{i=1}^{p} \text{SE}_{\tilde{\varphi}_{i}}} \quad (9)$$

Where, \( \text{SE}_{\tilde{\varphi}_{i}} \) is the standard deviation of the \( \varphi_{i} \). The calculated t should be compared with the critical value by Benreji, Dolado and Mister (1992). If the absolute value of test statistic is greater than the absolute value of critical value, then we reject the null hypothesis, and therefore, confirm the long-run relation.

3.3. Data Description

This paper is based on the time-series data of Iran during 1981-2012. The data needed are taken from the Central Bank of the Islamic Republic of Iran and World Bank. In particular, we derived data for terms of trade, economic growth, inflation rate, active population growth, and capital growth from the Central Bank of the Islamic Republic of Iran. As it said before, we have employed World Bank (1985) and Erbe (1985) approach to measure capital flight in this paper. To do so, we used World Bank data of current account balance, foreign direct investments,
changes in external debt, and changes in foreign reserves. Variables used in the paper, their definition, and their data resources are represented in Table 3.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Symbol</th>
<th>Definition</th>
<th>Resource of Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Economic growth</td>
<td>EG</td>
<td>Percent change in real GDP</td>
<td>Central Bank of the Islamic Republic of Iran</td>
</tr>
<tr>
<td>Capital flight</td>
<td>KFG</td>
<td>KF=Current account balance + foreign direct investments + changes in external debt + changes in foreign reserves KFG= Percent change in the capital flight</td>
<td>World Bank</td>
</tr>
<tr>
<td>Active population growth</td>
<td>PG</td>
<td>Percent change in the active population</td>
<td>Central Bank of the Islamic Republic of Iran</td>
</tr>
<tr>
<td>Investment</td>
<td>KG</td>
<td>Percent Change in capital level</td>
<td>Central Bank of the Islamic Republic of Iran</td>
</tr>
<tr>
<td>Change of terms of trade</td>
<td>TOT</td>
<td>Change in the ratio of export prices to import prices</td>
<td>Central Bank of the Islamic Republic of Iran</td>
</tr>
<tr>
<td>Inflation</td>
<td>INF</td>
<td>Percent Change in consumer price index</td>
<td>Central Bank of the Islamic Republic of Iran</td>
</tr>
</tbody>
</table>

4. EMPIRICAL RESULTS

4.1. Trend of Capital Flight
In this study, we have adopted World Bank (1985) and Erbe (1985) approach to calculate capital flight. We chose this approach not only because it is widely used, but also because of the availability of data. Fig.1 shows the trend of Iran's capital flight calculated for 1981-2012.

Figure following on the next page

---

2 The Central Bank of the Islamic Republic of Iran doesn't have these data for the early years of the considered period.
As it shown in the Fig. 1, capital flight has totally had an increasing trend in the considered period. But it has grown substantially from 2005 to 2007. After that, it began to decrease in 2008, and then, it rose significantly and reached to its peak in 2011 (38095.94 million dollars). It seems that capital flight has started to decrease in recent years.

4.2. Econometric Results

4.2.1. Results of Unit Root Test

When estimating a model that includes time series variables, the first thing needed is to conduct unit root test to determine whether variables under investigation are stationary or not. This is necessary to avoid estimating spurious regression. Several procedures for the test of order of integration have been developed. We applied Philips and Perron unit root test because of its great advantage that it is non-parametric, i.e., it does not require selecting the level of serial correlation as in ADF. It rather takes the same estimation scheme as in DF test, but corrects the statistic to conduct for autocorrelations and heteroscedasticity. As shown in Table 4, the results suggest that all the variables (except active population growth) are stationary at level. Active population growth is I(1); so, it will be stationary in its first difference.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Level Statistic</th>
<th>Level Prob.</th>
<th>1st difference Statistic</th>
<th>1st difference Prob.</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>EG</td>
<td>-3.074</td>
<td>0.0417</td>
<td>-</td>
<td>-</td>
<td>I(0)</td>
</tr>
<tr>
<td>KFG</td>
<td>-5.829</td>
<td>0.0000</td>
<td>-</td>
<td>-</td>
<td>I(0)</td>
</tr>
<tr>
<td>PG</td>
<td>-1.148</td>
<td>0.3540</td>
<td>-5.057</td>
<td>0.0003</td>
<td>I(1)</td>
</tr>
<tr>
<td>KG</td>
<td>-3.844</td>
<td>0.0067</td>
<td>-</td>
<td>-</td>
<td>I(0)</td>
</tr>
<tr>
<td>TOT</td>
<td>-8.258</td>
<td>0.0000</td>
<td>-</td>
<td>-</td>
<td>I(0)</td>
</tr>
<tr>
<td>INF</td>
<td>-3.013</td>
<td>0.0446</td>
<td>-</td>
<td>-</td>
<td>I(0)</td>
</tr>
</tbody>
</table>

4.2.2. Estimation of ARDL Model

According to Pesaran and Pesaran (1997), we can use ARDL procedure when the regressors are I(0) or I(1). But before the estimation, it is needed to determine optimal lag in the Vector

---

3 According to Fig.1, there is a breakpoint at 2006 in capital flight data. We introduced a dummy variable for the break-point. But the coefficient of dummy variable was statistically nonsignificant, and so, we omitted it from the model.
Auto-Regressive (VAR) model. We employed Schwarz criterion (SC) for this purpose. Table 5 shows the result of lag order selection by SC. Regarding the results, optimal lag is 1.

Table 5: Results of Lag Order Selection

<table>
<thead>
<tr>
<th>Lag</th>
<th>SC</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>3.8295</td>
</tr>
<tr>
<td>1</td>
<td>2.9723*</td>
</tr>
<tr>
<td>2</td>
<td>5.2282</td>
</tr>
<tr>
<td>3</td>
<td>3.5021</td>
</tr>
</tbody>
</table>

The software used here for estimating is Microfit5. The best model selected by the software is ARDL(1,0,0,0,0). Schwarz Bayesian criterion is applied to select the optimal lags of each variable, and therefore the best model. The estimation results of ARDL dynamic equation are summarized in Table 6.

Table 6: Estimation Results of ARDL Dynamic Equation Model

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>t-statistic</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>EG(-1)</td>
<td>0.298</td>
<td>1.976</td>
<td>0.041</td>
</tr>
<tr>
<td>KFG</td>
<td>-0.007</td>
<td>-2.794</td>
<td>0.010</td>
</tr>
<tr>
<td>PG</td>
<td>0.535</td>
<td>1.789</td>
<td>0.086</td>
</tr>
<tr>
<td>KG</td>
<td>0.143</td>
<td>2.184</td>
<td>0.039</td>
</tr>
<tr>
<td>TOT</td>
<td>0.054</td>
<td>2.205</td>
<td>0.037</td>
</tr>
<tr>
<td>INF</td>
<td>-0.002</td>
<td>-2.272</td>
<td>0.032</td>
</tr>
<tr>
<td>C</td>
<td>0.011</td>
<td>0.766</td>
<td>0.452</td>
</tr>
<tr>
<td>R-Squared</td>
<td>0.6070</td>
<td>DW-Statistic</td>
<td>2.0047</td>
</tr>
</tbody>
</table>

To investigate the long-run relation between dependent and independent variables, we test the null hypothesis that there is no co-integration relationship between variables of the model. So, the test statistic is calculated as follows:

\[
t = \frac{\hat{\varphi}_1 - 1}{SE\hat{\varphi}_1} = \frac{0.29807 - 1}{0.15078} = -4.65533
\]

As the absolute value of the test statistic is greater than the absolute value of the critical value provided by Benreji, Dolado and Mister (1992) at 5 percent level (-4.46), we reject the null hypothesis, and therefore, confirm the long-run relation between variables of the model. Then, we can estimate long-run relation between economic growth and independent variables including capital flight growth, active population growth rate, capital growth, inflation, and the change of terms of trade. The estimation results of long-run relation based on ARDL(1,0,0,0,0) are presented in Table 7.
Table 7: Results of Long-Run Relationship Estimation

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>t-statistic</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>KFG</td>
<td>-0.0114</td>
<td>-1.9932</td>
<td>0.058</td>
</tr>
<tr>
<td>PG</td>
<td>0.9175</td>
<td>1.8149</td>
<td>0.082</td>
</tr>
<tr>
<td>KG</td>
<td>0.2456</td>
<td>2.6767</td>
<td>0.013</td>
</tr>
<tr>
<td>TOT</td>
<td>0.0931</td>
<td>1.8088</td>
<td>0.083</td>
</tr>
<tr>
<td>INF</td>
<td>-0.0030</td>
<td>-2.3707</td>
<td>0.026</td>
</tr>
<tr>
<td>C</td>
<td>0.0198</td>
<td>0.7844</td>
<td>0.441</td>
</tr>
</tbody>
</table>

Regarding the results, the estimated long-run equation is:

\[ EG = 0.0198 - 0.0114 \text{KFG} + 0.9175 \text{PG} + 0.2456 \text{KG} + 0.0931 \text{TOT} - 0.0030 \text{INF} \]

As can be seen from the Table 7, coefficients of all the variables are significant at the 10% level, and the signs of all estimated coefficient are consistent with the theory. Thus, capital flight, active population growth rate, capital growth, inflation, and the change of terms of trade have significant effects on economic growth in the long-run. The results reveal that an increase of capital flight has a significant negative impact on economic growth. Also, inflation affects economic growth negatively. Other explanatory variables including active population growth rate, capital growth, and the change of terms of trade have significant positive effects on real GDP growth; so, increases in these variables will promote economic growth in long-run.

4.2.3. Estimation of Error Correction Model

Existence of cointegration between a set of variables make the ground for use of Error Correction Model (ECM). The purpose of the ECM is to indicate the speed of adjustment from the short-run equilibrium to the long-run equilibrium state. The greater the coefficient of the parameter, the higher the speed of adjustment of the model from the short-run to the long run state will be. Therefore, we can change the considered equation to include ECM to reflect the short run dynamics.

\[
\Delta EG_t = \alpha_0 + \sum_{i=1}^n \alpha_{1t} \Delta EG_{t-1} + \sum_{i=1}^n \alpha_{2t} \Delta KFG_{t-1} + \sum_{i=1}^n \alpha_{3t} \Delta KG_{t-1} + \sum_{i=1}^n \alpha_{4t} \Delta PG_{t-1} + \sum_{i=1}^n \alpha_{5t} \Delta TOT_{t-1} + \sum_{i=1}^n \alpha_{6t} \Delta INF_{t-1} + \lambda ECM_{t-1} + \varepsilon_t
\]

Where, \( \Delta \) is the first difference operator, and \( \lambda \) is ECM coefficient and the remaining variables are as already defined above. The estimation results of this model have been shown in Table 8.

Table 8: Results of Error Correction Model Estimation

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>t-statistic</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Delta \text{KFG} )</td>
<td>-0.0067</td>
<td>-2.7944</td>
<td>0.010</td>
</tr>
<tr>
<td>( \Delta \text{PG} )</td>
<td>0.5349</td>
<td>1.7894</td>
<td>0.086</td>
</tr>
<tr>
<td>( \Delta \text{KG} )</td>
<td>0.1432</td>
<td>2.1842</td>
<td>0.039</td>
</tr>
<tr>
<td>( \Delta \text{TOT} )</td>
<td>0.0543</td>
<td>2.2050</td>
<td>0.037</td>
</tr>
<tr>
<td>( \Delta \text{INF} )</td>
<td>-0.0017</td>
<td>-2.2723</td>
<td>0.010</td>
</tr>
<tr>
<td>ECM(-1)</td>
<td>-0.5829</td>
<td>-3.8660</td>
<td>0.001</td>
</tr>
<tr>
<td>\text{R-Squared}</td>
<td>0.6566</td>
<td>\text{DW-Statistic}</td>
<td>2.0047</td>
</tr>
</tbody>
</table>

According to these results, ECM coefficient in our model is significant and equal to -0.5829. The coefficient of the error correction model (ECM(-1)) indicates the speed at which economic growth adjusts to its steady state in the long run. It further shows that the variables are well defined as it has the usual negative sign that enable the system to adjust to the equilibrium.
position whenever it is out of equilibrium. With regard to the estimated ECM coefficient, whenever the system is out of equilibrium, it will restore back to the equilibrium with a speed of about 58 percent.

5. CONCLUSION AND RECOMMENDATION

This study is an attempt to provide insight about capital flight in Iran, and to examine its long-run impacts on the country's economic growth. Calculating capital flight by World Bank (1985) and Erbe (1985) approach shows that capital flight in Iran has generally grown in the period under investigation. Started from 2005, it has increased substantially, reaching to 38095.94 million dollars in 2011.

Then, we developed a model to study the growth impact of capital flight. For this purpose, we introduced a growth equation in which economic growth is a function of capital flight growth rate, active population growth rate, capital growth rate, change of terms of trade, and inflation. We use ARDL approach to specify the equation. The findings show that there is a significant negative relation between capital flight growth and economic growth in long-run. An increase in inflation rate will reduce economic growth, and other explanatory variables have positive effects on economic growth, as theories predict. There is no doubt that capital flight is a lost opportunity for the economic growth. So, repatriating lost capital back to the country can help to economic growth development. There are some suggestions and recommendations to undermine capital flight. First, it is necessary for government to make policies that discourage capital flight. Improving and easing of the investment and licensing procedures in Iran can be an effective tool to decrease capital flight. Second, capital flight repatriation requires the minimization of uncertainty with respect to the macroeconomic, political, and institutional environment. This reduces risks of losses in the real value of the domestic assets of private investors. So, the monetary and fiscal authorities should strengthen monetary and fiscal policies to increase stability. For example, measures accomplished to reduce inflation rate and make exchange rate stable will reduce investors’ preference for foreign assets over domestic assets. Also, tax and tax-like distortions that lower returns and add risk to domestic financial and physical assets, leading to capital flight should be changed. Third, there should be necessary efforts to promote economic growth in Iran. A good economic performance will give citizens the incentives to invest inside the border of country.
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ABSTRACT
Events related to monetary policy and Inflation are keenly awaited by stock market participants and other economic agents. Past studies have observed that these events announcements first transmit to the stock market and then to the real sector. In the current research work we have used data from Indian economy but unlike the previous studies we have used broader market index CNX500, consisting of 500 stocks covering 97.3% of market capitalization. Further, we have also considered the impact on key sectoral indices such as, IT, Financial Services, Consumer goods and Energy. We employ event study methodology and calculate AAR and CAAR around the announcement date of the events. In some cases, the results show difference in magnitude and direction depending on whether we use narrower index Nifty, index of 50 stocks, or broader CNX 500. We have also observed differences in impact of the events on sectoral indices.
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1. INTRODUCTION
Stock markets play an important role in price discovery and they act as advance indicator of health of an economy. Studies have found that stock markets are susceptible to abrupt swings due to event announcements or key macroeconomic data release. It is noteworthy that through policy announcements influence the overall economy, the impact is indirect via different transmission channels. The most immediate and direct impact is on financial markets - stock and bond markets. Hence, it is extremely important to understand the relation between the announcements of key macroeconomic variables (GDP Growth, Inflation etc.), key policy announcements [monetary policy (CRR, Repo Rate), Budget] and variations in the stock market. At the time of such announcements, stock market falls/ rises abruptly and waits for either some sort of respite news or takes its own course of loss/ profit to recover to some optimum level. These abrupt swings give rise to the possibility of earning abnormal returns. However, Fama (1970) argued that in efficient markets, current price of stock reflects all information about the stock i.e., stock price must contain all available information and no one can use readily available information to predict stock price movement to make profit via trading of stocks. Hence investor will not be able to make ‘abnormal’ profit through prediction of future stock market movement. There is evidence to show that macroeconomic variables help in predicting the time series of stock returns in the short run and there exists a possibility to gain abnormal returns. Some studies (Fama and Schwert 1977; Nelson 1977) have suggested that macroeconomic variables influence stock returns. Ross (1976) developed the Arbitrage Pricing Theory (APT) that measures the risk premium attached to various factors which influence the returns on the asset, irrespective of whether they are significant or priced into the stock market returns. Recent studies (Bernanke and Kuttner 2005; Gupta and Monique 2013) have analyzed the relationship between ‘abnormal return’ from the stock market and information that leads to such abnormal returns, and found that it is the ‘unexpected’ element of the announcement that
creates possibility of abnormal returns. Basic objectives of monetary policy such as interest rate policy is to maintain sound macroeconomic fundamentals viz. good growth, low unemployment and low inflation. Monetary policy works through different channels of transmission such as interest rate channel, exchange rate channel, asset prices channel, credit channel etc. Monetary policy announcements such as interest rate announcements first propagate to stock markets (Bernanke and Kuttner, 2005). They showed that unanticipated 25 bps cut in federal fund rate target is associated with about 1% increase in broad stock indexes. They emphasized that understanding the links between monetary policy and asset prices (through financial markets) is crucial for the understanding of the policy transmission mechanism. Gupta and Monique (2013) also echoed similar views for the South African market, that is, stock markets form part of the transmission mechanism for monetary policy and any surprise changes to such policy actions impact the stock market as well as sectoral indices. Hence, from the perspective of fund managers, policymakers and firms, it is important to understand what causes prices to change in stock markets. In this research, event study methodology is used to analyze how Indian stock market adjusts to the announcement of important monetary policy variable, the repo rate and, release of data on an important macroeconomic variable, Inflation (CPI), using CNX500 as market index. Most of the studies in India are limited to Nifty that covers only 70.28% of market capitalization and 50.98% of the traded volume or Sensex as surrogate for the market index, and represents only limited set of information for the broader stock market. Moreover, there are only limited studies that consider the impact of macroeconomic announcements on various sectors that constitute the stock market. In this research, we use CNX500 index, which covers 97.3% of market capitalization and 96.79% of the traded volume on the NSE exchange. For sectoral impact we consider Financial Services (accounting for 27.21% of CNX 500), Energy (13.46%), IT (11.60%) and Consumer Goods (14.34%). We compare abnormal returns using CNX500 and Nifty indices as market proxies. The current research study has added to the existing literature by analyzing the impact of these events on broader stock market (CNX 500) and key sectoral indices. The outline of the paper is as follows. In the next section we review the past studies relating to impact of inflation on stock market, this is followed by review of literature relating to market reaction to monetary policy announcements. In the next section we discuss research methodology, followed by results and discussion and, the final section which gives summary, conclusions, limitations of the present study and, scope for future work.

2. IMPACT OF INFLATION ON STOCK MARKET
In major shift in terms of conducting monetary policy, the central bank of India, the Reserve Bank of India (RBI), moved away from ‘multiple indicator approach’ to ‘flexible inflation targeting’ in 2015 with signing of Memorandum of Understanding in Feb 2015 between RBI and Govt. of India. The RBI now considers CPI based inflation for policy making. Consumer Price Index (CPI) measures changes in the price level of a market basket of consumer goods and services purchased by households. The annual percentage change in CPI is used as a measure of inflation. In most countries including India, CPI is one of the most closely watched national macroeconomic variable.

Studies have shown mixed response of stock market for variations in inflation. Some studies (Naka et al. 1998; Humpe and Macmillan 2009), have shown a negative relation between stock

---

1 CNX500 is India’s broad based index consisting of 500 stocks that listed on the National Stock Exchange.
2 The CNX Nifty is a diversified stock index consisting of 22 sectors of Indian Economy and 50 National Stock Exchange listed stocks. Source: [http://www.moneycontrol.com/nifty/nse/nifty-live](http://www.moneycontrol.com/nifty/nse/nifty-live)
3 S&P BSE SENSEX is calculated using the ‘Free-float Market Capitalization’ methodology, wherein, the level of index at any point of time reflects the free-float market value of 30 component stocks relative to a base period
market and inflation. Geske and Roll (1983) have suggested that stock returns are negatively related to changes in expected inflation as these changes reflect a chain of events and thus lead to higher rate of monetary expansion. This paper challenged economic theory and common sense according to which stock returns should be positively related to both expected and unexpected inflation. Some of the recent empirical studies have shown positive relationship (Ratanapakorn and Sharma 2007) between inflation and stock markets. The argument in support of positive relationship is that equity acts as a hedge against inflation. Humpe and Macmillan (2009) considered Discounted Cash flow or Present Value Model with co-integration technique to analyze the influence of macroeconomic variable announcement on the long term stock market movement in US and Japan. They found that for US stock prices were positively related to industrial production and negatively to consumer price index and long term interest rate. Schwartz (2010) considered the dynamic relationship between 10 emerging market sector indices and a set of international macroeconomic variables to see the impact of the variables on the sector as well as on the broader stock markets. Contrary to theoretical expectations, it was found that majority of the examined sectors benefitted from increasing commodity prices during the examined sample period.

3. REACTION OF STOCK MARKET TO MONETARY POLICY ANNOUNCEMENTS

RBI uses repo rate as the key policy tool to achieve inflation target. Thus, repo rate announcement has become one of the most closely watched events in Indian markets in recent times because any change in the rates by RBI has impact growth and inflation. Repo rate is the rate at which RBI lends to commercial banks for meeting short term liquidity needs. For example, if inflation is higher than the target set by RBI and government, the RBI increases the repo rate, consequently cost of funds for the banks increases. RBI uses liquidity management to ensure that interbank rates remain close to repo rate. Banks pass on this increase in cost to the corporates/ consumers, which results in increased cost of capital. Increased interest cost in turn may reduce future dividends and investments by corporates. More importantly, repo rate changes have signaling impact on market. It signals to the market the RBI’s view on the appropriate level of interest rate in the economy. This in turn impacts the stock market. The RBI increased repo rate multiple times in FY13, FY14 since inflation was above a comfort limit. However, following a sharp decline in inflation, RBI decreased the repo rate multiple times in 2015 to provide the much needed impetus to the economy. Bernanke and Kuttner (2005) used event study framework to assess monetary policy impact on stock market. They found that unexpected 25 basis point cut in the target federal funds rate increased equity prices by 1%. Gurkaynak et al. (2005) used intraday data to see to what extent surprises are due to Federal Bank’s actions in relation to Federal Bank’s statements. They found that both events significant with the use of methodology with narrower time windows and isolation of the two factors. Interestingly, they found greater relevance for the information disclosed by the Federal Bank than the announcement of the interest target itself. Agrawal (2007) used event study methodology to see the impact of Cash Reserve Ratio (CRR) announcement on the equity markets in India. He found that impact of the event may or may not be found on the event day as sometimes event announcement already gets factored into the market before the event, but the real impact of the announcements is realized by investors through accumulated returns before and after the event. He showed that monetary policy announcement contains important information and that this information gets absorbed into the market slowly over a period of time and hence the Indian stock market is not efficient in the semi strong form. Boudoukh et al. (1994) stated that it is still an open question whether monetary policy affects real economy and stock returns. Thorbecke (1997) used narrative indicators in event study and found that expansionary monetary policy increases the ex-post stock returns. Tripathy (2011) showed the evidence of autocorrelation between stock markets and macro-economic variables. Using
Granger causality test, she found that bidirectional causality exists between inflation rate and stock market, exchange rate and stock market, interest rate and stock market, international stock market and BSE volume. She also found unidirectional causality running from international market to domestic markets, international market and exchange rate, international stock market and inflation rate, international stock market and interest rates. Gupta and Monique (2013) used event study to see the sensitivity of industry specific stock returns to monetary policy and macroeconomic news, considering only the surprise element of the news. They found that monetary surprise is the only variable that consistently negatively affected the stock returns, both at aggregate and sectoral levels.

4. OBJECTIVES AND HYPOTHESES
Specific objectives of the study are: (a) To study the impact of repo rate announcements on the broader stock market, CNX500, (b) To analyse the impact of Inflation (CPI) announcements on the broad stock market, CNX500, (c) To provide a comprehensive view of the stock market (CNX500) and key sector specific (Financial Services, IT, Consumer Goods, Energy) indices’ movement with repo rate and inflation announcements and (d) To provide a comparison of abnormal returns received using Nifty and CNX500 as alternative proxies for market index.

In the current research work, we examine the impact of monetary policy (repo rate) and CPI inflation on the broader stock market – CNX500, and on Financial services, IT, Consumer goods, and Energy sectors. A limited analysis of how these results are different compared to the results arrived using Nifty as proxy for market index is presented. Each hypothesis, defined below, corresponds to the impact of event/announcement on CNX500 & the sectors highlighted above.

Hypothesis 1
CPI Inflation is negatively associated with the stock market index (CNX500) and negatively associated with indices of Financial services, Information technology, Consumer goods and Energy sectors.

Hypothesis 2
Repo rate is negatively associated with the stock market index (CNX500) and negatively associated with indices of Financial services, Information technology, Consumer goods and Energy sectors.

5. DATA AND METHODOLOGY
Event study has been used extensively for understanding the stock market movements in relation to events (Dolley 1933; Myers et al. 1948; Barker (1956); Ashley 1962; Ball and Brown 1968; Fama 1981; Watts 1978; Fama, et al. 1969). In this study too we use event study methodology considering the objective and scope of the study.

Data from June 2014 to May 2015 is considered for the research as this period witnessed high/moderate inflation, relaxed and unexpected monetary policy actions. One event from each of these categories is used in the overall analysis.

The events which were considered within the scope for the research is given in the table below:

Table following on the next page
Table 1. Events, Event Window and Estimation Window

<table>
<thead>
<tr>
<th>S. No.</th>
<th>Variable</th>
<th>Event Date</th>
<th>Event</th>
<th>Event Window</th>
<th>Estimation Window</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Repo rate</td>
<td>January 15, 2015</td>
<td>Repo rate reduced from 8.0 to 7.75(^8).</td>
<td>January 8 to 22</td>
<td>June 3, 2014 to January 7, 2015</td>
</tr>
<tr>
<td>2</td>
<td>Inflation - Consumer price index (CPI)</td>
<td>May 13, 2015</td>
<td>Inflation for April 2015 had come down to 4.38%.</td>
<td>May 4 to May 22</td>
<td>June 3, 2014 to May 1, 2015</td>
</tr>
</tbody>
</table>

Event study methodology is used to calculate abnormal returns for the above defined events during the event period. Steps followed in event study methodology are as follows: (a) Estimation windows were fixed and this period ranges from 100 to 150 days prior to the event, (a) Calculated \( \alpha \) and \( \beta \) for each stock for the estimated window and used these values to calculate the expected return during the event window, (c) Took actual returns for CNX500 stocks and subtracted the expected return calculated in the previous step to calculate abnormal returns and, (d) Calculated the AAR, CAAR for the event window and obtained the Z-statistic for the results.

6. FINDINGS AND ANALYSIS
6.1 Event: Repo rate decrease by 25 bps
RBI governor announced repo rate cut of 25 bps on January 15, 2015. This move from RBI came as a surprise\(^9\) as RBI had held the rate for a year after raising it Jan. 2014. Reduction in repo rate means lower cost of borrowing from Reserve Bank and eventually lower cost of funds for the banks. RBI reduces repo rate to increase investment and aggregate demand in the economy, eventually helping in increasing the output. Sectors which are directly related to finance should show more variations compared to other sectors which are not so directly related. In the sections below, the impact of this move on stock market CNX500 and other sector indices – IT, Financial services, Energy, and FMCG - is analyzed.

In the first step, estimators for all 428 stocks\(^10\) in the CNX500 were calculated (post adjustments for corporate actions) during the estimation window June 3, 2014 to January 7, 2015. This was followed by calculations of abnormal return for all days in the estimation period. From abnormal returns in the estimation period, standard deviation of each stock during the estimation period was calculated.

Table 2 provides Average Abnormal Return (AARs), Cumulative Average Abnormal Return (CAAR) using CNX500 and Nifty stocks with CNX500 and Nifty respectively as proxy for market index, for the event period (January 8, 2015 to January 22).

---


\(^10\) Number got reduced from 500 stocks to 428 as we removed the stocks which had undergone stock split or which had issue of stock dividends (bonus) or there were other crucial corporate announcements during the estimation window which would impact price movements. The estimates of alphas and betas for 428 stocks are available with authors and can be provided on request.

Table following on the next page
Table 2: AAR, CAAR for CNX500 & NIFTY Stocks for the Event Period (January 8, 2015 to January 22, 2015)

<table>
<thead>
<tr>
<th>Day</th>
<th>CNX 500 (n=428)</th>
<th>NIFTY Stocks (n=39)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AAR</td>
<td>CAAR</td>
</tr>
<tr>
<td>-5</td>
<td>-0.12** (2.48)</td>
<td>-0.12** (2.48)</td>
</tr>
<tr>
<td>-4</td>
<td>-0.16*** (3.29)</td>
<td>-0.28*** (4.08)</td>
</tr>
<tr>
<td>-3</td>
<td>-0.05 (1.14)</td>
<td>-0.33*** (3.99)</td>
</tr>
<tr>
<td>-2</td>
<td>0.11** (2.20)</td>
<td>-0.23** (2.35)</td>
</tr>
<tr>
<td>-1</td>
<td>-0.03 (0.64)</td>
<td>-0.26** (2.39)</td>
</tr>
<tr>
<td>0</td>
<td><strong>-0.52</strong>* (10.84)</td>
<td><strong>-0.78</strong>* (6.60)</td>
</tr>
<tr>
<td>1</td>
<td>-0.06 (1.25)</td>
<td>-0.84*** (6.59)</td>
</tr>
<tr>
<td>2</td>
<td>0.07 (1.54)</td>
<td>-0.77*** (5.62)</td>
</tr>
<tr>
<td>3</td>
<td>-0.41*** (8.5 )</td>
<td>-1.18*** (8.15)</td>
</tr>
<tr>
<td>4</td>
<td>-0.15*** (3.12)</td>
<td>-1.33*** (8.72)</td>
</tr>
<tr>
<td>5</td>
<td>-0.04 (0.87)</td>
<td>-1.37*** (8.57)</td>
</tr>
</tbody>
</table>

Note: Day 0 means event day.
Figures in parenthesis are Z-statistics
***,**,* indicate statistically significant at 1% level, 5% level and 10% level respectively.

Some of the key observations from the results in table 2 are:

On the event day (January 15), AAR is -0.52 which is statistically significant at 1% level. Also the CAAR on event day is -0.78 which is also statistically significant at 1% level. From the results above for the Event Day, we can conclude that repo rate decrease announcement has a potential to provide abnormal returns in the stock market. However, the average abnormal returns are negative which is contrary to some of the existing research work that concludes that with decrease in repo rate, abnormal returns should be positive especially if the news contains surprise element. One reason for this could be that market was anticipating larger cut in repo rate following sharp decline in inflation and only 25 basis disappointed the market.

Out of the 11-day event window, we got statistically significant AAR results for four days at 1% level, and two statistically significant results at 5% level. For the same event window, we got statistically significant CAAR results for eight days at 1% level. From the results above, we conclude that repo rate event announcement has a potential to provide abnormal returns in the stock market over the event window of 11 days.

Table 2 also gives results for AAR and CAAR for the event window using Nifty as market index. Some of the key observations are:

On the event day (January 15), AAR is -0.32 with which is statistically significant at 5% level. CAAR is -0.34 which is non-significant.
Out of the 11-day event window, we got statistically significant AAR results for one day at 1% level, and three statistically significant results at 5%. For the same event window, we got statistically insignificant CAAR results for ten days.

From the results above, it is evident that results vary when we use Nifty and CNX500 index as market index. Using CNX500 gives more assurance about the results as it covers more stocks and provides more depth to the analysis.

Some of the key observations from sectoral level analysis are:
All sectors show abnormal returns\(^{11}\) that are quite visible and some sectors display more abnormal returns. Cement, Consumer Goods showed positive CAAR of 2.80 and 0.04 respectively for the event day and a positive CAAR for a few days after the event day. It means that these sectors are influenced positively with the repo rate reduction news. Financial Services, IT gave negative CAAR when compared to sectors like Energy etc. Energy sector gave a CAAR of -1.55 on event day and has been negative during the entire event window, decreasing continuously post event date. The negative CAAR in some sectors could be because the rate cut was less than anticipated or could also be because of expectation of further slowdown in those sectors. The reduction in repo rate might have been interpreted by market participants as an acknowledgement by RBI of economic slowdown in some of the sectors. Economic slowdown is also reflected in sharply lower inflation after an extended period of tight money policy.

### 6.2 Impact of Inflation (CPI) – Event day May 12, 2015 – Inflation Down to 4.38%

According to economic theory stock returns should be positively related to both expected and unexpected inflation. This is because equities act as hedge against (unanticipated) inflation as they represent claims on real assets. According to Fisher (1930) expected nominal rate of return on stock is equal to expected inflation plus the real rate of return, where the expected real rate of return is independent of expected inflation. Fisher hypothesis also predicts a positive homogenous relationship between stock returns and inflation. This implies that stocks will act as inflation hedge since they offer higher return when inflation rises. But empirically it was found that expected inflation, unexpected inflation, and changes in expected inflation are all negatively related to stock returns (Fama and Schwert 1977). Geske and Roll (1983) also stated that the empirical results need attention because they appear to be in conflict with both economic theory and common sense. According to them, if expected inflation increases, ceteris paribus, the real risk premium should decrease, thereby pushing up the stock prices. But some empirical evidence indicates stock prices actually fall when inflation rises. One explanation is that perhaps the impact of fall in risk premium (and consequent rise in stock price) is more than offset by the anticipated future decline in cash flows (and the associated negative impact on stock price).

RBI was using inflation based on WPI (wholesale price index) as the official measure for inflation till 2014. Subsequently, RBI explicitly shifted focus to CPI (consumer price index) inflation and started taking policy actions based on this indicator. CPI is a more accurate measure of inflation as it reflects price of consumption basket including goods and services, sales taxes and retail margin. Given the importance attached to CPI in the last few years, we considered its impact on the stock market and on key sectors discussed in our study. Inflation remained quite high during FY13 and FY14. After remaining high for multiple quarters, inflation came down in May 2015 and came within the limit set by RBI and the Government. This was a positive surprise which led to high expectations from policy makers, analysts, prominent institutes/ agencies, and fund managers, for a rate cut by RBI.

\(^{11}\) For want of space we are not reporting all the results here. These are available with authors and can be provided on request.
Table 3 provides Average Abnormal Return (AARs), Cumulative Average Abnormal Return (CAARs), for the event period (May 4, 2015 to May 22, 2015).

Table 3. AAR, CAAR for CNX500 & NIFTY Stocks for the event period (May 4, 2015 to May 22, 2015)

<table>
<thead>
<tr>
<th>Day</th>
<th>CNX 500 (n=428)</th>
<th>NIFTY Stocks (n=39)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AAR</td>
<td>CAAR</td>
</tr>
<tr>
<td>-7</td>
<td>-0.09* (1.83)</td>
<td>-0.09* (1.83)</td>
</tr>
<tr>
<td>-6</td>
<td>0.08 (1.58)</td>
<td>0.01 (0.18)</td>
</tr>
<tr>
<td>-5</td>
<td>0.11** (2.29)</td>
<td>0.10 (1.18)</td>
</tr>
<tr>
<td>-4</td>
<td>-0.27*** (5.55)</td>
<td>-0.17* (1.76)</td>
</tr>
<tr>
<td>-3</td>
<td>-0.16*** (3.40)</td>
<td>-0.34*** (3.09)</td>
</tr>
<tr>
<td>-2</td>
<td>-0.25*** (5.08)</td>
<td>-0.58*** (4.90)</td>
</tr>
<tr>
<td>-1</td>
<td>0.30*** (6.23)</td>
<td>-0.28** (2.18)</td>
</tr>
<tr>
<td>0</td>
<td>-0.28*** (5.71)</td>
<td>-0.56*** (4.06)</td>
</tr>
<tr>
<td>1</td>
<td>0.19*** (3.97)</td>
<td>-0.36** (2.50)</td>
</tr>
<tr>
<td>2</td>
<td>-0.09* (1.94)</td>
<td>-0.46*** (2.99)</td>
</tr>
<tr>
<td>3</td>
<td>-0.16*** (3.34)</td>
<td>-0.62*** (3.86)</td>
</tr>
<tr>
<td>4</td>
<td>0.11** (2.17)</td>
<td>-0.51*** (3.07)</td>
</tr>
<tr>
<td>5</td>
<td>-0.22*** (4.44)</td>
<td>-0.73*** (4.18)</td>
</tr>
<tr>
<td>6</td>
<td>0.00 (0.03)</td>
<td>-0.73*** (4.03)</td>
</tr>
<tr>
<td>7</td>
<td>-0.17*** (3.58)</td>
<td>-0.90*** (4.82)</td>
</tr>
</tbody>
</table>

Note: 0 indicated event day.
Figures in parenthesis are Z-statistics
***,**,* indicate statistically significant at 1% level, 5% level (+/- 1.960) and 10% level respectively.

Salient findings are as follows:
On the event day (May 13), AAR was -0.28 which is highly statistically significant at 1% level.
On the event day (May 13), CAAR was -0.56 which is statistically significant at 1% level.
Based on the results above, we conclude that inflation (CPI) event has a potential to provide abnormal returns in the stock market on the event day. However, the average abnormal returns are negative which is against some of the existing research work that concluded that with
decrease in inflation, abnormal returns should be positive especially if the news contains surprise element.

Out of the 15-day event window, we got statistically significant AAR results for nine days at 1% level, two statistically significant results at 5% level and two statistically significant results at 10% level. Out of the 15-day event window, we got statistically significant CAAR results for six days at 1% level and two days at 5% levels. Based on the results above, we conclude that inflation (CPI) event has a potential to provide abnormal returns in the stock market, not only on the event day but abnormal returns can continue for almost the entire duration of the event window.

Our results are in line with the findings of studies which found positive relationship between inflation and stock prices (Ratanapakorn and Sharma 2007).

Table 3 also gives results for AAR and CAAR using Nifty as market index for the event window. Some of the key observations are:

On the event day (May 13), AAR is -0.12 which is statistically non-significant even at 10% level. Also CAAR is 0.24 which is again statistically non significant. Out of the fifteen day event window, we got statistically significant AAR results only for one day and statistically significant CAAR results for two days.

Thus, we observe differences in results depending the market index used. Using broader market index like CNX500 and stocks in this index gives results which are more representative of the true picture of the economy and market as opposed to narrower Nifty index.

Some of the key observations regarding sectoral level impact are: Fifteen sectors showed negative abnormal returns (CAAR)\textsuperscript{12} till the Event day +3 days. IT and ITeS companies’ CAAR showed negative returns on the event day and for a few days post event day, but started showing positive returns after 3 days of the event day. This shows that any decrease in the inflation number has moderate/ no direct impact on IT in the stock market.

Financial Services showed CAAR which is negative -0.76 on ED and remained negative for almost all days post ED, in fact, increased negative returns for all days post event day in the event window despite the fact that inflation has gone down. This showed the existence of a relationship between financial services sector and news on inflation. Though inflation has gone down, RBI did not announce any rate cut due to low inflation, which possibly meant that RBI had no room for rate cuts to boost the economy by lowering the repo rate. Higher rate leads to more cost of borrowing and thus less investments by companies and less income to financial companies in terms of interest and other incomes. Hence, financial service sector, rather than showing positive returns, showed negative returns and the returns kept decreasing during the event window.

Consumer goods showed CAAR which is negative -0.65 on ED and remained equally negative for almost all the days post ED despite the fact that inflation has gone down. This showed the existence of a relationship between the consumer goods sector and news on inflation. As mentioned earlier, there was no rate cut announcement. Thus, higher rate leads to more interest being levied by banks on loans (home loan, auto loan, consumer goods loan etc.) disbursed to customers. This reduces the loan portfolio of the bank as not many customers opt for loans during high interest regime. Hence, consumer goods sector, rather than showing positive returns, showed negative returns and the returns kept decreasing during the event window.

Energy sector showed negative CAAR for the event day and for post event days, and the trend remained negative. Before the event day, for four days in the event window, results showed positive CAAR thus showing that market was expecting more positive news on the inflation front.

\textsuperscript{12} For want of space we are not producing detailed results here. These are available with authors and can be provided on request.
7. POLICY IMPLICATIONS
This research work augments existing literature. It not only helps in understanding broad stock market behavior due to the changes in selected macroeconomic variables/ policy announcements, but also can help analysts, agencies and fund managers etc. to take informed decisions before investing in equity markets, policy makers to consider the possible impact of announcing repo rates. As per the findings of the study, considering the wider implications of policy rates and inflation rates for the market, policy makers and market participants are better off considering the broader market such as CNX500 stocks covering small and mid caps. We found positive impact of inflation on the market, hence market players may take positions as per their inflation expectations. Our study also finds that repo rate and inflation do not uniformly impact all sectors. Participants may also choose appropriate sectors for investment based on their expectations and interest rate.

8. LIMITATIONS OF THE STUDY AND SCOPE FOR FURTHER RESEARCH
Some of the limitations of the study are: We considered only the selected monetary variables (repo rate and inflation) and focused only four sectors – Consumer goods, IT, Financial services and Energy for detailed sectoral level analysis. We could add more variables and sectors to get wider understanding of impact of macroeconomic events and stock market. We used event study methodology. A few other methodologies like VAR, VECM methodology can be used. However, this requires different data set. We used only one factor that is the market factor, but other factors can be explored and added to the model to minimize the variance in the abnormal returns. It is observed that markets across the globe have become tightly coupled. Event happening in one country impacts the global market. For example, it is observed that any change in Fed rate in US not only impacts the US market but impacts markets across the globe. Hence, it is worth studying the impact of similar events in key markets such as, US, Europe and others, on the Indian stock market. Some suggestions in this respect are (a) US Fed policy impact in US and its impact on Indian stock market, (b) Impact of global economic growth data on the Indian stock market and (c) Exchange rate variations and its impact on the Indian stock market.

9. CONCLUSION
By using CNX500 and considering more than 400 stocks, small caps and mid caps also got coverage in the analysis. While doing sectoral or overall equity market analysis, variations in the results observed which were due to addition of more stocks in each sector. This implies that these stocks which are part of broader index play an important role and thus cannot be ignored research studies. Our study adds to existing literature by highlighting limitations in taking narrower Nifty as market index and corresponding stocks for analysis and, provides an alternative approach of using the broader CNX500 as market index.
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ABSTRACT
Good governance is central to creating and sustaining an environment which fosters strong and equitable development, and it is an essential complement to sound economic policies. It is also defined as the manner in which power is exercised in the management of a country’s economic and social resources for development and growth.

This article would present a critical review of the conventional classification of factors of production and reformulate a new classification for the allocation of resources and the distribution of income (Rent, Wages, Interest, Profits) that would be considered more rational even for the conventional theoretical framework to review and develop the theories of production and distribution. The conventional theory of production discusses the choice between different non-entrepreneurial resources (Land, Labor, and Capital). Why these resources choose to be so and not to become entrepreneurial resource is rather untouched in economic theory. Also, should owners of land, labor and capital decide to work for others on rent, wages and interest respectively or should they take entrepreneurial risk to earn profit? This is a choice often made in reality but has never been explicitly explained in economic theory.

The conventional theory does not recognize money capital as an explicit factor of production but recognizes interest as a reward of capital. Interest rate is the price of money capital but it is treated as representing the price of physical capital too.

This article would consider Money as an Entrepreneurial Factor of Production - EFP and this classification would create entrepreneurial factors of production when combined together would enhance growth and allow more equity in the distribution of wealth in the economy. Only entrepreneurial resources can participate with each other and there can be no other form of participation.

Keywords: Entrepreneurial Activity, Economic Reforms, Governance

1. FACTORS OF PRODUCTION
The factors of production are resources that are the building blocks of the economy. Inputs that provide a productive service in a production process are called Factors of Production; they are what people use to produce goods and services. Economics is to utilize the limited resources in a way that maximum needs and wants are met to ensure the well-being of all members of the human society.

The four basic economic problems are:
- Determination of priorities;
- Allocation of resources (Land, Labor, Capital, Entrepreneur);
- Distribution of income;
- Development.

1.1. Four Factors of Production in Conventional Economic System
Conventional economic theory divides the factors of production into four categories:
- 1- Land
- 2- Labor
- 3- Capital, and
- 4- Entrepreneurship.
The **first factor of production is land:** “natural resources”, that is to say, those things which are being used as means of production without having previously undergone any process of human production, but this includes any natural resource used to produce goods and services. This includes not just land, but anything that comes from the land. Some common land or natural resources are water, oil, copper, natural gas, coal, and forests. Land resources are the raw materials in the production process. These resources can be renewable, such as forests, or nonrenewable such as oil or natural gas.

The income that resource owners earn in return for land resources is called **rent**.

The **second factor of production is labor:** Labor is the effort that people contribute to the production of goods and services, that is to say, any exertion on the part of man. If you have ever been paid for a job, you have contributed labor resources to the production of goods or services.

The income earned by labor resources is called **wages** and is the largest source of income for most people.

The **third factor of production is capital:** This does not mean capital in the sense of money. It refers to man-made units like buildings, factories, machine tools that produced goods and services. The income earned by owners of capital resources is **interest**. Capital without labor cannot possibly provide any output.

The **fourth factor of production is entrepreneurship:** An entrepreneur is a person who combines the other factors of production - land, labor, and capital – exploits them to produce output and bears the risk of profit and loss in production. The most successful entrepreneurs are innovators who find new ways to produce goods and services or who develop new goods and services to bring to the market. Without the entrepreneur combining land, labor, and capital in new ways, many of the innovations we see around us would not exist. They perhaps have the hardest job of all decision making. The payment to entrepreneurship is **profit**.

You will notice that I did **not include money as a factor of production.** You might ask, isn't money a type of capital? Money is not capital as economists define capital because it is not a productive resource. While money can be used to buy capital, it is the capital good (things such as machinery and tools) that is used to produce goods and services. Money merely facilitates trade, but it is not in itself a productive resource.

This division plays a role in explaining the theory of production and theory of distribution of output. All current theories of economic development try to explain the process of development within the framework of these four factors of production.

### 1.2. Three Factors of Production in Islamic Economic System

In Islamic economy there are three factors of production:

1. Land
2. Labor
3. Capital

Entrepreneur and Capital is a single factor of production, anyone investing financial capital must also take the risk of the investment.

- **Land:** that is those means of production which are so used in the process of production that their original and external forms remains unaltered, and which can hence be let or leased, for example, lands, houses, machines etc…

  **Compensation:** Rentals
- **Labor**: that is human exertion whether of the bodily organs or of the mind, or of the heart, this exertion thus includes organization and planning too.

**Compensation: Wages**

- **Capital**: that is, those means of production which cannot be used in the process of production until and unless during this process they are either wholly consumed or completely altered in form, and which therefore, cannot be lent or leased, for example, liquid money or food stuffs etc.

**Compensation: Profit**

For this, we would divide productive inputs or factors of production into two categories. The first category comprises those inputs that do not get ’consumed’ while used in the production process, but they retain their original nature and shape (except normal wear and tear). Let us call this category "factor inputs". The other category includes those inputs which get "consumed" during the production process and lose their original nature and shape. Money can easily be recognized in the production process as "consumed inputs". Money is useless unless it is "consumed" to convert it either into factor inputs or into consumed inputs. Money has to be "consumed" to be usefully utilized in a production process.

1.3. **Problem on Conventional Factors of Production**

No economic rationale is given to justify or adopt this classification. The economist themselves consider the division as arbitrary (Samuelson, p. 557). The arbitrariness of the division may not have implications for the theory of production but it must have serious implications for the theory of distribution.

- The conventional theory does not recognize money capital as an explicit factor of production but recognizes interest as a reward of capital. Interest rate is the price of money capital but it is treated as representing the price of physical capital too.

- While determining the distribution of output, economists have explicit theories how the share of land, labor and capital is determined in the market, but there is no theory on how the entrepreneurial profit is determined. The fact that conventional theory is practically devoid of a coherent theory of the supply and demand of entrepreneurship is recognized in the works of Leibenstein (1968), Baumol (1968) and Leff (1978). This may be tolerable in static analysis with the assumption of perfect certainty and knowledge of input and output prices and a determinate and predictable production function, but this does not help much in understanding the development process of an economy.

- The reward of factors of production goes to those who own them. Thus rent goes to the landlord, interest goes to the capitalist, wage goes to labor and the profit goes to the entrepreneur.

Should owners of land, labor and capital decide to work for others on rent, wages and interest respectively or should they take entrepreneurial risk to earn profit? This choice has never been explicitly explained in economic theory. The theory discusses the choice between different non-entrepreneurial resources. Why these resources choose to be so and not to become entrepreneurial resource is rather untouched in economic theory.

- The basis of distribution of the share of output is same for the first three factors of production land, labor and capital. The basis is the marginal productivity. Such a classification that requires the same basis for determining the rewards of all factors of production cannot be considered very meaningful if distributive justice is to be studied.
Economic literature generates a lot of confusion between rent of physical capital and interest rate. It is often said that interest rate is the rent of capital equipment (Scott and Nigro, p.314; Samuelson, p.557). Why it is to be mentioned as a rate "per dollar value of capital goods"? Why it is not referred to as per machine, per building, per tool etc., as it is done in case of wage of labor and rent of land. A conventional economist would argue that since it is not possible to account for all types of capital goods and their separate rentals, it is analytically convenient to consider all capital goods in money value and consider their rental as a rate per dollar value of capital goods.

Land generates a service. The same is done by capital goods. Capital equipment is like land which is used without its being fully consumed during its use. The same is true for labor. There is no substantial difference between the rent of services of capital equipment and the wages of the services by human being. Both result from a contract for delivering a service in reward for compensation (rent or wage).

An analytical confusion is generated when interest rate is called a rent of capital goods. For the purpose of this article, interest rate should enter into the rewards of factors of production only if money or finance is treated as an explicit separate factor of production capable of providing a service. No economist likes to do so.

2. FACTOR INPUTS IN ISLAMIC ECONOMICS

Factors of production will be identified according to either of the following functions:

- They provide a definite productive service for which they are entitled to receive definite reward (i.e., wage or rent). We will call these factors as “Hired Factors of Production or simply HFP”; or
- They choose to bear the entrepreneurial risks of a project rather than having a fixed wage or rent. We will refer to these factors of production as “Entrepreneurial Factors of Production or simply EFP”. Although the conventional economic theory recognizes both the functions described above, most of its analytical framework centers on the first type of factors of production which are the inputs that generate productive service for a fixed reward and not get consumed.

Factor inputs are allowed to serve as HFP as well as EFP. As EFP they will not claim fixed rent or interest and instead will claim profit by bearing entrepreneurial risk. Our classification clearly distinguishes financial capital from physical capital and makes financial capital entirely different from physical capital, both having different types of factor prices.

Money is not allowed to serve as HFP, but can serve as EFP if it decides to bear the risk. Besides assigning the EFP role to the factor inputs, it is also the peculiarity of the Islamic economic system that it implicitly recognizes money as a separate independent factor of production to the extent that it is capable of bearing risk, and hence comes entitled to the same reward that all EFP get profits. In an Islamic framework, it is convenient to define and classify factors of production according to the method of determining their reward or price.

Islamic framework recognizes two categories of factor prices:

- One category is called Ujrat. This is a broad name for rents which includes the rent of human services that is normally recognized as wages in conventional economic theory. Thus, all factor inputs are paid Ujrat for their use. Islamic economy allows Ujrat only for those inputs which are not directly "consumed" in the production process. Thus money in Islamic framework cannot be rented and it cannot claim any Ujrat or rent (interest). On the same grounds, raw materials cannot be rented or placed on Ujrat. All Ujrats are fixed and known in advance with certainty. Ujrat is always positive because the services or benefits for which they are hired have to be by Islamic law positive.
- The other category of factor prices is called profit, which can be positive or negative. Profit is a reward for visualizing a profitable productive venture and bearing the risks,
if any, associated with the establishment of these activities. This may be treated as a reward for bearing risk as it is sometimes recognized in conventional economic theory too. Islamic economy categorically entitles factor inputs as well as money to earn this reward. Money which is disallowed Ujrat is allowed profits provided it performs the function that justifies profit. Raw materials are generally priced in the commodity market and therefore are not allowed to share profits or to be placed on rent. The only way for the raw materials to earn profit is to treat their money equivalent as a financial capital invested in a productive project. All profits, by definition, are uncertain and are not known in advance or fixed in advance. Any so-called profits that are claimed to be fixed and known in advance come into the category of Ujrats by definition.

According to these two distinct factor prices, the Islamic framework identifies only two categories of factors of production namely:

1. Entrepreneurial Factors of Production (EFP) which claim only profits by bearing risk.
2. Hired Factors of Production (HFP) which claim Ujrats (rents or wages) only and do not bear risk.

This classification of factors of production that distinguishes financial capital from physical capital and makes financial capital entirely different from physical capital having different types of factor prices, would create entrepreneurial factors of production encouraging “Institution of Participation” or initiating a “Productive Venture”. The main economic purpose that the institution of participation can serve is to distribute entrepreneurial risk so that more and more potential entrepreneurial resources may come forward to avail the entrepreneurial opportunities in the economy where this participation would increase output.

Since Islamic economy does not allow Ujrat to an economic resource if it gets consumed during the production process, the financial resources, therefore, are not entitled to any rent or interest. The paradox in renting such a commodity becomes very clear from a quotation given by Samuelson himself in his chapter on interest, "How to have your cake and eat it too, lending it out at interest” (Samuelson, p. 557). Islam does not allow this irrationality. Such resource which is consumed during the production process can be sold in an Islamic framework in a commodity market only. But Islam prohibits money to be treated as sellable commodity\(^1\). The conventional economics theory in fact does not consider it as a factor of production but treats it as a commodity. The theory determines its price not in the factor market but in the money market - a prohibited institution in Islam. This leads to the third major difference - institutional, in nature - arising out of our classification. Financial market which is in our framework, a factor market for monetary resources, is a real sector and merely a money-market.

In conclusion, before discussing the nature and function of these two factors in the following section, it may be instructive to summarize the main points of difference between our classification of factors of production and the classification used in the conventional economic theory. First, our classification clearly distinguishes financial capital from physical capital and makes financial capital entirely different from physical capital, both having different types of factor prices. Secondly, financial capital is disallowed to earn a fixed, known-in-advance, rent

\(^1\) The logic behind not treating money as sellable commodity is very clear. A commodity is sold in the market at a price which is composed of the following:

- Cost of materials gone into its productions,
- Ujrats of HFP used to add value in it,
- Opportunity cost of EFP used to bring this commodity to the market.

Commodities can be exchanged in the market only if they differ in terms of any of the above 3 features.
which is a cornerstone of the conventional economic theory and is known as interest. The logic of depriving financial resources of a fixed rent has already been discussed.

3. INSTITUTION OF PARTICIPATION

The following section now discusses the nature and function of the two types of factors of production recognized in Islamic economics. It should be noted that the two types of factors of production:
- Are mutually exclusive; for example, the same resource cannot be an entrepreneur and Ujrat-receiving at the same time;
- Perform entirely different function.

Islamic economy encourages participation in production process. All economic resources are allowed to join each other to initiate a joint project. So, it is possible that a person with his human resources alone and the other with financial resources alone decide to initiate a productive venture. The participation will be entirely on profit and loss sharing basis. There can be no other form of participation.

In other words only entrepreneurial resources can participate with each other. A combination where a person invests his resources to bear the risk of a project and the other simply rents his resources will not be participation.

The participation between non-human resources alone is also possible. For example, it is possible that two or more persons initiate a project by investing financial resources only. They hire managers to organize and run the project.

Islamic finance and economy has laid down rules for sharing profit in any economic participation. The principle is that profits of a joint project can be shared by the participating entrepreneurial resources on any basis agreed in advance. For example, two participating parties may decide to share the profits of the project on 50:50 basis or 40:60 basis or 70:30 basis or on the basis of the ratio in which they have invested their respective financial resources or on the basis of any other pre-agreed ratio. Whether there is a person A participating with no financial resources at all with a person B participating with financial resources or whether two persons are investing only financial resources in any ratio, the participating parties are allowed to decide profit sharing ratios irrespective of their volume of investment. The ratios have been left to be determined by mutual bargaining. It is obvious that since the participating resources are likely to be different in nature as well as in such economic characteristics as productivity, scarcity etc., it is fair to leave the profit sharing ratio to the market forces.

The freedom of bargaining will obviously develop a market for participation where the profit sharing ratio will be determined by the relative supply and demand of the participating resources. It is however, instructive to note that whereas the profit sharing ratio can be agreed upon by mutual negotiation the losses can be shared only in the ratio in which financial resources have been invested.

The main economic purpose that the institution of participation can serve is to distribute entrepreneurial risk so that more and more potential entrepreneurial resources may come forward to avail the entrepreneurial opportunities in the economy. The participation also increases output. Output of A and B together will be larger than the sum of their individual outputs because of division of labor and specialization.

No society prohibits participation. All capitalist economies have the institution of participation. But there is something peculiar about this institution in the Islamic system. The peculiarity is that Islamic institution of participation is supported by various elements in the economic
system to promote the institution whereas the capitalist system has elements to discourage participation. In the capitalist system, all productive resources are rentable. In an economy with high business risks, all productive resources will prefer to be on Ujrat rather than to be entrepreneurial resource. Scarce factors obviously will have high Ujrat. They will have no compelling reason to opt for participation in an economy where entrepreneurial risks are very high.

They will be willing to participate only in projects that ensure them very high profitability. They will usually be looking for big ventures. The abundant resources will have very low Ujrat. Bulk of them would be willing to look for entrepreneurial jobs. They will, however, not be able to find participation from the scarce resource. This is because they being abundant (implying marginal utility or productivity close to zero) have very little at risk compared to the scarce factor when participating in an entrepreneurial activity.

Thus we observe that in labor abundant developing countries operating under capitalist system, bulk of the population in working age sits idle. This is because the wage level is too low to induce them to forego the leisure and the family privileges that they enjoy and the social benefits that the family gets even from the non-working members.

(4) This so-called surplus labor obviously would fail to get participation from the physical or financial capital because the risk is great and the labor being surplus does not have much at risk in the event of a loss. There is nothing in a capitalist economy to impose compulsion of entrepreneurial participation particularly between scarce and abundant resources.

Islamic economic system has several elements to promote the institution of participation. Keeping the ethical norms away that require co-operative spirit among economic agents let us see only a few of the institutional provisions. Islamic economy has made one scarce factor to be totally available for participation. This is the monetary resources. These resources are prohibited to earn rent. But they have been allowed to participate in entrepreneurial activities. Disallowing the earning of rent is, obviously, not enough to compel a resource to participate in the risk bearing. The resource may sit idle. Besides ethical restrictions,

3.1. Institutional Penalty on the Idle Monetary Resources

Islamic system provides an institutional penalty on the idle resources. One of the Islamic injunctions is that a Zakah at the rate of 2.5 percent has to be paid on the productive assets. The revenue from Zakah is distributed among the poor. Any person who decides to keep his monetary resources idle will have to pay a Zakah of 2.5 percent every year, ultimately losing almost all his financial resources. The only way to save his financial resources is either to purchase capital equipment which he can rent or to become an entrepreneur and initiate a productive venture of his own, or to participate on profit-loss sharing basis in anyone else's project. This is required so that Zakih could be paid out of the income earned from such investment. Thus, there is a compulsion in the system for the finances to opt for initiating own investment or participating with someone else.

The capitalist system does not encourage participation of big entrepreneurs with small entrepreneurs even if small entrepreneurs can prove themselves to be more productive. In the interest-based system there is always demand from the entrepreneurs to acquire financial resources on fixed rent (interest). These entrepreneurs have to be entrepreneurs who have the surety to earn profits much higher than the interest rate. The system makes the existing entrepreneur bigger and bigger because they can offer guarantees to the banking system for the payment of interest. This prohibits small entrepreneurs from entering; particularly those who

---

cannot expect to earn profits higher than the interest rate. The big corporation thus becomes bigger and bigger mostly relying on interest-based finance. The restriction to make the finances available only on a profit-loss sharing basis reduces the profits of big entrepreneurs because the entire profit is now to be more widely distributed. This induces new entrepreneurs to enter into the market that was previously out because they were not big. All financial entrepreneurs now become equal.

Also, an institution that compels a scarce factor to participate rather than claim Ujrat creates demand for entrepreneurship by reducing the risk. **Participation is more fruitful the more it is between abundant and scarce factors.** Such participation promotes the interests of the abundant factor as bulk of the burden of risk bearing comes to the scarce factor due to its opportunity cost.

Before closing the discussion on the economic implication of this institution it may be instructive to discuss, in the context of participation, the implications of keeping the loss sharing ratio strictly in accordance with the ratio of financial resources whereas profit sharing ratios are allowed to be different.

No project is initiated for earning a loss. This is against rationality and against Islamic injunctions. The participating resources, therefore, participate for profit. The resulting profit is the reward of the invested resources (both human as well as financial). This reward, in nature, is a price of entrepreneurial resources as Ujrat is a price of the services of hired factors of production. As Ujrat is determined in the market by mutual negotiation so is the profit sharing ratio which too is determined in the market by mutual negotiation. Now suppose two entrepreneurs decide to participate with their respective financial resources only. There is no reason that market forces of supply and demand will lead to a profit sharing ratio different from the ratio of financial resources. A rupee will be valued a rupee in the market whether it is invested by person A or person B.

But suppose person A invests financial resources only and person B invests human resources only. Negotiations in the market will determine a profit ratio, irrespective of the ratio with which financial resources are invested by the two parties. Since expected profits are assessed in advance, the profit sharing ratio would reflect the relative productive worth of the resources invested by the two parties. As soon as one of the parties or both mix human entrepreneurial resources in the joint enterprise, the ratio of financial resources loses its relevance to determine the basis for sharing the profit.

Now consider the sharing of losses. It is totally wrong from the economic point of view to consider losses as negative value of profits on the same scale (though in accounting it is right). Profit is a result of deliberate efforts which were geared towards making this profit. Loss is not the result of deliberate efforts which were geared to achieve this loss. Loss is a result of unforeseen factors. It is these unforeseen factors that are the basis of entrepreneurial risk.

Participation has two aspects: Profit sharing and risk bearing. Risk bearing is loss bearing, for example, bearing the fruits of the unforeseen or uncontrolled factors or the fruits of chance factors. Profit sharing should be done on the basis of efforts contributed by participants. Market determines the value of respective efforts. Risk bearing cannot be determined by the market because unforeseen are not offered in the market. They are unknown. So there should be some other mechanism for fair sharing of risk. Consider the participation of human resources on the one hand and financial resources on the other hand. When a loss arises, it is a loss in financial terms and not an economic loss. It does not take into account the opportunity cost of the lost human resources that were invested in the project. The human resource has already lost what he invested, his labor. The remaining loss, that is the total financial loss, is to be borne by the
remaining resources, the financial resource. The rule is that financial loss is to be borne by the financial resources as the human resources loss has already been borne by the human resource. In conclusion, a basic requirement for the promotion of participation of entrepreneurial resources is that the risks of the project being participated should be distributed fairly among the participants. It will discourage participation if human resources are asked to share the financial loss too, which would be over and above the entire loss of the own investment, such as the human resources invested in the project.

A further provision in the Islamic framework conducive to promoting the institution of participation, social security is discussed in the next section. Thus there is not only a mechanism to promote the Islamic institution of participation but also this institution creates demand for entrepreneurial resources by:

- Creating new entrepreneurs to come into the market to avail entrepreneurial opportunities;
- Promoting participation of scarce resources with abundant resources hence causing abundant entrepreneurial resources to come into the market as EFP;
- Promoting participation of big entrepreneur with small entrepreneurs and hence creating demand for small entrepreneurs;
- Reducing risk in the economy by distributing risk fairly among the entrepreneurs and hence making the potential entrepreneurs to come forward to take up entrepreneurial activities.

3.2. Institution of Social Insurance
Islam has put the share of the have-nots in the resources of the haves. This means Muslims are required to feed the deprived section of the population who for some reason cannot earn their living. This is basically a voluntary institution. This institution is the institution of Zakah, Sadaqat and charity. The institution will be stronger; the stronger is the practice of ethical norms of Islam by the Muslims. The state is, however, authorized to take part of what is due from the resources of the haves to distribute it to the have-nots.

The presence of this institution in Islamic economy is conducive to promoting participation and hence the demand for EFP resources. Human resources with nothing else to live upon would hesitate to involve in entrepreneurial activities, because in the event of loss, the risk is too much - starvation for himself and his family. He would, therefore, prefer getting a job at a low wage rather than initiating a higher profit venture if it has a slight chance of ending up with a loss. However, if the system ensures looking after his and his family's minimum living needs 3, he is quite free to take entrepreneurial risks. He will have no compelling reason to opt for a low wage against higher expected profit having the risk of loss.

4. FACTOR MARKETS FOR EFP AND HFP
As described earlier, there are two types of factors of production, EFP and HFP. Output is to be distributed among these two types of resources. Ujrat which is the price of the HFP resources is determined in the market by the supply and demand of these resources. The EFP resources share the residual which is called profit. Profit determines the demand of EFP resources in the economy. Only those goods/resources can be rented or hired which are not "consumed" while they are used. Renting or hire is the sale or purchase of the benefits/services of physical assets or resources including human resources.

3 For further information of the institutions guaranteeing minimum living needs in an Islamic system, see M.N. Siddiqi, "Guarantee of a Minimum Level of Living in an Islamic State" included in Munawar Iqbal (ed.), Distributive Justice and Need Fulfilment in an Islamic Economy (Islamabad: International Institute of Islamic Economics, 1986), 249-284.
The assets or resources that generate benefits in the form of real goods (like tree giving fruits or animals giving milk) cannot be rented for such benefits. Financial resources cannot be rented because they cannot generate any service without being "consumed".

4.1. Entrepreneurial Factors of Production (EFP)
Entrepreneurship, in our framework, is to perform the following functions:
- Making a decision whether or not to participate in or initiate a particular productive activity.
- Be willing to bear the risks associated with it.
Thus, in our framework, an entrepreneur does not have to be a special man. If he can simply visualize a productive profitable venture, can take a decision to initiate it and is willing to subject the resources at his command to bear the risks, if any, associated with this project, he becomes an entrepreneur. He may not be having the special organizational capabilities as highlighted in economic literature. It is assumed that organizational capabilities can be hired by offering appropriate Ujrát to the managers or executives capable of doing the job. Organizers thus are ujratable resource rather than entrepreneurs.

The two functions, decision making and risk bearing are capable of being isolated. Whereas decision making rests solely upon the human resources, the risk bearing can be done by the human resources, or physical resources or monetary resources. Suppose a person sees a productive opportunity. He can take the decision to initiate the project as well as bear the risk by investing his own human resources in the project. Alternatively, he may take the decision to initiate the project but may make his non-human resources to bear the risk by investing his physical capital or monetary resources alone. No human resource can become entrepreneurial simply on the basis of decision making function. Some resources have to be offered to bear the risk. The share in the profits of the project will be dependent upon the resources that are invested to bear the risk. That is why we find it expedient to use the term "entrepreneurial factors of production (EFP)" rather than simply entrepreneurs, to reflect the combination of human and non-human that are willing to bear risks involved in initiating or participating a productive economic venture. This definition of entrepreneurship obviously does not require the EFPs to be "innovative" or "social deviants". We are assuming that EFPs are simply economic resources who, when confronted with a choice to work for a wage or to have their own work (or whether to rent their resources or earn profit on them), decide in favor of the latter. In several situations, the economic resources may find no choice but to become an EFP. This may occur, for example, in the following cases:
- A man wants to pursue an economic activity but finds it religiously prohibited to rent the resources at his command, such as a man having money as the only utilizable resource with him.
- A man wants to pursue an economic activity but finds it uneconomic to rent the resources at his command because of too low a wage level to rent his labor or too low a rent to lease his buildings, assets etc.

The economic resources may not be allowed to sit idle or a man may not decide to keep his resources idle. As discussed before, certain penalties in the system will leave him no choice but to become an entrepreneur. This indicates an obligation feature of the system to generate entrepreneurs in the economy.

4 In fact, risk bearing is the necessary and sufficient condition to define an entrepreneur. Any resources willing to bear the risks of a project implicitly are making a decision to initiate or participate in a project. The distinction between decision making and risk bearing has been made to highlight the nature of human resources which may make a decision without subjecting themselves to risk bearing.
The supply and demand on EFPs and their determinants means the willingness or availability of the economic resources to initiate a productive venture and to bear the risk associated with it. By demand of EFPs we mean the actual involvement of entrepreneurial resources in the entrepreneurial jobs. In other words, demand of EFPs is reflected by the availability of entrepreneurial opportunities to engage the EFPs.

4.2. Hired Factors of Production (HFP)

All resources that offer definite productive services for a definite reward known in advance are called hired factors of production. All physical capital and human resources can fall into this category as long as they don't get "consumed" in the process of production while offering their production services. "Organization" and "managers" as factors of production too are treated as HFPs as long as they are not willing to bear the entrepreneurial risks.

HFPs get employed only by the EFPs. Their employment and their demand will increase as the EFPs avail more and more entrepreneurial opportunities. The determinants of the supply of the HFPs are more or less same as discussed in conventional economic theory.

HFPs include land, labor, physical capital goods and human capital. It excludes monetary resources. HFPs are derived from the same resources which can offer themselves as entrepreneurial resources. The supply and demand for HFPs thus competes with the supply and demand of EFPs. All these resources have to make a choice whether to opt in favor of becoming an HFP and get an Ujrat or to become an EFP to enjoy the profits.

4.3. Factor Markets Equilibrium

Any excess demand in the HFP market will result into raising the Ujrat level hence clearing the HFP market. Any excess supply in the HFP market is available to become an EFP rather than waiting at the doors of the entrepreneur as HFP. Thus HFP market can be said to be always in equilibrium.

All supply of EFP, however, may not be able to get involved in entrepreneurial activities. In other words, there may not be enough demand for EFP in the economy.

Thus, it is possible to have an excess supply or disequilibrium in the EFP market implying that there are several EFP resources that are willing to take up entrepreneurial jobs but there are not enough jobs available. There cannot be excess demand in the EFP market because that would shift resources from the HFP market to EFP market. The only reason for disequilibrium in the factor market is, therefore, the excess supply in the EFP market. Otherwise the factor markets are in equilibrium in the economy. The growth in the economy will simply raise Ujrats as well as profits. Depression will result in lowering the Ujrats and profits till the Ujrats become downward rigid which will result into creating excess supply in the EFP market.

Physical capital has a choice to become HFP or EFP. The rent at which physical capital will be supplied in the HFP market will depend on the cost of production of these goods (which is to be recovered from the rent by the time it completely depreciates) plus the expected profits on the investment of resources used in the production of these capital goods. The demand for the capital goods as HFP will depend upon the productivity of these goods as HFP. If there occurs an excess supply of capital goods, i.e., their marginal productivity as an HFP falls, they will be offered a rent lower than what the capital goods are willing to accept. This will cause the capital goods to shift from HFP market to EFP market. An increase in supply of capital goods in the EFP market may reduce the expected profits of capital goods. A new equilibrium level of rent and expected profits of capital goods will, therefore, be achieved clearing both the markets for these goods.

It can easily be visualized that there cannot remain substantial excess supply of capital goods even in the EFP market. Suppose the stock of capital goods reached a level that has brought the Ujrat in its HFP market and profits in its EFP market to a level where a further decline would
compell the owners to keep their assets idle till more profitable opportunities arise in the EFP market. This situation will obviously lead further production of capital goods to stop because of lack of demand. The excess supply will either be soon wiped out or will not remain quite substantial.

Similarly, human resources too have a choice to become HFP or EFP. The wage at which human resources will be supplied in the HFP market will depend on the marginal utility of leisure. The demand for the human resources as HFP will depend upon the productivity of these resources as HFP. If there happens to be an excess supply of human resources, they will be offered a wage lower than what they are willing to accept. This will cause the human resources to shift from HEP market to EFP market.

An increase in supply of human resources in the EFP market may reduce the expected profits of human resources in this market. A new equilibrium level of wage and expected profits (of human resources) will, therefore, be achieved, clearing the market for these resources.

It is, however, always a possibility that the excess supply of human resources, not getting employed in the HFP market, also fail to get absorbed in the EFP market. This means that there are not enough entrepreneurial opportunities that these resources can visualize or initiate or participate to yield them a profit equal to or more than the wage. In other words there is not enough demand in the EFP market.

We treat this situation as disequilibrium, an excess supply in the human resource EFP market. The HFP market will remain in equilibrium as the wage will be determined where markets clear supply and demand. The wage level determines the expected profit level in EFP market. The demand for EFP resources at this expected profit is exogenously given and fixed in EFP market. The EFP market will clear as the demand for EFP shifts upwards. Wage and expected profit level remain same. The EFP market may also clear if expected profits in the economy rise. But in this case, wages and profit levels increase too as the EFP market clears.

Money does not have a choice to become HFP. Its can only become EFP. Savings that are not converted into assets or capital goods become the money available for investment. The supply of monetary savings for investment will depend on the income as well as the profits on the investment that these savings can bring. Some part of savings will always be in the form of monetary savings. As physical capital/assets are usually quite expensive, the smaller savers, therefore, have no choice but to have their savings in monetary terms. Even all those who can afford to buy a physical asset may not do so as they have to take double risk - first, at the time of buying the asset which requires adequate knowledge of the market of the assets along with the ability to anticipate future prices of the assets and second, at the time of renting the assets which involves the risk of keeping the asset idle during the search of a tenant for the desired rent as well as the risk of loss or of damage to the asset during the period of tenancy.

An excess supply of monetary resources is hardly conceivable in any capital scarce economy in general and in an Islamic economy in particular. An excess demand in EFP of money market may arise which will mean more profits on the monetary resources. The higher profits will lead to more savings in monetary resources till the market is cleared. Supply of monetary resources to meet the demand may get constrained by the capacity to save in the economy. This may let the excess demand in the economy persist if adequate monetary and fiscal measures do not intervene in the EFP market of monetary resources or if the monetary resources from abroad are not allowed to fill the gap.

5 The institution of moderation not discussed in this paper is the peculiarity of an Islamic system which enables the economy to generate savings more than it would be in a non-Islamic economy in a similar economic conditions. Some discussion of this institution can be seen in M. Fahim Khan, "Macro Consumption Function in an Islamic Framework", Journal of Research in Islamic Economics, "Vol. 1, No. 2, (Winter 1984): 1-24.
Factors determining the demand for entrepreneurial resources may be listed as:
- Capability to visualize a productive activity that would yield him an expected profit greater than the prevailing level of Ujrat for his resources;
- Risks involved in initiating the project;
- Supply of other productive resources;
- Institutional arrangement conducive for free entry in the market.

5. CONCLUSION
The capability to visualize a profitable venture in turn depends on several factors like education, means of communication, level of incomes, consumption and spending patterns etc. The risks in an economy are determined by the sociopolitical climate on the one hand and the moral fiber of the society on the other hand. The resources required to initiate the project can either be entrepreneur's own resources or he can work with the resources owned by the others. Rent reflecting the relative supply of other productive resources will be a key factor in the demand for entrepreneurial resources. Higher the rents in the economy, the lower will be the demand for the EFP. The factors relating to free entry are promoted by the institution of participation and the institution of social security as described earlier.

The total stock of capital goods may exceed demand at any one point of time. If this situation persists the holders of physical capital will have no choice but to look for an entrepreneurial activity utilizing their physical capital which, otherwise, will be depleted by the Zakah deductions. With regard to the second question: why a resource not finding adequate Ujrat paid job would be willing to bear entrepreneurial risk, the answer is clear in case of physical capital. Zakah deductions force the owner to deploy the physical capital in any project that would at least yield some positive expected profits i.e., anything greater than 0, so that a part or total of the Zakah could be paid out of the profit, instead of from the asset itself. Thus all such capital goods that fail to get employed on Ujrat are available for entrepreneurial employment. For human resources, though there is no such formal institutional compulsion as Zakah to refrain him from sitting idle if he cannot get employed on Ujrat, yet the human instincts do force individuals to achieve something for themselves and their families. Social norms too encourage human beings to do some productive work. A man involved in productive work always has a social status higher than a person sitting idle. Thus a person having been unable to get employment on the basis of Ujrat is assumed to be available for an entrepreneurial activity. Besides "profit" is a recognized motive even in conventional economic theory. Human beings want to make, rather maximize, profit. Those who are unable to get employment to earn "profit" from their services should look for an opportunity where they can earn "profit" by utilizing their capability to bear entrepreneurial risk.

The supply of different EFPs raises each other's demand. Thus availability of entrepreneurial capital, risk bearing capital will raise the demand for the entrepreneurial human resources and vice versa. Hence there is an indirect application of say's law to the EFP in the sense that the aggregate supply of EFPs generates their own demand provided supply of all EFPs increases more or less in equal proportion.
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